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The solvent shift to the fluorescence transition— n in formaldehyde in aqueous solution is theoretically
analyzed. The solvent model has explicit representation of the solvent and uses the complete active space
state interaction (CASSI) method to obtain a description of the wave function of the solute similar to what
the complete active space self-consistent-field (CASSCF) method would give. In the description of the solute
solvent interaction the discrete set of solvent molecules perturb the solute not only through an electrostatic
perturbation but also through a nonelectrostatic operator. The latter describes in a way analogous to
pseudopotential theory the effect the Pauli principle has on the solute embedded in the solvent. This way the
exchange repulsion between solute and solvent is accounted for which therefore can be anisotropic. The best
estimate of the average shift is a blue shift of 0.003 eV, and for the current transition the nonelectrostatic
perturbation broadens the distribution but has no significant effect on the average shift.

1. Introduction interesting in the above sense. Our results are compared to

) J)revious studie&;13
Quantum chemistry has, for understandable reasons, evolve

through studies of isolated molecules and is now in a state where
high accuracy can be attained in, for example, theoretical studies
of the spectroscopy of such systems. Many important parts of ~ Since the details of the model, called QMSTAT, are available
chemistry, on the other hand, take place in large molecular elsewhere, the presentation of the method will be limited to the
aggregates that conceptually often are separated in interactingnost salient features.

fragments: the distinction between solute and solvent is the most QMSTAT is an effective discrete solvent model. In other

prominent, if not the only, such separation. To be able to treat words, the modeled system is divided into a central part, treated
these aggregates in quantum and computational chemistry, thisyith a quantum chemical method (vide infra), and a complement
separation has been adopted and effective environment modelshat acts as a perturbation to the central part; the discreteness
has been formulated with the continuum solvent models being signifies that the complement is represented as a set of individual
the most conspicuous exemplificatiér?. With increasing  solvent molecules. However, macroscopic solutions are complex
performance of computer processors, though, more detailedsystems with long-ranged interactions; hence, an explicit treat-
models are now feasible, and studies with explicit solvent ment of all relevant solvent degrees of freedom is infeasible,
models are becoming more common. and a truncation scheme is necessary. Our choice is to

In biochemistry-the primary example of chemistry in large  spherically encompass the quantum chemical part and a finite
aggregatesfluorescence spectroscopy, i.e. the radiation emitted set of solvent molecules with a dielectric continuum; the
when a system passes from an electronically excited singlet statecontinuum reaction field is calculated within the image-charge
to a lower state, and its solvent effect, has become a usefulapproximatiort* The effective treatment of the quantum chemi-
analytical techniqué:” Structural change in proteins is one thing cal region makes it suitable to place it at or close to the center
that in some cases can be monitored through the fluorescenceof the spherical cavity, and since the number of explicit solvent
spectrum and its shift when the environment of the fluorescent molecules is of the order 100, there is no obvious advantage to
fragment-tryptophan to name onres modified upon structural ~ make the boundary nonspherical (this is preferable, however,
change. if fewer explicit solvent molecules are includédd. Boltzmann-

In the present study we investigate the solvent shift to the distributed properties are obtained with the Metropeéonte
* — n fluorescence transition in formaldehyde in aqueous Car!o algorithm?’ practical details of the cavity simulation are
solution with a recently developed quantum chemical solvent available elsewheré®
model with explicit solvent representatiémdmittedly, form- The solvent, which in the present study is water, is described
aldehyde is not an example of a molecule of biochemical in- with an early version of the NEMO force field.The charge
terest in the respect discussed abeirefact, formaldehyde  density is expanded in four point charges of such magnitude
does not even exist in aqueous solution since it to a large de-and location that the dipole and quadrupole moments of water
gree reacts with water and forms methylenediol. Still, being are reproduced. The force field is polarizable and includes three
the simplest molecule with a carbonyl functional group, this point polarizabilities per molecule for that purpose.
solute-solvent system has been the subject of several theoretical Every solvent model with an explicit representation of the
studies and has become something of a steppingstone for solvensolvent has to select some soldolvent configurations for
models that at a later stage could be applied to systemsthe thermal averaging; the approach adopted by most researchers
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is to collect these configurations from an all-classical simulation onto the subspace spanned by the CASSI state functions will
of the system under study. Consequently, the configurations usedoe too dissimilar from the correct wave function. On the other
to compute the statistical distribution of any property obtained hand, for a large perturbation any effective treatment of the
with the quantum chemical model will not converge toward the solute-solvent system will falter and at least some solvent
exact Boltzmann distribution since the configurations are molecules have to be included into the quantum chemical region
distributed according to the all-classical potential potential such as in the CatParinello method or in the method by
which necessarily differs from the combined quantum chemical Loeffler and Rodes8
statistical mechanical potential in some respects. Obviously, with  To proceed, the solvent perturbatidiy,, has to be formu-
a good classical force fietd‘good” meaning able to reproduce lated. Above the usual electrostatic perturbation, QMSTAT also
the quantum-classical solutsolvent interactiofrthis error can includes a nonelectrostatic perturbathdp, which models how
be made small and insignificant compared to other limitations the solvent density through the Pauli principle influences the
of the various models. Further, the usual approach also makessolute wave function; in the present article we only recapitulate
the model dependent on parameters to the all-classical simula-the features of and arguments for this contribution to the total
tion, a fact that for ground state simulations is only mildly perturbation.
restrictive given the vast number of classical molecular simula-  Spectroscopic studies of benzene in cryogenic fluids such as
tions and force fields available in the literature; for excited states argon and helium led Nowak and Bernstein to conclude that
in equilibrium with the solvent far fewer parameters and repulsive interactions had an important effect on the spectrum
applicable models are available so this dependence becomesn solvated benzeri.Also, Zipp and Kauzmann discuss the
more restrictive. To circumvent these problems, wetheesame possibility that the repulsive interaction between solute and
potential for both simulation and quantum chemical calculations solvent has to be accounted for to explain the pressure effects
in QMSTAT; i.e., in every Monte Carlo step a quantum they find on a number of absorption spectra in solufibim a
chemical problem has to be solved to obtain the effective solute theoretical discussion of solvent shifts, Bayliss and McRae
wave function. introduce the notion gpacking strainto describe the unfavor-
Considering that we aim at a description of excited states, able packing of the vertically excited state of the solute in the
the complete active space self-consistent-field (CASSCF) surrounding solverit Price et al. also mention that steric
method would be suitable to describe the solute wave function interactions between the excited state and its surrounding can
since this method has proven itself well-suited for handling such have an effect on the perichromism (a general term for the shift
state%-24 Because of the need to solve a quantum chemical caused by any type of surrounding, see ref 32) of moleciles.
problem in each Monte Carlo step, the CASSCF method cannotin addition to this, problems with the repulsive interaction
be used directly, however, since it would make QMSTAT too between solute and solvent have been pointed out in discussions
computationally expensive. (A major portion of the computer of QM/MM models, for example, the risk of variational
time in CASSCEF is allocated to two-electron integral transfor- distortion caused by solute density being too attracted to the
mations.) To retain several of the advantageous features of thepoint charges in the solveft3%in other words, Pauli-forbidden
CASSCF method and still be able to solve a quantum chemical intruder states enter through the solvent perturbation, which may
problem in each Monte Carlo step, we use a construction basedcause highly nonphysical states to be occupfestratt and co-
on the complete active space state interaction (CASSI) métBbd.  workers have in a number of articles made theoretical studies
Given a set of CASSCF wave functions as input, the CASSI of the solvent shift of model systems using simple hard-sphere
method computes a set of orthogonal noninteracting eigenstatediquids as solvents, later augmented with Drude oscillators to
to the Hamiltonian at hand that span the same subspace as thdescribe polarizatio®.~3° Their conclusions are that the pure
CASSCF wave functions (which can be slightly nonorthogonal steric interaction between solute and solvent engenders a blue
due to that both CI coefficients and molecular orbitals are shift to the absorption band as well as a broader statistical
varied); typical application of CASSI is to compute matrix ele- distribution of the same. Interestingly, they also find that an
ments between different states, such as transition dipole mo-important feature of the hard-sphere solvation is the collective

ments and more recently spinrbit couplings?’ In QMSTAT shape of the particles closest to the solute and the variations of
the wave function for the solvated moleculE?, is written as the geometry of the solvation shell; this coupled anisotropy in
a linear combination of a set of CASSI state¥j}=1,.n: repulsion, polarization, and solvation shell shape was also found

in a work in our laboratory on the solvation of four monatomic
N ions in their ground state with a version of the QMSTAT model
po = ZCHIPJ- (1) with a Hartree-Fock wave functior?
] Conclusively, there are several arguments in favor of includ-
ing a perturbation of steric origin on the solute from the solvent.
Then given the effective Hamiltonian for the soluty = Ho QMSTAT has from the beginning included such a perturbation,
+ Vson, the variational method is used to approximately solve which in ref 8 was reformulated somewhat compared to earlier
the Schidinger equation; since the ansatz is linear and the versions of the modéB4%-43 The nonelectrostatic perturbation
CASSI state functions are mutually orthogonal, the solution is operator reads
readily obtained upon diagonalization of the ma{ri¥';|Ho +
Vsonl?iij=1,.n. Observe that in no stage of the solution of N
the quantum chemical problem in QMSTAT there is a need to Vel = deZEnWikmik' (2)
store or transform two-electron integrals. With a suitable set of KeDn=
CASSCF wave functions as input to CASSI (how they are
prepared for this particular study is presented in a later section)where|¢ikﬂis thenth occupied molecular orbital (MO) on the
we believe that this ansatz adequately emulates the CASSCHth solvent molecule in the s&; ¢, is thenth orbital energy,
wave function had it been used. The perturbation from the andd is a parameter that needs to be fitted to a reference (vide
solventVsy is not allowed to be too large for this to be true infra); in a given configuration the solvent molecules closer to
since then the projection of the correct CASSCF wave function any atom of the solute than some user-defined cutoff radius are
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included in the se®2. To argue for the form o¥/,e, we refer to Fitted potentials

pseudopotential theory and symmetry-adapted perturbation Tearslation

theory. 0—y——1T——— T 7
The former theory was originally derived to treat the steric L (@

»+ QMSTAT, SO 1
10~ @ © QMSTAT, S (n,n%)|
L w—s CASPT2, SO _
@ CASPT2, § (n,mt*)

interaction of the valence electrons with the core electrons in
atoms not with Lagrangian multipliers as in the Hartré®ck
equations, but rather with a so-called pseudopotential that
modifies the Hamiltonian for the valence electrdfhsThe 0
applications of pseudopotential theory has extended beyond this
and now also includes, for example, the connection of intramo-
lecular fractions to one another as well as effectively treating
the crystalline environment in solid-state physieé® (See
especially the work by Barandiarand Seijo in ref 45, which
has a nonlocal exchange potential similar to ours.) Applications
of pseudopotentials to solvent models have, apart from the
previous QMSTAT calculations, been used in various contexts
and formulationg?=50 In the work by Schnitker and Rossky
on the solvated electron a pseudopotential for the eleetron
water interaction is absolutely vital; otherwise, the electron
would not be bound and therefore not display any discrete -10+- g
absorption spectrum, which Hart and Boag were the first to . 1
confirm that it indeed do€¥:5!
With the latter theory it has been shown that the short-range 3 4 5 .6 7
repulsion between molecules to first order is proportional to H,C-O - - - H-OH distance (a.u.)
the wave function overlafs, between the interacting partners Figure 1. CASPT2 counterpoise corrected supermolecular potential
raised to the power of twe’ >4 The expression foW,g is (translation) for the ground and the(&s*) state of formaldehyde in
consonant with this result, since the matrix eleni@ift Vne|W;0 the optimal geometry for the excited state; also, the QMSTAT fit.
becomes a sum of products of two overlaps between the so-Referring to Figure 3¢ = 180°; y = 180". (a) Ano.s(l) basis set, (b)
Ano.s(Il) basis set.
lute and the solvent molecules 2. The symmetry-adapted
perturbation expansion does however include higher order
terms as well. In QMSTAT such terms are added, although
not to Ve but rather to the total energy. Added there, they
have nodirect influence on the variation of the solute wave
function. Most of the repulsion, though, especially at equilib-
rium and longer distances, comes from the term of o&er
in Vel

Interaction energy (kJ/mol)

geometry optimization is performed with analytical gradients
(which due to the nonvariational nature of the SA-CASSCF
wave function are nontrivial to comput®)The second root to
the CASSI construction described above is close but not exactly
equal to the second root to the SA-CASSCF equations since
some further correlation is introduced through the CASSI
procedure; thus, we expect small modifications of the optimal

As a final remark we point out that, unlike in our previous . e
work with this model, the electric field is not damped at short geometry going from CASSCF to CA_SSIno@ﬂcatlons es-
tablished by a zero-order method, .j.@nergies of nearby

range to compensate for the charge overlap; no convergences,[ructures are comoared
problems in solving the polarization equations were encountered, P '

and theVie will in part model the charge overlap. With the CASSI-optimal structure for the first excited state
_ given, a supermolecular reference potential is needed to fit the
3. Calculation Protocol parameters in QMSTAT to. Since dispersion is included in the

The atomic natural orbital (ANO) basis set is used in all our QMSTAT solute-solvent interaction, dynamic correlation is
quantum chemical calculatiof5¢ Two different contractions ~ required. A suitable reference is thus the complete active space
are used: a more contracted basis set called Ano.s(l) throughoutvith second-order perturbation correction (CASPT2) potential
the text (C,0 5s4pld contraction, H 3s2p contraction) and a @ method known to perform well for quantitative calculations
less contracted called Ano.s(ll) (C,0 7s6p3d contraction, H 4s3p On excited state¥~°° All supermolecular potentials are coun-

contraction). terpoise corrected, an accurate and sound correction to the basis
All CASSCF calculations are performed with four active S€t superposition errét:52
electrons and the, n, ands* orbitals in the active space. To All quantum chemical calculations are performed with the

prepare an input set of state functions to CASSI, we do as MOLCAS program packag®.

follows: state-average CASSCF (SA-CASSCF) calculations  After initial equilibration, a total of 7 million Monte Carlo
with equal weight to ground and first excited state (th@gg*) steps are performed in each simulation. Every hundredth
state) are performed with a homogeneous electric field of configuration is stored for subsequent analysis; in other words,

strength 0.003 au directed in sequence along all three axes in70 000 configurations are used to compute all thermal averages.
both directions as well as one calculation without any field.

Fourteen states, some of which are overlapping significantly, 4 Results

follow from these in total seven calculations. CASSI, given these

states, produces 14 eigenstates to the unperturbed Hamiltonian 4.1. The Pair Potential. The fitted QMSTAT potentials for

where the two lowest will be good estimates of the ground and the singlet ground statep,Sand the first singlet excited state,

first excited state, while the remaining 12 will be needed in the S;(n,7*), are shown in Figure 1 for a translational degree of

description of the polarization of the former. freedom and in Figure 2 for a rotational degree of freedom as
Since a fluorescence spectrum is to be computed, the structureexplained in the captions and in Figure 3. Parameters are listed

of the excited state needs to be relaxed. An excited-statein Table 1.
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Figure 4. For the relaxed wave function in QMSTAT with the
Figure 2. CASPT2 counterpoise corrected supermolecular potential Ano.s(l) basis set, (a) i&ed+ Eeinuc Where Eenyc is the interaction
(rotation) for the ground and the(®,*) state of formaldehyde in the ~ between solvent point charges and nuclei in formaldehyde, (®)if]
optimal geometry for the excited state; also, the QMSTAT fit. Referring + Epoinuc WhereEponucis the interaction between solvent induced dipoles
to Figure 31 = 4.1 au;y = 18C°. (a) Ano.s(l) basis set, (b) Ano.s(ll)  and nuclei in formaldehyde, (c) ¥l and (d) is[Hol] observe the
basis set. different energy scales (in kJ/mol).

H—0o v pated, minor. Further, since only energy differences matter in
the simulation and the subsequent analysis, this discrepancy

H o between the potentials is of little importance. We also observe
rdn C/H that both states are described well with only one value on the
parameted in Vygl.
\H From the CASPT2 potentiatsnteresting in themselvesve
Figure 3. Definition of geometrical parameters to the QMSTAT and conclude: (1) There is a significant decrease in strength of t_he
CASPT2 potentials. hydrogen bond between formald.ehyde and water when going
_ from the ground state to the excited state (or vice versa). The
TABLE 1: Parameters for the Excited same mechanism is usually cited as the reason for the blue
Formaldehyde—Water Systent solvent shift to then — x* transitions in aldehydes and ketones
interaction parameter Ano.s(l) Ano.s(Il) in protic solvents. The weakening is explairespeaking in
repulsion d —0.48 —0.46 terms of orbitals-as brough't about. by the removal of electron
6 0.3 0.3 density from the nonbonding-orbital of the oxygen atom;
_ ] Q cutoff (au) 7.0 7.0 hence, less negative charge is left to favorably interact with the
dispersion Deo 75.0 75.0 partially positive hydrogen atom of the nearby water molecule.
Dcn 9.0 9.0 .
Doo 37.0 37.0 (2) But also, going fro_m the one state to the other d_oe_rs not
Do 45 45 simply lead to a rescaling of the interaction as the variation in
Dho 13.0 13.0 the rotational degree of freedom (Figure 2) reveals: the cusp
Dhm 17 17 at 180 in the S(n*) intermolecular potential is a feature not
a All relevant equations are available in a previous publicatithe present in the potential for the ground state. With the total energy
solvent-solvent parameters are given in ref 19. decomposed in separate terms in QMSTAT, we are able to

investigate the origin of this cusp. In Figure 4 the expectation

For both the translational and the rotational potential surface values for the Ano.s(l) calculation of the four operators in the
intersection and for both basis sets, there is satisfactory QMSTAT solute energy expressioiiy (the intramolecular
agreement between the simplified QMSTAT potential and the interaction),Ve (the interaction between solvent point charges
counterpoise-corrected CASPT2 supermolecular potential. With and solute density)/,o (the interaction between solvent induced
the CASSI construction for the solute in QMSTAT the density dipoles and solute density), and,s (the nonelectrostatic
is almost equivalent to the CASSCF density. Thus, the density interaction) along the rotational degree of freedom are shown.
correction which the perturbation treatment brings about is not Both Ve [Cand Vo display the same cusp; hence, electrostatic
included; such treatment typically leads to slight modifications interactions are the likely cause of the cusp. Further evidence
of the electric moments of the molecule. This is the probable comes from the observation that the molecular dipole and
reason for the almost constant vertical displacement of the polarizability of the two states (listed in Table 2) will upon
QMSTAT potential relative the CASPT2 potential in Figure 2 transition change not only in magnitude but also in direction
and the somewhat too attractive force manifest in Figure 1; and anisotropy, respectively. Upon comparison of parts a and c
judging by the small difference the modification is, as antici- of Figure 4, we see thdlV,e[Jfor the excited state actually
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TABLE 2: Properties in Atomic Units of the Wave Function 1 1t 1
Used in QMSTAT (Eq 1) with the Two Basis Sets, for Radial distribution

Dipole (ux.py,pu;) and for Polarizability ( ouy,0tyy,0ty707) GO L B B i oo o e (R B E e i
property basis set S Si(n,7*) L (a) L (0) "
vacuum energy Ano.s(l)—113.89606 —113.81565 0,11 E
Ano.s(ll) —113.89797 —113.81796 r 7 3
dipole Ano.s(l) (0.0-0.1968-0.9219) (0.01-0.2222;-0.5720) L * :
Ano.s(Il) (0.0-0.1970:-0.9127) (0.0;-0.2309:-0.5574) B | + X—oxygen
polarizability ~Ano.s(l) (14.4,12.2,0.22,20.5) (14.2,12.9,0.30,16.4) g | j + X=hydrogen 3% d
Ano.s(l) (15.6,13.7,0.21,21.1)  (15.7,14.6,0.23,17.8) B ) b e i T
b= F F
TABLE 3: Optimized Geometry for the S;(n,7*) State with 8 L O L (d) ]
SA-CASSCF and CASSI for the Two Types of Basis Set = 0.1 B & il
method basisset €0 C-H H-C—H wiggle g W m
SA-CASSCF  Ano.s(l) 2.56 2.03 118.6 39.7 A I § i a I
Ano.s(Il) 2.56 2.03 118.5 39.6 i £9 ) J\;’j i
CASSI Ano.s(l) 257 203 1188 39.1 - f - R 1
Anos(ll) 257 208 1184 39.6 08 2 vy é : é ']'0' 1'20 2 5"‘ *‘é L é ' 1'0' 1'2
@Bond lengths in atomic units; the angle (in deg) between the vector H.C-0..X distance (a.1.)
LC-0L. RiN

along the G-O bond and the plane definied by the hydrogen atoms
and the carbon atom is the wiggle angle; zero degrees means planah - ol it . -

A Co > . gure 5. Normalized radial distribution functions with the oxygen
?trugtutrg[.h Thelc If—| dlsttf;l]ncg Awgzg%t C?'?tlmllzeld tl'n CASSI, butkept  46m in formaldehyde as origo with (a) the Ano.s(l) basis set and (b)
Ixed at the value from the SA- caicufation. the Ano.s(ll) basis set for the excited state(rSr*). Also the

] ) ) distributions for the ground state in equilibrium for (c) the Ano.s(l)
features a small “inverted cusp” with more repulsion at angles and (d) Ano.s(ll) basis set (data from ref 8).

wherelVeCand[VyoCare most favorable; a possible explanation .

is that at favorable angles (around 11&nd 240) greater Solvent shift

polarization of formaldehyde leads to greater intermolecular T

overlap and with that more repulsion throughe. T T g T T T

4.2. Solute and Solvent Structure.The S(n,7*) state of A
formaldehyde is known to be nonplanar; this was first conjec- 81| _Anos(l)
tured by Walsh in 1953, with spectroscopic results supporting fﬂ<E>T=l}.UU3 eV
the conjecture a few years Iaﬁ-f*_r‘?f’ Highly correlated multi- " % Ano.s(l)[I1-set]
reference configuration interaction (MRCI) and CASPT2 cal- Anos()
culations reach the same conclusion and several other quantum "G ep> =0,005 eV
chemical methods as well (see table 2 in ref &8%8 Laane T
discusses the nonplanarity of thgr§r*) state of other ketones 77 Ano.s(1)[I-set]
and aldehyde® In Table 3 our optimized geometry for
formaldehyde is reported. As seen, the difference between
CASSCF and CASSI in this respect is very small.

If there are low-frequency nuclear degrees of freedom in the
solute and a significant coupling between solute and solvent,
there is a possibility that the solvent through its perturbation
modifies the solute structure and consequently the spectrum.
Since it would increase the computational effort substantially
to make the solute structure flexible, we keep it fixed. Still, NP .
working within that restriction, the most suitable structure to 0'es 4 i) {1 0 0.1
use is the free energy optimal structure. From configurations ’ Shi ! ’

. ift (eV)

sampled with the gas-phase structure we carry out free energy

perturbation calculations to investigate whether the free energy Figure 6. Solvent shift distributions for ther* — n transition in

can be lowered by small geometry modificatidhs! With aqueous solution computed with both basis sets. Also, the shifts ob-

neither basis set can the free energy be lowered with the tained when configura_ltions sampled for th_e one basis set is _used to

available statistical precision and applied bond length and angleormulateVsay but applied to the wave function in the other basis set;

variation (0.01 au and C°1 respectively). Hence, the fixed Ano.(l)[ll-set],for e>_<amp|e, means that the wave fun(_:tlon is expanded
: . . in the Ano.s(l) basis set while the set of configurations are sampled

formaldehyde geometry used in all calculations is the one fom 4 simulation with the Ano.s(Il) wave function.

reported in Table 3 for the corresponding basis set.

In Figure 5a,b the normalized radial distribution functions data are taken from the work presented in ref 8. Also, in contrast
(the carbonyl oxygen atom in origo) are shown for the two basis to the ground state where the carbonyl oxygen is preferably
sets. They give some information about the structure of the solvated by the hydrogen atoms of the water molecules, the
solvent, but as is apparent from the pair potentials angular hydrogen atoms are on average only slightly closer to the
dependence is expected to be relevant and this dependence isarbonyl oxygen atom than the oxygen atom on the water
more difficult to visualize two-dimensionally. The distribution molecules. Conclusively, only little radial structure is imposed
functions reflect what we know from the pair potentials, namely, on the solvent around the oxygen atom in théng*) state of
that there is a weaker interaction between the carbonyl oxygenformaldehyde.
and the solvent than in the ground state where a pronounced 4.3. Solvent Shift.In Figure 6 the normalized solvent shift
peak occurs in the hydrogen distribution, see Figure 5c,d wheredistributions for ther* — n transition are shown for the two

[=n

Normalized density
.
: T

L]
T
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basis sets. A positive shift means that the transition is blue- Correlation between shifts
shifted, in other words, that the energy difference between final With and without non-electrostatic perturbation
and initial state is increased upon solvation which, as a [ # T = & T @ T T
consequence of the final state being lower in energy than the 02 (a) b
initial state, means that the former state is more stabilized by L S
the solvation than the latter state. The average shift is almost O 0,1
eV for both basis sets, and the small difference cannot be I
considered to be statistically significant. Both distributions have o or ]
a minor asymmetry with respect to their maximum with a tail = 0k
extending to negative shifts. A significant difference between "; - .
the distributions of the two calculations is the width: the larger 50,2 -
basis set gives rise to a wider distribution. To elucidate the =] i - ,
source of this difference and simultaneously analyze the causes N
of the shifts, we make a joint configuration space-wave function § 021
space test as well as investigate the effectVgfi and the &
polarization. % 0,1

In Figure 6 there are two additional curves above the 0
ones mentioned in the previous paragraph. The one named
“Ano.s(l)[II-set]” is obtained as follows: the stored configura- 0,11 i
tions from the simulation with the larger Ano.s(Il) basis set are 0 2'_
used to formulate the perturbatiovkey, but the quantum :

L L 1

chemical problem is solved in the space expanded in the smaller
Ano.s(l) basis set. Since the configurations no longer are
distributed according to the correct Boltzmann distribution, they
cannot be equally weighteths is the case in the Metropotis Figure 7. Correlation between shifts computed with and without the
Monte Carlo algorithra-but have to be reweighted with the nonelectrostatic perturbation for (a) the Ano.s(l) basis set and (b) the
proper Boltzmann factor, with the effect that the quality of the Ano-s(Il) basis set.

statistics is worsened. The curve labeled “Ano.s(ll)[I-set]” is
obtained doing the opposite configuration/basis set interchange
First, the Ano.s(ll)[I-set] curve is as good as equivalent to the
Ano.s(l) curve. This relation indicates that, within the config-
uration space that belongs to the system with the Ano.s(I) wave
function, the Ano.s(Il) and Ano.s(l) wave functions have very
similar properties, in other words, that the difference be-
tween the Hilbert subspaces that the two wave functions oc-
cupy is minute. Second, the Ano.s(l)[lI-set] distribution differs

| | | L
-0,1 0 0,1 02
Shift, vV =0(eV)

02

that has adapted to the structure of the excited state. To explain
‘the opposite effect, we proposéke in ref 8—the following

two plausible mechanisms: The easiest to apprehend is the
opposite of the mechanism outlined above, namely, that upon
fluorescence the shape of the ground state happens to better
“fit” the solvation shell than did the initial excited state; since
excited states usually are more diffuse than ground states, this
mechanism is probably more important than upon absorption.
The other mechanism derives from the coupling of the various
more from. thg Ar_lo.s(ll) curve qnd a}lsq seems to apprqach theperturbations: they are not independent. As was shown in our
Ano._s(l) d_|str|but|on. This relation |_nd|_cates that, within the previous study in ref 8, the nonelectrostatic perturbation can
configuration subspace_properly d'St”bUIEd to the Ano.s(ll) modify the electronic structure so the electrostatic interaction
system, the wave function expanded in the smaller Ano.s(l) o¢ he final state becomes more like the initial state and

basis set occupiesn comparison with the situation abov@  qngequently more favorabi@ mechanism that in this case
more dissimilar wave function space than the wave function 014 lead to points above the 1:1 line.

to which the configurations are distributed. That the Ano.s(l)-  The collective widths of the points in parts a and b of Figure
[II-set] curve fail to coincide with the Ano.s(l) curve is probably 7 5.0 comparable. Thus, differences in the nonelectrostatic
due to the diminution in quality of the statistics when the data nieraction does not appear to be the cause of the broader
is reweighted_. Conclusively, the wave funcf[ion expanded in the Gistribution of the Ano.s(ll) basis set in Figure 6. Through a
Ano.s(Il) basis set have features, not manifested by the Ano.s-peyrhation calculation with a homogeneous electric field of
(I) wave function, that influences the Boltzmann distribution strength 0.005 au applied on the formaldehyde in either of its
making at least some configurations significantly more probable t,, states, the molecular polarizabilities can be computed: they
than for the Ano.s(l) system. are included in Table 2. The molecular polarizability is larger
To pursue the analysis further and establish what qualitative in the larger basis as could be expected. Since the molecular
features in the solutesolvent interaction that differ between  polarizability only can give an estimate of the response to an
the differently expanded wave functions, we present in Figure inhomogeneous field from a microscopic surrounding, we also
7 the correlation between the proper shifts shown in Figure 6 establish the distribution of induced dipoles (see Figure 8). For
and shifts obtained with the nonelectrostatic perturbation absent.both states the average induced dipole as well as the standard
The latter shifts are acquired by computing the shifts with the deviation is larger for the larger basis set. This greater flex-
repulsion parameters set to zero for the configurations storedibility and variation of the charge distribution expanded in the
from the simulations. In contrast to our study of the~ x* larger basis set is the probable cause of the greater width of the
absorptionVye, On average, contributes to neither a blue shift Ano.s(ll) curve in Figure 6: the interaction for initial and final
nor a red shift. But it does contribute to the width of the state is more diverse in the larger basis set, and thus there will
distribution. If Ve for a particular configuration decreases the be more configurations with larger shifts in either direction
energy difference (in Figure 7 the corresponding point lies below depending on which state that is most stabilized.
the 1:1 line), the likely cause is that the different electronic  If the environment is treated as a dielectric medium, the
structure of the ground state overlaps more with the solvent average solvent shift to the fluorescence peak is toward shorter
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Tatrl 1 1 1 TABLE 4: Compilation of Results for Solvent Shift to the
Distribution of induced dlpOleS &* — n Transition in Formaldehyde in Aqueous Solutior?
20 . : ' ! * f J QM shift
l @ | solvent model method (eV) ref
151 oé @ oo all classical molecular dynamics none ~0.22 9
© B 3 simulation
F o %x K Py b integral equation theory HF 0.035 11
10k o,; > o S,(nm¥)| | nonequilibrium continuum model CIs 0.082 12
o Ie nonequilibrium continuum model CISD 0.033 12
clusters from Monte Carlo simulation INDO/CIS  0.20 13
QM/MM Monte Carlo simulation CASSI 0.003 present

2 The values are for the nonplan@g structure of formaldehyde.

going from formaldehyde to acetone. Then, of course, deficien-

i dﬁ% (b) ] cies of the model are possible, but their direction and magnitude
15 & i remain to be established.
- S %*Q"%%& 1 4.4. Comparison with Other Studies.In Table 4 the average
10+ S % o solvent shifts obtained by other researchers are summarized
| ¥ o i together with our best estimate. Levy et al. have from classical
)%ng( molecular dynamics calculations with interactions parameters

and partial charges (no polarizabilities) to the excited formal-
dehyde derived from Hartred-ock (HF) calculations, obtained

! (I £ TR a shift to the fluorescence 0f0.22 eV? In an all classical
0,05 0,1 0,1 .2 simulation there will, of course, be features left out of the
Induced dipole (a.u.) solute-solvent interaction, especially if the mutual sotte

Figure 8. Distribution of induced dipole for (a) the Ano.s(l) and the solvent polarization is neglecf[ed. Furthei, n thelr discussion
(b) Ano.s(Il) basis set. For (a) the averages are 0.0645 and 0.0549 ad-€VY €t al. observe that the shift to the~ 7* absorption band

for state $and S(n,7*), respectively; for (b) the averages are 0.0733 computed with the same all-classical method is much larger
and 0.0615 au. The standard deviations are for (a) 0.0286 and 0.0233than the shift they computed with a quantum chemical treatment.

au for the statesgSand §(n,7*); for (b) 0.0294 and 0.0237 au. There are thus several reasons why our value would differ from
this first published theoretical calculation of the solvent shift
wavelengths since the dipole in the final state is greater than into the #* — n transition in formaldehyde. With an integral
the initial state by almost a factor of 2 (see Table 2). Since the equation treatment (called the reference interaction site model
nonelectrostatic perturbation contributes with at most a minor (RISM)) of the solvent and the HF quantum chemical method,
shift in either direction, packing strain cannot be invoked to Ten-no et al. compute a shift of 0.035 eV with the gas-phase
explain the lack of observed shift. Specific interactions between optimal geometry for the first excited state of formaldehile.
solute and solvent is then the likeliest cause of this observation. The model only accounts for pairwise interactions. Integral
Although the ground state can interact most favorably with the equations can account for specific interactions and are generally
solvent-especially forming strong hydrogen bonds, see Figure computationally more efficient than simulations but not as accu-
1—every thermal average is computed with a distribution rate; the HF method is not optimal for the description of excited
function as weight, and as is evident from Figures 2 and 5, the states. Despite these differences, the estimate by Ten-no et al.
equilibrium configurations of the excited state are differently is close to ours. The continuum calculations 6h&sez et al.
distributed from what would have been the free energy optimal for the relaxed nonplanar structure of excited formaldehyde give
distribution for the ground state. As the major reason for our blue shifts of 0.082 and 0.033 eV with the singles-configuration
observed lack of significant blue shift, we therefore propose to interaction (CIS) method and the singles- and doubles-Cl (CISD)
be that the specific interactions are optimized for the excited method, respectivel§2 The nonequilibrium solvation of the
states and because of this fail to realize their full strength in final state is accounted for, and the Cl method is suitable for
the vertically deexcited state. calculations on excited states and also accounts for dynamic
For reasons described above no experimental data arecorrelation. A continuum description of the solvent fails, on
available to compare with. For hydrated acetone, with a similar the other hand, to account for specific interaction such as hy-
excitation process as formaldehyde, experimental data aredrogen bonding, although for this molecule, as we argue above,
available?®7*see also Table 1 in ref 75. There a blue shift of this type of interaction will be more important in calculations
at least 0.2 eV is found in several different solvents with on solvent shifts to the — z* absorption than on the reverse
different permittivities and hydrogen bond formation properties. emission. The CISD estimate of I8hez is also close to our
This is noteworthy since if a strong electrostatic interaction estimate. From a set of cluster calculations with the semiem-
between solute and solvent is present, it can undergo apirical intermediate neglect of differential overlap (INDO)
significant change upon transition, while if the permittivity of method with the CIS method to obtain the transition energy,
the medium is low, the solutesolvent interation is weaker and  Coutinho and Canuto obtain a solvent shift estimate of 0.20
the shift is expected to be smaller. A separate study of hydratedeV.'® The solvent configurations are obtained from a class-
acetone is in progress, and before it is completed it is difficult ical simulation with the parameters for the excited-state bor-
to connect the acetone experiments and the present theoreticalowed from the calculation by Levy et al. discussed above. The
results on formaldehyde. To obtain a blue shift either the excited cluster calculation will guarantee that there is a correct
state of the solute has to be less stabilized by the solvent or theintermolecular antisymmetry in contrast to our treatment that
ground state more stabilized, or a combination of both; it is only give the intermolecular antisymmetry an approximate
possible to imagine physical reasons for this to happen whenaccount. On the other hand, the merit of semiempirical methods
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is moot, and even two recent reviews, that generally are
sympathetic to semiempirical methods, point out that many suc

J. Phys. Chem. A, Vol. 110, No. 5, 2008941

(11) Ten-no, S.; Hirata, F.; Kato, 8. Chem. Physl994 100, 7443~

h 7453.

(12) Sachez, M. L.; Aguilar, M. A.; Olivares del Valle, F. J. Phys.

methods have problems to describe weak- and long-rangedcpem. 1995 99, 15758-15764.

electrostatic interactions as well as hydrogen bon@irigThere

is also the problem of the configuration sampling: unless the
parameters used in the all-classical simulation are fairly accurate,

the configurations will not be distributed correctly.

We can also compare the radial distribution functions in case

there is an explicit solvent. The,8—0---O—H, radial dis-
tribution of Levy et al. shows very little structureot even a
slight peak® Although this limited knowledge of the solute

(13) Coutinho, K.; Canuto, Sl. Chem. Phys200Q 113 9132-9139.

(14) Friedman, H. LMol. Phys.1975 29, 1533-1543.

(15) Cui, Q.J. Chem. Phys2002 117, 4720-4728.

(16) Crescenzi, O.; Pavone, M.; De Angelis, F.; BaroneJVPhys.
Chem. B2005 109 445-453.

(17) Metropolis, N. A.; Rosenbluth, W.; Rosenbluth, M. N.; Teller, A.
H.; Teller, E.J. Chem. Physl953 21, 1087-1092.

(18) Moriarty, N. W.; Karlstfon, G.J. Phys. Chenl996 100, 17791
17796.

(19) Wallgvist, A.; Ahlstron, P.; Karlstion, G. J. Phys. Chem199Q

solvent distribution precludes certain conclusions, it seems 94, 1649-1656.

that the solutesolvent interaction in the force field by Levy
et al. is weaker than in our case where a peak in the dis-
cussed distribution is present. In contrast, the published
H,C—0O---H—O0H radial distribution of Coutinho and Canuto

displays a clear peak, which indicates that hydrogen bonds hav

formed—a conclusion the authors also maRerhe difference

in solute-solvent interaction between our and the previous two

studies-a difference the distributions confirm is therexplains

in part why our solvent shifts differ. The greatest similarity

(20) Roos, B. O.; Taylor, P. R.; Siegbahn, P. E.Ghem. Phys198Q
48, 157-173.

(21) Roos, B. OAdv. Chem. Phys1987, 69, 399-445.

(22) Roos, B. O.; Andersson, K.;' Baher, M. PChem. Phys. Letl.992
192 5-13.

e (23) Serrano-AndeL.; Roos B. OChem—Eur. J.1997, 3, 717-725.

(24) Bauschlicher, C. W.; Langhoff, S. Rhem. Re. 1991, 91, 701—
718.

(25) Malmaquist, P.-Alnt. J. Quantum Chen1986 30, 479-494.

(26) Malmaqvist, P.-A_; Roos, B. GChem. Phys. Letl989 155 189

(é?) Malmaqvist, P.-A_; Roos, B. O.; Schimmelpfennig, Bhem. Phys.

with our results is found upon comparison with the results by | et 2002 357, 230-240.

Ten-no et al®1 They have a clear peak for the oxygen atom
in water, while the hydrogen atom in water shows no real peak;
instead, it climbs with a relative small slope to its bulk value.

(28) Loeffler, H. H.; Rode, B. MJ. Chem. Phy2002 117, 110-117.
(29) Nowak, R.; Bernstein, E. R. Chem. Physl987, 87, 2457-2465.
(30) Zipp, A.; Kauzmann, WJ. Chem. Phys1973 59, 4215-4224.
(31) Bayliss, N. S.; McRae, E. Gl. Phys. Chem1954 58, 1002~

This similarity with our result shows that it may be more than 100s.

a cancellation that makes the estimate of the solvent shift of

(32) Reichardt, CSolbents and Selent Effects in Organic Chemistry

Ten-no et al. and the present estimate so similar, although a3rd ed.; Wiley: Weinheim, 2003.

(33) Price, W. C.; Sherman, W. F.; Wilkinson, G. Rroc. R. Soc.

cancellation is far from ruled out given the differences between | ;7" ser 1960 255 5-21.

the models.

5. Summary

The present study computes the solvent shift to the fluore
cence transitiom* — n in formaldehyde in water with an ab
initio model with explicit solvent that includes a nonelectrostatic

(34) Surja, P.; Angyan, J. G.Chem. Phys. Letfl994 225 258-264.

(35) Chalmet, S.; Ruiz-Ljwez, M. F.Chem. Phys. Let200Q 329, 154~
159.

(36) Patkowski, K.; Jeziorski, B.; Szalewicz, B. Chem. Phys2004

s- 120, 6849-6862.

(37) DobrosavljeveV.; Henebry, C. W.; Stratt, R. MJ. Chem. Phys.
1988 88, 5781-5789.
(38) DobrosavljevicV.; Henebry, C. W.; Stratt, R. MJ. Chem. Phys.

perturbation to the solute from the solvent. The model is able 1989 91, 2470-2478.

to satisfactorily reproduce a selection of supermolecular CASPT2
pair potentials for both ground and the relevant excited state,

(39) Stratt, R. M.; Adams, J. E. Chem. Phys1993 99, 775-788.
(40) Chrn, A.; Karlstran, G.J. Phys. Chem. B004 108 8452-8459.
(41) Moriarty, N. W.; Karlstion, G.J. Chem. Physl997 105 6470~

Si(n,r*). Two different basis sets are used: their average solvent 6474.

shift coincides while the distribution of the less contracted basis
set shows a wider distribution which is argued to come from

(42) Hermida-Rarme, J. M.; Karlstion, G.J. Phys. Chem. 2003 107,
17-5222.
(43) Hermida-Rarmo, J. M.; Karlstian, G.J. Mol. Struct. THEOCHEM

the larger polarizability of formaldehyde described in that basis 2004 712 167-173.

set. Our computed shift is smaller than all other previous studies.

Also, in contrast to our previous study of the— z* absorption,

the packing strain of the final state (vertical deexcited ground

(44) Szasz, LPseudopotential Theory of Atoms and Molecudey:
New York, 1985.

(45) Barandiam, Z.; Seijo, L.J. Chem. Phys1988 89, 5739-5746.

(46) Abarenkov, I. V.; Antonova, |. Mint. J. Quantum Chen004

state) has no effect on the average solvent shift, only on its 100, 649-660.

distribution.
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