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The physical nature of interactions within the active site of cytosine-5-methyltransferase (CMT) was studied
using a variation-perturbation energy decomposition scheme defining a sequence of approximate intermolecular
interaction energy models. These models have been used to analyze the catalytic activity of residues constituting
cytosine-5-methyltransferase active site as well their role in the binding group of de novo designed inhibitors.
Our results indicate that Glu119, Argl63, and Arg1l65 appear to play the dominant role in stabilizing the
protonated transition state structure and their influence can be qualitatively approximated by electrostatic
interactions alone. The stabilization of neutral structures of the alternative reaction pathway is small, which
might suggest the protonated pathway as preferred by the enzyme. Exchange and delocalization terms are
negligible in most cases, or they cancel each other to some extent. Interactions of inhibitors with the CMT
active site are dominated by electrostatic multipole contributions in analogy with previously studied transition
state analogue inhibitors of leucyl aminopeptidase.

Introduction Modeling the CMT-Catalyzed Reaction

DNA methylation is a critical step in a number of processes  Thjs reaction mechanism begins with the formation of a
such as regulation of gene expression, immune protection, andyransient covalent complex formed between Cys81 and the C-6
embryonic development in various types of organidriibere- carbon of cytosin€!2 The reaction makes C-5 more anionic
fore, the consequences of abnormal methylation patterns cangnd therefore more susceptible to attack by the methyl donating
range from cancer to mental retardation. One of the most cofactor S-adenosylmethionine (adonfe}.This highly un-
important mutation pathways consists of the deamination of staple complex is thought to be either avoided or stabilized,
methylated cytosine and is responsible for€T transition. depending on the protonation of N-3 atom of cytodiAe 13
Recent studies indicate that methylation at the C-5 position |y an earlier study by Perakyla, it was determined that N-3
promotes deamination of cytosines witltis—syncyclobutane  protonation and deprotonation played a major role in the
pyrimidine dimers, and these two events combined led to a catalytic steps of cytosine methylatiéiThe reaction steps for
significantly increased frequency of UVB-induced transition poth transition states are presented in Scheme 1. In this study,
mutations clustering at several mutational hot spots characteristicye ysed the aforementioned information to construct models
of the p53 gene of nonmelanoma skin tumbvidence for  of hoth neutral and protonated transition state complexes in the
the methylation of cytosine at C-5 by cytosine-5-methyltrans- active site (see Figure 1S, Supporting Information) of Hhal
ferase (CMT) is well documentéd, and the structure of the  cMT. For these models, the components of interaction energies

enzyme-substrate complex is well characterized. between each active site residue and reactants were evaluated
The first attempt to theoretically model the cytosine methy- anq analyzed.

lation reaction is credited to Perakyidn that pioneer ab initio
gas phase and solution study, 1-methylcytosine modeled cytidine
and methylthiolate represented cysteine and trimethylsulforium
the methyl donating group. Results obtained in the above-  Several nucleotide analogues, including the well-characterized
mentioned study indicated that protonation and deprotonation decitabin phosphatg; 12 have been designed and used to probe
of the N-3 atom of the cytosine were essential to catalyze two the binding and structural characteristics of Hhal CMT active
reaction steps. site20-22 These structures are presented in Figure 1. Some of

Biochemical experiments have revealed that Arg165, Arg163, these analogues show a great deal of promise in inhibition of
Asn304 Glull9, and Cys81 are key residues in bacterial Hhal cytosine-5-methyltransferases. Previous studies imply that thio-
cytosine-5-methyltransferase catalyki$} therefore, it seems  modified nucleotide analogues demonstrate competitive inhibi-
interesting now to examine their role in catalysis and inhibitor tjon of enzymatic functiod.As the binding of 4thionucleoside
binding and to determine the physical nature of corresponding analogues is not conclusively understood, this investigation
interactions in the active site of this enzyme. attempts to describe the nature of interactions between several
oxo and thio derivatives and the Hhal CMT active site. We
Fa;“é(;’ﬁ‘g%_%og’ég.s?’rf;pcferszt;%'cdcgesiidgreSSEd- Tel: 601-979-3723. 5150 aim to determine the reliability of approximate models in

t Jackson State University. predicting interaction energies and the resulting catalytic or

*Wroclaw University of Technology. inhibitory activity.
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SCHEME 1: Reaction Path of Deprotonated Cytosine Methylation (A) and Reaction Path of N(3) Protonated Cytosine

Methylation (B)
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The transition state for CMT-catalyzed cytosine methylation N’<N N§ ’g Y
was calculated for both protonated and neutral transition states ,  © N U . W / , o~
at the Hartree Fock and B3LYP/6-31G* levels of theory Po,,/j/i\( PO, o PO, o
using the Gaussian 98 progr&filhe transition state structures Ho
were verified by frequency calculations. Each transition state ~ "°  1-oxy HO  2-oxy 3-oxy
structure was superimposed on 5,6-dihydro-5-azacytosine (DHAC) H/<NH2 g N H/<NH2
bound to the active site of Hhal methyltransferase which was J A\ J§ /E Sy
obtained from the RCSB Protein Data Bank (code 10MH). . O\ s O\ , Mo/
The structures of the various oxo and thio inhibitors were de PO,,/j/i\( PO, o PO, o
novo designed within the active site of the enzyme using the
LUDI module of the Insight 2000 molecular modeling pack- 4-oxy HO  5.oxy HO  6-oxy
age?* NH, NH, NH,
The SCF interaction energy between inhibitors, each transition N;( N= N/\<
state, _and active sit(_e constituents was (_jecor_nposed us_ing a hybrid 0;{ JN o;( Y/ HO/« //N
variation—perturbation procedure, which gives the first-order PO’ N PO N e N
electrostatic, first-order exchange, and higher-order delocaliza- ~* ! ¢
tion components calculated in the dimer basis set (D) resulting  Ho™  1-thio HO 2.thio HO"  3.thio
in reduced basis set dependedtd&he components of the NH
. . 3 NH. NH, H 2
interaction energy are defined as follows (eq 1) H 2 H 1=
R~ NN N
SCF, EW o ) 0’< JN 04 2 HO/<NJ
AE™(D) = Eg’(D) + Eg{(D) + Ey5(D) 1) po% s N POE S N PO, ~S
4 4
where E(l)(D) denotes first-order electrostatic component, HO™  4-thio HO'  s.thio HO  6-thio

EX(D) is the first-order exchange component, d@§f|(D) is

Figure 1. Structures for CMT inhibitors where 1-oxo is decitabine

the delocalization term grouping higher-order interaction com- Phosphate and 2-oxo is-deoxycytidine phosphate: 1-oxe 1'-(4-

ponents. The correlation energy term was evaluated using thedMino-2-0x0-2H-[1,3,5]triazin-1-yl)-2-deoxy-phosphoribose, 2-oxo

B3LYP density functional, which should be adequate since the

model system is polar (eq 2)

ECOI'I'(D) =

AEB3LYP(D) is the counterpoise-corrected B3LYP/643%*

interaction energy.

The first-order electrostatic interaction energy may be further 2-hydroxy-2H-[1,3,5]triazin-1-yl)-2-deoxy-phospho-4thioribose, 4-thio
decomposed into multipole (el, mtp) and penetration (el, pen) = 1'-(4-amino-3,4-dihydro-2-oxo-2H-[1,3,5]triazin-1-yl)-2-deox{-5
components (eq 3)

AEBBLYP(D) _

AE (1)

=E (1)

el,mtp

= 1'-(4-amino-2-ox0-2H-pyrimidin-1-yl)-2-deoxy-$hosphoribose,
3-0x0 = 1'-(4-amino-2-hydroxy-2H-[1,3,5]triazin-1-yl)-2-deoxy-5
phosphoribose, 4-oxe= 1'-(4-amino-3,4-dihydro-2-oxo-2H-[1,3,5]-
triazin-1-yl)-2-deoxy-5phosphoribose, 5-oxc= 1'-(4-amino-3,4-
dihydro-2-oxo-2H-pyrimidin-1-yl)-2-deoxy*§hosphoribose, 6-oxe
1'-(4-amino-3,4-dihydro-2-hydroxy-2H-[1,3,5]triazin-1-yl)-2-deoxy-5
phosphoribose, 1-thie= 1'-(4-amino-2-oxo-2H-[1,3,5]triazin-1-yl)-2-
deoxy-5-phospho-4thioribose, 2-thio= 1'-(4-amino-2-oxo0-2H-
pyrimidin-1-yl)-2-deoxy-5-phospho-4thioribose, 3-thic= 1'-(4-amino-

)

phospho-4thioribose, 5-thio= 1'-(4-amino-3,4-dihydro-2-oxo-2H-
pyrimidin-1-yl)-2-deoxy-5-phospho-4thioribose, 6-thic= 1'-(4-amino-
3,4-dihydro-2-hydroxy-2H-[1,3,5]triazin-1-yl)-2-deoxy-phospho-4
thioribose.

®3)
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The components defined this way naturally correspond to the Neutral R
theoretical models of gradually increasing accuracy and nu-  tzest | NeUtELEeactans
merical effort (eq 4)

Eamy < ES(D) < ES(D) + EQ(D) < AEST(D) <

el,mtp

AEBBLYP(D) (4) %
‘Q | ) TS ]
The Hartree-Fock SCF interaction energy decomposition _§ o —
scheme was implement&dn the GAMESS codé’ § 49.30 Complex _ T3 4 50.35

The differential transition state stabilization (DTSS) technique a0z [Frotoned Reactants

was used to evaluate the role of the active site components in ;;;bs,,a,ec,,,,,,;fex
the catalysi€® This method was proven appropriate for this type B8 h— ,
of analysis for other enzymatic systems of similar $z&he
DTSS analysis provides insight into the catalytic activity of 000 | \ et
enzyme constituents, defined as the difference in stabilization 0

energies of the transition state in relation to reactants or products.
Further insight into the physical nature of catalysis is provided
by means of energy decomposition (eqs3).282° In this
method, the catalytic role of various active site constituents (C)
in lowering the activations barrier between the substrate complex
(SC) and the transition state (TS) can be assessed. This valu
denoted byA can be calculated by eq 5

Reaction path coordinate

Figure 2. 2. Energy profile for the reaction between the neutral and
protonated TS analogues and the SAM.

preferable, due to lower activation barriers. On the other hand,

the enzyme-catalyzed reaction would preferably choose the

%athway where more stabilization can be provided by the

enzyme environment. Therefore, it is also possible that the

) reaction occurs via a combined pathway, involving protonation
or deprotonation in the course.

Active Site Stabilization of Transition State. The two-body
interaction energies of both pathways stationary points with the
selected enzyme residues are summarized in Table 1. Both the
two-body interaction energies (parts a and b of Table 1) and
the transition state stabilization energy components (D1SS)
are more pronounced for the reaction pathway starting with
) ) protonated reactants. The DTSS results especially suggest that

These methodologies have been successfully used in thene [atter pathway is the one preferred by the enzyme (parts b
determination of the catalytic activity for pancreatic ribonuclease gnd d of Table 1).

A?® and chorismate mutase. _ In the DTSS approach, negative values denote catalytic
_ Validity of the Perturbational Approach. An inherent  activity and positive values denote inhibitory activity. The
limitation of the DTSS approach is that the calculation of ctivation barrier changes induced by active site residues for
differential terms requires the assumption that conformation of oytral and protonated transition state analogues are displayed
neither the substrate nor the transition state changes upon Figures 3 and 4, respectively. Glu119, Arg163, and Arg165
interactions with the environment. This assumption is not always |qwer this barrier considerably in the case of the protonated
valid and then structures of reagents and the transition stateyansition state. The influence of Pro80 seems to be negligible,
should be modeled together with the entire environment. This Asn120 is slightly destabilizing, and Asn304 is slightly stabiliz-

is usually a formidable task especially when a significant number ing in both cases. It is noticeable that the two-body DTSS barrier
of possible protonation variants has to 'be considered. Howevervlowerings are larger than the gas-phase barrier in the cases of
the DTSS approach allows us to obtain from gas-phase data ag|y119, Arg163, Arg165, and the protonated system. It is likely
crude estimate of the catalytic activity of active site residues -g,sed by rigid approximation of the active site, as for the DTSS
which could be tested against available site directed mutagenesiseggits to be meaningful, no relaxation of the environment is

data to validate the mechanism assumed in the gas phaseg|iowed on the way from the substrate complex to the active
Therefore, one may consider such calculations as the intitial gjte_

step in exploring real enzyme reaction mechanisms, as presented The strong stabilization of the protonated transition state

Ac=AErgc— AEgc

For every active site constituent C, the can be further
partitioned by the aforementioned hybrid variationpértuba-
tional scheme into the following contributions

A=AEQ o+ AEQ .+ AES) + AE) + AE (D) (6)

el,mtp el,pen

in our previous studie¥ 3! supports the hypothesis that the reaction proceeds this way
(Table 1), although it may seem counterintuitive due to the
Results and Discussion positive total charge of the active site. The protonated pathway
hypothesis is also consistent with the fact that Glu119 has a
Reaction Barriers for Alternative Reaction Pathways. similar pK, to cytidine at N3 and it can act as a proton shulttle.

Figure 2 shows the reaction profile for neutral and protonated  Analysis of the different components of the interaction energy
systems. In both cases, we observe creation of intermediatereveal that in most cases the correlated interaction energies are
bimolecular complexes which were confirmed by frequency well approximated with the electrostatic term alone. Even in
calculations. An independent study supports the formation of those cases when exchange and delocalization terms are
an intermediate compleX. Analysis of these data reveal that noticeable (e.g., parts a and b of Table 1, Glu119), they cancel
the gas-phase reaction barriers for both transition states areeach other to a large extent. Another important observation is
significant if the bimolecular complex is the local minimum. that the correlated method offers just a slight improvement in
For protonated and neutral pathways, the activation barriers arethe results. This suggests that adequate supermolecular modeling
27 and 18 kcal/mol, respectively. On the basis of the gas-phaseof the catalysis of cytosine’s methylation does not require
energetics, the pathway starting from the neutral reactants seemgxpensive ab initio treatment and the most important (strongest)
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TABLE 1: Differential Transition State Stabilization Energy Components for Neutral and Protonated Transition State

Analogues in kcal/mol

(@)

Neutral Transition State

Neutral Substrate Complex

residue EY E® ER AESCF  AEBSLYP B EQ g® ER AESCF  AEBSLYP  E
Pro80 -150 095 -0.39 —0.94 —0.83 011 -194 0.84 -0.35 —1.45 -1.35 0.10
Glul19 5.10 5.85 —9.65 1.29 -1.77  —3.06 2.75 8.67 —10.59 0.83 —0.68 -1.51
Asn120 164 067 -0.27 2.03 181 -022 -3.88 0.74 -0.64 -3.78 —3.13 0.65
Arg163 —2.05 0.00 -0.36 —2.42 —2.27 0.15 -1.26 0.01 -043 -1.69 —1.369 0.32
Argl65 —13.04 057 —-3.20 —15.68 —14.46 1.22 —4.52 4.75 —5.15 —4.92 —5.824 —0.90
Asn304 —-2.04 044 -0.28 —1.88 —1.39 0.49 0.56 0.00 -—0.04 0.52 0.42 —-0.10
(b)
Protonated Transition State Protonated Substrate Complex
residue  EY EY ER AESCF  AEBLYP  E . D e® ER AESCF  AEBLYP  E .
Pro80 044 089 -—122 0.12 —0.35 —0.47 —0.68 0.71 —0.50 —-0.47 —0.86 —0.39
Glu119 —75.17 6.03 -—11.72 —-80.86 —80.74 0.12 —-53.96 481 -845 —57.60 —57.37 0.23
Asn120 163 062 -0.85 1.40 1.00 -0.40 —2.99 0.67 —0.38 —2.70 —2.46 0.24
Arg163 2502 0.00 -0.34 24.68 24.948 0.27 49.51 4.30 —3.57 50.23 49.569 -—0.66
Argl165 3461 0.81 —2.99 32.43 32.919 0.49 52.67 18.74 —7.26 64.15 60.887 —3.26
Asn304 —-9.53 3.24 —1.70 —7.99 —7.61 0.38 —2.74 0.00 -0.20 —2.94 —2.52 0.42
(©)
DTSS Energies (neutral SC/TS)
residue AES AED AEQ) ASCF ABSLYP AEorr
Pro80 0.44 0.11 —0.04 0.51 0.51 0.00
Glul119 2.35 —2.82 0.94 0.46 —1.09 —1.55
Asn120 5.52 —0.07 0.37 5.81 4.94 -0.87
Argl63 -0.79 -0.01 0.07 -0.73 —0.90 -0.17
Argl65 —8.52 —4.18 1.95 —10.76 —8.63 2.13
Asn304 —2.60 0.44 —0.24 —2.40 —1.81 0.59
(d)
DTSS Energies (protonated SC/TS)
residue AEY AEY AEQ) ASCF ABLYP AEcor
Pro80 112 0.18 -0.72 0.59 0.51 —0.08
Glul19 —21.21 1.22 —3.27 —23.26 —23.38 —0.12
Asn120 4.62 —0.05 —0.47 4.10 3.47 —0.63
Arg163 —24.49 —4.30 3.23 —25.55 —24.62 0.93
Argl165 —18.06 —17.93 4.27 —-31.72 —27.97 3.75
Asn304 —6.79 3.24 —1.50 —5.05 —5.09 —0.04
10.00 10.00
7.50 5.00
5.00 1 0.00
2.50
-5.00
= 0.00 ——1 = 1
g -2 2 -10.00 -2
E -2.50 -o-A--3 % -o-a-- 3
= —t X, -15.00 —t
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Figure 3. Activation barrier changes induced by active site residues
for the neutral transition state analogue in kcal/mol where AE S,
2=AEY), 3= AE{), 4= AESC, and 5= AEB3LYP,

ex?

PRO 80
Figure 4. Activation barrier changes induced by active site residues
for N(3) protonated transition state analogue in kcal/mol where 1
AEY, 2= AE(), 3= AE({), 4= AEST, and 5= AEB3.YP,

el

ARG 163 ARG 165

nonbonding interactions between the active site and the reactantsnultipole contributions for the interactions of the inhibitors and
may be modeled using electrostatic models. It is also the caseselected active site residues are presented in Table 2. The
for the trends observed for catalytic stabilization. This is best representation of the active site residues was chosen to provide
illustrated through a comparison of the data shown in Table 1d the best correlation. The selection includes Cys81, which was
under the headingaE ) and AB3LYP, not considered with DTSS calculation since it participates in
Interactions Energies of Thio vs Oxo Analogues with the reaction, and Ser85, whose influence on the catalysis was
Active Site Constituents.The correlation coefficients between negligible. The closest contacts between inhibitors and active
Hartree-Fock SCF level interaction energies and electrostatic site residues are given in Table 3. Even better than the transition
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TABLE 2: Correlation Coefficients between Hartree—Fock TABLE 4: Hartree —Fock SCF Level Interaction Energies
SCF Level Interaction Energies and the Electrostatic (kcal/mol) between the Inhibitors and Active Site Residues
gﬂn“c;t'/gg{ievgcs’ﬂg'%“éggufg; g‘f gg??fgf’;‘g;fggg '{ggb'tors inhibitor ~ GIu119  Argl63  Arglé5 Cys8l  Ser8s
- - 1-oxy 75.32 —97.84 —180.29 -—-1.25 10.34
correlation correlation 2-0xy 76.92 —100.66 —183.73  6.30  10.43
coefficient coefficient
inhibitor R inhibitor R 3-oxy 355  —35.43 —87.63 1.35 8.75
4-oxy 38.80 —95.12 -—177.43 6.99 10.69
1-oxo= Decitabin 0.9967 1-thio 0.9937 5-oxy 54.25 —97.86 —178.12 14.48  10.79
2-0x0 0.9940 2-thio 0.9916 6-oxy —32.58 —-31.17 —83.44 9.34 8.99
3-0x0 0.9814 3-thio 0.9879 1-thio 79.96 —9256 —125.87 -—3.61 9.69
4-0X0 0.9900 4-thio 0.9899 2-thio 82.28 —94.60 —128.96 7.46 9.93
5-oxo 0.9866 5-thio 0.9957 3-thio 77.84 —77.87 —109.79 4.36 9.37
6-0x0 0.9471 6-thio 0.8727 4-thio 49.05 —92.69 —126.35 0.84 10.09
5-thio 118.75 —141.33 —181.11 1.80 11.44
TABLE 3: Closest Contacts (A) between Inhibitors and 6-thio —15.87 —27.44 —54.34 9.34 7.98

Active Site Residues
inhibitor  GIU119  Arg1l63  Argl65 Cys8l  Ser8s energies for each analogue and residues Cys81, Ser85, Glu119,
Argl163, and Argl65 are given in Table 4.

1-ox0 2.29 2.88 1.99 248 3.04 Our data reveal that the electrostatic multipole term accounts
2-0x0 2.80 2.66 2.12 2.07 3.04 . . .
3-0x0 229 267 151 250 3.04 for most of the interaction energy (Figure 5). Analogous results
4-0x0 2.29 2.66 2.12 1.87 3.04 have been obtained for transition state analogue inhibitors of
5-0x0 2.67 2.88 3.19 1.87 3.04 leucyl aminopeptidas®:3° This result confirms a valid route
6-oxo0 2.28 2.67 151 1.89 3.04 to inhibitor design using electrostatic approximation. It is
1-thio 3.26 2.89 2.71 1.59 2.88 consistent with a previously reported analysis that determined
2-thio 3.26 2.86 2.79 2.50 2.89 hat i . ithi . . b bl
3-thio 303 266 151 206 3.04 that interactions within enzyme active sites can be reasonably
4-thio 2.78 2.86 2.77 271 2.80 estimated using electrostatic multipole moments for systems
5-thio 2.77 2.89 2.26 1.60 2.80 separations greater than 2. 7A@,
6-thio 2.84 2.45 2.53 1.97 2.80

Conclusions

From the data presented above, we conclude that reactant
interactions in the CMT active site involve mostly an electro-
— static component which represents adequately overall trends.
Exchange and delocalization terms are sometimes important,
— but they partly cancel each other. Residues Glul19, Argl163,

and Arg165 play a dominant role in lowering activation barriers
of the protonated transition state structures. In the case of a
4-oxy 5-oxy 1-oxy 2-oxy Sethio 4-thio 1-thio 6-oxy 2-thio 3-oxy 3-thio 6-thio protonated transition state, the catalytic role of the above listed
Figure 5. Components of the interaction energies of the selected active residues is much more pronounced, which supports the conclu-
site residues with CMT inhibitors. The structures of inhibitors 1-0x0, sjon that the reaction proceeds this way.

2-0xo0, 3-oxo(,l)etc., are pres(tla)nted in Figure 2, where AESC, 2 = From partitioning the interaction energy, we determined that
EW, 3= AEg, and 4= AE the total interaction energy can be approximated by the
electrostatic term for inhibitors interacting with the active site
of CMT. We conclude that oxo modifications show greater
romise than thio analogues; however, if thio analogues are to
e studied, we noticed that inhibitory activity of thio-modified

nalogues is strongly correlated to residue Glu119.
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state stabilization energies, the description of the inhibition
seems to be well approximated by an inexpensive, multipole-
based electrostatic approach. The calculated components o
interaction energy between various ligands and selected active
site constituents are presented in Figure 5. It can be observed
that both first-order electrostatic and the multipole components  Acknowledgment. The authors would like to thank the
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