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The influence of geometry variations and solvent environment ofN-methylacetamide on its energies and
absorption intensities was systematically analyzed with the aid of the time-dependent density functional theory
(TD DFT). Selective and often complicated reactions of individual electronic levels on the perturbations
were found important for the resultant spectral profile. For example, then-π* band position varied by tens
of nanometers due to the CdO bond length oscillations, while it was rather unaffected by surrounding water.
On the contrary,π-π* type transition energies and intensities were broadly dispersed by the aqueous
environment but exhibited a modest coordinate dependence. A simple electrostatic model used previously for
absorption in the IR region (J. Chem. Phys.2005, 122, 144501) explained these changes only partially.
Additionally, electronic transfer between the solute and the solvent had to be considered for faithful modeling
of the ultraviolet light absorption. The inclusion of the environment and dynamics in the modeling then
provided more accurate positions, intensities, and realistic inhomogeneous widths of spectral lines. These
factors were found important for absorption and circular dichroism spectra of larger peptides and proteins.
This was demonstrated with a combined DFT/coupled oscillator model providing principal features observed
in electronic circular dichroism spectra of standard peptide conformations.

Introduction

Ultraviolet (UV) absorption spectra of the amide group have
long provided a tool for determining the average secondary
structure of peptides and proteins, exploring the dependence of
the electronic transition frequencies and intensities on peptide
geometry.1,2 Namely, measuring the electronic circular dichroism
(ECD), the difference in absorption of the left and right
circularly polarized light, became a standard approach to
interpreting protein structure.3-6 The lowest-energy transitions,
interpreted conventionally asn-π* and π-π*, are accessible
most easily in the region of wavelengths 180-240 nm.7 The
n-π* transition involves the carbonyl electron lone pair and is
locally asymmetric with respect to the amide plane, whileπ-π*
is symmetric and more spread over the amide-group conjugated
π-system. Lately, vacuum techniques became available allowing
use of light of much lower wavelengths and thus access to
electronic states of higher energies.8 The ultraviolet optical
techniques thus parallel IR experiments where the absorption
(IR) spectra (particularly the signal of the amide I, mostly CdO
stretch) depend on the secondary structure as well9-11 and
Raman spectra where the amide III vibration (N-H deformation
plus the C-N stretch coupled to the C-H wag) is used as a
conformational marker.12,13 More recently, vibrational circular
dichroism (VCD) and Raman optical activity (ROA) have
developed as complementary secondary structure analysis
tools.14,15 Typically, the interpretation of the differential tech-
niques (ECD, VCD, and ROA) is more dependent on band shape
than frequency.

Because of the importance for peptide spectroscopy, the
electronic structure of the amide group has been extensively
studied in the past.1,2,16-21 The complex delocalized nature of
the electronic phenomena and strong dynamic interactions with
the solvent make reliable quantitative predictions quite difficult,
namely, with respect to the limitations of computer power and
theoretical apparatus. Recently, ab initio computations were
made significantly easier by efficient implementations of the
time-dependent density functional theory (TD DFT).22-24 These
enabled relatively reliable simulations of properties of the
excited electronic states for fairly large molecules.25 Other
powerful tools consist of the combination of molecular dynamics
and quantum mechanics (MD/QM) methods. Such partially
empirical models provide qualitatively correct dependencies of
spectral parameters on the temperature, molecular geometry,
and solvent polarity.19,20,26,27However, simplified approaches
are not universal. For example, the latest studies indicated that
in aqueous environment water molecules actively participate
in the amide transitions.20,28 Thus, the popular dielectric
continuum solvent model29 may not be adequate for modeling
electronic transitions or will have to be modified to capture the
fast time response involved in the photon absorption.19,30

Yet, for practical applications, it is desirable not only to
predict absorption frequencies but also to estimate accurately
relative band intensities and inhomogeneous line widths and
their dependence on the experimental conditions. Ideally, all
factors including temperature, geometry variations, charge
transfer, solvent polarity, and solute-solvent bonding should
be taken into account. Therefore, as a part of the ongoing process
of increasing the precision of the simulations, we attempt to
quantitatively estimate the effect of the solvent and geometry
variations on the amide-group electronic spectra. In this work,
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we also take advantage of our specific software that allows us
to assign electronic transitions en masse, that is, to identify
similar electronic states in a large number of molecules and
thus automatically monitor changes in their energies and
intensities under different circumstances.

The NMA molecule (Figure 1) in the trans-conformation was
chosen in line with previous studies31 as a convenient model of
the amide group present in linear peptides that can be studied
at a relatively high approximation level. To our surprise, we
found striking differences in sensitivities of individual electronic
transition energies and intensities to geometry changes and
solvent perturbations. Some electronic states depend more on
the geometry dispersion, some of them are more influenced by
the participation of the water molecular orbital on the transition.
A simple point charge approximation of the solvent used
previously to model vibrational spectra31-33 was found inad-
equate for the electronic transitions. Thus, a specific model is
proposed for combined quantum/classical approaches so useful
in predicting spectroscopic properties of the amide group.34

Despite the complexity, some electronic properties of the amide
group do appear transferable and, as shown below, suitable
semiempirical schemes may yield not only realistic absorption
profiles of NMA but also absorption and circular dichroism
spectra of longer peptides and proteins.

Methods

The ab initio (DFT) computations were performed with the
Gaussian program.35 The time-dependent density functional
theory36 was used for computation of electronic excited states
of NMA with the B3LYP functional37 and Pople-type38 (6-31G*,
6-31+G**, 6-311++G**) and Dunning’s augmented correla-
tion-consistent39 (aug-cc-pVNZ, N ) T, Q) basis sets as
implemented in Gaussian. For comparison, results computed
with the BHLYP half-half functional40 are also reported; this
and other trial DFT methods, however, always provided
excitation energies and intensities inferior to the B3LYP values.
Optimized geometry and corresponding vacuum transition
parameters obtained at the B3LYP/6-311++G** level were
used as a reference to which other computational approaches
were compared. The COSMO41,42continuum solvent model was
applied with the vacuum-optimized NMA geometry. Control
computation with fully COSMO-optimized geometry leads to
changes in wavelengths smaller than 2 nm. Within the harmonic
approximation,43 the sum of nuclear charge densities (density
of nucleusJ dependent on positionRJ was obtained asn(RJ) )
ZJ ∫ |f|2 ΠK*J dRK, ZJ is the nuclear charge andf the vibrational
wave function) was calculated with the B3LYP/6-311++G**
force field.

For a realistic generation of water positions in clusters with
NMA, a molecular dynamics (MD) simulation within the Tinker
molecular dynamics package was explored.44 The Amber94
force field45 was used for a simulation of an NpT ensemble

consisting of one NMA molecule in a cubic water cage (13.25
Å per side,p ) 1 atm,T ) 298 K). The MCM program46 and
our adjacent software were used for file manipulations and
selections of first hydration water shells. Typically, hydrogen-
bonded molecules within 3.6 Å from the closest NMA atom
were retained as described below.

For comparison with previous works on solvent-induced
vibrational frequency shifts31,33,47,48and to estimate the pure
electrostatic influence of the solvent, we applied an empirical
correction to energies of the NMA electronic transitions in water
clusters. The transition wavelengths (λ) were obtained from their
vacuum values (λ0) as λ ) λ0 + Σi)1

4 biæi, whereæi is the
solvent electrostatic field at the NMA atoms (i ) H, N, C, O).
The coefficientsbi were obtained from a fit to ab initio values,
and the potentials were calculated approximating the water
molecules by the Tinker atomic point charges (-0.84 for O,
0.42 for H).

Computed electronic transitions of NMA in the solvent or
with geometry and basis set modifications were assigned
automatically to those in the reference (B3LYP/6-311++G**/
vac) system. The 10 lowest-energy transitions most relevant to
the experimentally accessible region of wavelengths were
considered. For the assignments, the reference geometry was
rotated to achieve the best overlap (minimal root-mean-square
(rms) atomic distances).49 In the next step, the same rotation
matrix was used for the rotation of p and d atomic orbitals.
While the s-orbitals did not have to be rotated since they are
not directional, the rotation of the f-orbitals not significantly
participating in the lowest-energy states was neglected. This
did not affect correct assignments, as was confirmed by visual
inspection of the orbital shapes. Finally, overlapsSIJ ) |〈Ψh I|ΨJ〉|
between theΨh I andΨJ molecular orbitals of the reference and
modified NMA molecules were calculated so that corresponding
transitions could be identified on the basis of maximal overlap.
Note, that absolute overlap values had to be compared because
the phase of the wave function is immaterial.50

The last technical task consisted of generating peptide
absorption and circular dichroism spectra from the NMA
parameters. The transitional dipoles obtained ab initio were
transferred to model polypeptides, Me-(L-Ala)18-Me (for R-helix
and random coil modeling) and (Me-(L-Ala)19-Me)2 (for
â-sheet). One hundred independent configurations of each
peptide and surrounding water molecules were generated during
an MD run with the Tinker software (Amber94 force field,
periodic solvent box, pressure of 1 atm, temperature of 298 K)
so that the geometry dispersion could be modeled. The boxes
with hydrated peptides are displayed in the Supporting Informa-
tion. Standard peptide geometries51 were used for initial
conformations; the peptide geometries did not vary significantly
during the simulation. The random coil was modeled with
polyproline-like conformation, as experimental data suggest that
at least locally the coil adopts this left-handed helical form.52,53

The source amide-group transition energies and electric dipole
moments were obtained from a vacuum calculation as well as
from the average of the set of 90 NMA/water/COSMO clusters.
During the transfer to the peptide, instantaneous geometry
corrections were applied to amide transitionsi according to the
linear formulaλi ) (1 + Σj)1

N pij(dj - dj0))λi,0, whereλi is the
wavelength in the peptide and whileλi0 is the NMA value. For
the coordinates (dj, equilibrium valuesdj0), the CdO, C(O)-
N, and N-H bond lengths were considered (N ) 3) and the
coefficientspij were obtained from a fit of ab initio computations
on NMA. Finally, the generalized transition dipole coupling
approximation (TDC)54,55 was used for estimation of the

Figure 1. N-methylacetamide, atom numbering, and torsion angles
pertaining to the reference conformation.
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interaction of the electric dipole moments among peptide amide
groups, so that the peptide absorption and circular dichroism
spectra could be generated.

Results and Discussion

NMA Electronic Transitions. To estimate possible errors
of the DFT method, 10 lowest electronic transition energies of
NMA in a vacuum were calculated at multiple levels and
compared with available benchmark MRCI and CASPT com-
putations and experimental values18,56 (Table 1). The MRCI/
CASPT geometries differ in rotation of the methyl groups which,
according to the control calculation (compare the fifth and sixth
columns of the table), has apparently a minor effect on the
magnitude and ordering on the energies. This reflects the
predominant localization of the participating orbitals on the
amide-group atoms, observed also for other amide derivatives.56

Consequently, in peptides, the amide-group electronic system
may be thus considered relatively isolated from the backbone,
which justifies simplified amide-amide through-space interac-
tion models.57 Similar to the amide groups, protein side chain
chromophores appear not to be coupled directly with respect to
their interaction with visible light.58 For more accurate results,
however, a charge-transfer correction should be applied.59

In comparison with the influence of the methyl groups, the
functional and basis set effect is more pronounced. The BHLYP
functional (first column in Table 1) provides rather mediocre
energies, often in an incorrect order. For the B3LYP functional,
the smallest 6-31G** basis provides correct qualitative ordering,
but the accuracy of the energies sharply deteriorates for higher-
energy transitions. Clearly, the addition of the diffuse functions
(“+” in 6-31+G**, 6-311++G**) is crucial for accurate
computations. On the other hand, further extensions of the basis
toward the aug-cc-pVNZ (N) T, Q) sets bring minor changes
in calculated energies, all smaller than 0.2 eV. The triple- and
quadruple-ú correlation-corrected sets themselves provide es-
sentially the same energies differing less than 0.5% within the

entire range. For reasons of computational economy, we thus
consider the 6-311++G** values to be reliable enough and use
this intermediate basis further. The DFT energy values agree
reasonably well with the MRCI and CASPT2 results reported
previously,18,56 although the highest-energy transitions are
reproduced in different order and their assignment is somewhat
problematic because of the state mixing.

The dipole strengths (Table 2) are more dependent on the
approximation than the energies. The DFT with the 6-311++G**
basis provides reasonable agreement (within∼10-20%) with
the aug-cc-pVNZ values for transitions 1-7, while the
6-311++G** dipole strength for transition number 8 appears
significantly overestimated. The DFT values often deviate
significantly from the wave function results, as do the MRCI
and CASPT2 methods from each other. Although we consider
the MRCI computation to be more reliable than CASPT2
(possibly affected by random degeneracies), the former method
is dependent on the choice of the reference configurations;
clearly obtaining more accurate spectral intensities with available
computational methods appears rather difficult.18

Conventionally, the transitions are classified according to
dominant orbital contributions to the electronic wave functions,1

and for the amide group, the assignment for transitions in Tables
1 and 2 can be found elsewhere.18,56 The n-π* and π-π*
transitions are believed to be most important for peptide ECD.7

The former (number one in Tables 1 and 2) is associated with
the electron transfer from the lone nonbonded oxygen orbital
to the π-system and has rather weak electric dipole strength
while accompanied by a considerable magnetic transition
moment.7 The latterπ-π* band can be associated particularly
with transition number 8 in Tables 1 and 2 and involves a
symmetric electronic shift within the amideπ-system ac-
companied with a large transition electric dipole moment.

Geometry Variations. It is not computationally feasible
to consider all the vibrational and electronic degrees of
freedom of NMA in solution. However, apart from the Born-

TABLE 1: Calculated Energies (eV) of the 10 Lowest-Energy Transitions in NMA

transition
BHLYP

6-311++G**
B3LYP
6-31G**

B3LYP
6-31+G**

B3LYP
6-311++G**

B3LYPa

6-311++G**
B3LYP

aug-cc-pVTZ
B3LYP

aug-cc-pVQZ
MRCI18

6-31+G**
CASPT256

ANO/VTZ exp56

1A′′ 6.08 5.75 5.78 5.71 5.61 5.69 5.69 5.56 5.49 5.5
2A′′ 6.39 7.50 5.95 5.73 5.71 5.71 5.71 6.14 5.96
3A′ 7.05 7.68 6.04 5.79 5.74 5.74 5.74 6.16 6.22 6.3
4A′ 7.59 8.98 6.81 6.50 6.46 6.42 6.41 6.53 6.76 6.8
5A′′ 7.40 9.04 6.83 6.53 6.52 6.46 6.45 6.64 7.02
6A′ 7.84 9.37 7.09 6.77 6.67 6.63 6.62 6.89 6.93
7A′′ 7.64 9.43 7.15 6.83 6.75 6.72 6.71 6.77 7.11
8A′ 7.93 7.38 7.25 7.04 6.86 6.81 6.79 7.46 7.03 7.1
9A′′ 8.30 10.21 7.39 7.09 7.04 6.81 6.78 7.02 7.12
10A′ 7.98 10.40 7.47 7.10 7.32 7.00 6.98 7.04 7.74 7.7
δb 0.74 2.04 0.19 0.33 0.32 0.41 0.42 0.32 0.00

a Reference conformation in this work (æ ) 0°, ψ ) 180°), but for consistency with the MRCI reference, all the other computations in this table
are withæ ) 180° andψ ) 180°. b rms deviation from the MRCI value.

TABLE 2: Calculated Dipole Strengths (debye2) of the 10 Lowest-Energy Transitions in NMA

BHLYP
6-311++G**

B3LYP
6-31G**

B3LYP
6-31+G**

B3LYP
6-311++G**

B3LYP
aug-cc-pVTZ

B3LYP
aug-cc-pVQZ

MRCI18

6-31+G**
CASPT256

ANO(VTZ)

1A′′ 0.026 0.026 0.027 0.031 0.026 0.028 0.067 0.047
2A′′ 0.004 0.018 0.001 0.001 0.003 0.001 0.002 0.221
3A′ 0.508 2.959 0.629 0.554 0.526 0.519 0.068 0.594
4A′ 7.022 0.037 0.204 0.574 0.522 0.505 0.472 10.883
5A′′ 0.616 0.461 0.424 0.382 0.356 0.343 0.072 0.262
6A′ 0.823 1.209 1.357 0.557 0.438 0.408 0.065 0.723
7A′′ 0.110 0.239 0.365 0.282 0.260 0.252 0.007 0.000
8A′ 0.974 4.336 4.281 3.346 0.802 0.742 0.658 0.225
9A′′ 0.019 0.020 0.004 0.003 0.003 0.003 0.000 0.074
10A′ 0.360 0.199 2.023 2.676 4.289 4.064 0.067 0.420
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Oppenheimer (BO) approximation, we can suppose that during
the interaction with photons electrons move much faster than
nuclei and that the geometry of the excited electronic states does
not have time to change during the process.60 Within this static
“vertical” model, we can investigate the dependence of the
electronic transition parameters on the NMA ground-state
geometry. For this purpose, variations of key geometry param-
eters were estimated on the basis of MD simulation of NMA in
the water box. For 1000 MD configurations separated by one
hundred 1 fs steps average, standard and maximal deviations
of the CdO, N-H, C-N bond lengths, NsCdO bond angle,
and the C-N-C-C (ω) torsion angle are summarized in Table
3. Apparently, the standard bond deviations are relatively small,
with a maximum of 2.6% for the N-H. This bond is relatively
weak, polar, and most influenced by formation of the hydrogen
bonds with the solvent. But the distributions of the geometry
parameters are broad and a relatively large deviation from the
equilibrium values are possible, within the range given at the
last column of Table 3. The N-H bond, for example, changes
within ∼12% of its equilibrium values. The angleω opposed
by a soft torsional potential varies within(30° during the MD
simulation; the bond angle (NsCdO) exhibited rather large
maximal (7.5°) but reasonable mean (2.6°) deviations around
its equilibrium value. These values are in agreement with
analogous simulations based on different force fields.61

For an alternative estimate of the amplitudes of the nuclear
motions, we calculated nuclear charge densities quantum
mechanically at the harmonic approximation with the B3LYP/
6-311++G** force field. In this way, lower limits of the
geometry variations can be obtained, without the solvent and
temperature motion. The rotational and translational degrees of
freedom were not included as they do not influence intrinsic
NMA coordinates and consequently the optical spectra. As
documented by Figure 2, the zero-point vibrations themselves
cause large dispersions of the nuclear positions, for bond lengths
almost comparable with those obtained by the classical mechanic
MD model. Apparently, a large part of the amide-group
geometry fluctuations thus stems from the harmonic vibrational
motion. The dispersion of hydrogen positions is noticeably
bigger than that of heavy atoms.

Geometry Dependence of Transition Energies and Inten-
sities.How is the geometry dispersion reflected by the electronic
spectra? Starting from the B3LYP/6-311++G** NMA equi-
librium geometry (Figure 1), we changed independently the
CdO, C-N, N-H bond lengths, the OdCsN bond angle, and
theω torsion angles and calculated the transition parameters in
a vacuum and with the COSMO solvent correction. Variations
of the anglesæ andψ produced minor energy changes and are
not analyzed in detail. The dependencies of the transition
energies are summarized in Figure 3. Clearly, the first lowest-
energy transition (n-π*) energy exhibits a striking dependence
on the CdO bond length, only somewhat moderated by the
continuum solvent model. Note, that the volatility of then-π*
carboxyl transition has also been confirmed for acetone.62

Obviously, in reality, the geometric changes cannot be separated
from the influence of the environment.61,62 But considering
probable variations of the coordinates (Table 3, Figure 2), we
can conclude that the transition can be dispersed within an
interval of about 40 nm solely due to the geometry fluctuations!
The energy of this transition also depends significantly on the
C-N bond length, while, as expected, the influence of the
remote N-H bond variation is negligible. Generally, the CdO
bond length influence on theπ-π* region transitions is rather
modest, while these energies are notably influenced by the C-N
bond length. Interestingly, the principalπ-π* transition
(number 8) behaves similarly as “satellite” transitions of similar
symmetry and energy. Typically, variation of the C-N bond
length within 0.1 Å, for example, can disperse theπ-π* energy
by ∼5 nm. The energy dependencies on the distance are fairly
monotonic, except of the last scan over the angleω. Changing
the angle within 0‚‚‚180° (although this is rather improbable in
reality, cf. Table 3) causes dramatic reorganizations in the
amide-group electronic structure and leads to a huge red shift
of the absorption threshold for the transitional (ω ) 90°)
geometry, by about 120 nm. Similar broadening of electronic
(luminescence) spectra by torsional motion was found lately
also for biphenyl.63 Interestingly, electronic absorption energies
of the planarcis- andtrans-NMA conformers are quite similar.
For the ω-scan, the orbital assignment was performed by
comparison between neighboring geometries rather than by
comparing to the equilibrium geometry. Note, however, that
for all the scans the assignment of corresponding transitions is
based on a rather unphysical concept of orbital similarity and
may not be unambiguous. It helps, however, to explain and trace
origins of observable dispersions of the absorption bands.

Transition dipole moments were found less dependent on the
geometry variations. This reflects the fact that the dipoles are
to a great extent determined by relatively stable shapes of
molecular orbitals. For example, by varying the CdO bond
length by∼5%, one can expect similar relative change in the
dipole strength as the dipole operator is proportional to the
electron positions. As can be seen in Figure 4 for the dependence
on the CdO bond length in a vacuum, however, occasional
resonance of orbital energy levels and consequent orbital mixing
may cause more profound changes (transitions 8 and 10).

Role of the Solvent.An aqueous environment can influence
the electronic transitions by many mechanisms.20,64In the ground
state, solvent molecules orient around polar solute groups, which
creates an average solvent electrostatic field influencing the
geometry, vibrational frequencies, and intensities.31,32,48,65How-
ever, charge transfer and interaction with water orbitals66,67

cannot be neglected for studying of the excited electronic states.
To compare the influence of these factors on the electronic

TABLE 3: Variation of NMA Geometric Parameters
Estimated from a Molecular Dynamic Run with Explicit
Water Molecules

parameter average
standard
deviation

maximum-
minimum

d(N-H) (Å) 1.01 0.026 0.12
d(CdO) (Å) 1.23 0.018 0.13
d(N-C(O)) (Å) 1.34 0.019 0.11
∠ NsCdO (deg) 124 2.6 15
∠ C-N-C-C (deg) 180 9 66

Figure 2. Total nuclear charge density (in the logarithmic scale) of
NMA obtained at the harmonic approximation with the B3LYP/6-
311++G** force field.
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spectra, energies and dipole strengths for NMA were calculated
at the B3LYP/6-311++G** level in a vacuum, using the
COSMO continuum solvent model and compared to values
obtained as an average over a set of 90 clusters of NMA and
3-4 explicit hydrogen-bonded water molecules generated during
the MD simulations. As follows from the summary of the results
in Table 4, the solvent included via the COSMO model causes
significant changes in energies and intensities, which indicates
an important, although not dominant, role of the electrostatic
interactions in the formation of the spectra. The changes forεr

> 10 (see the Supporting Information for details) are almost
independent of the solvent relative permittivity. This is in
agreement with the dielectric effect modeled by the Onsager
function ((ε - 1)/ε),68 quickly approaching unity for polar media.
The almost homogeneous lowering of all wavelengths would
cause an overall red shift of the absorption spectra, in favor of
the agreement with the experiment for NMA.69

Contrary to the purely dielectric solvent influence modeled
by COSMO, energy and intensity changes computed for the
explicit NMA/water clusters (4./7. columns in Table 4, Figure
5) are bigger, with large positive and negative shifts, and, most
importantly, do not correlate with the values obtained by the
former model. For transition number 2, for example, the average
cluster wavelength increases by 28 nm in comparison with a
vacuum, while the COSMO model predicts a decrease of 14
nm. For individual clusters (Figure 5), even larger deviations
than for the average values listed in Table 4 are possible. The
lowest wavelengths are changed most by the interaction with
water (transition number 2 changes within the interval 200-
300 nm), while the dipoles change significantly within the entire
range of transitions. The huge oscillations of the dipole strengths

Figure 3. Calculated (B3LYP/6-311++G**) wavelength dependence of 10 lowest-energy electronic transitions in NMA on selected geometry
parameters, in a vacuum and aqueous solvent (COSMO continuum).

Figure 4. Calculated (TD DFT B3LYP/6-311++G**) dependence
of the electric transition dipole moments on the CdO bond length.

TABLE 4: Calculated (TDDFT/Becke3LYP/6-311++G**)
Wavelengths (λ) and Dipole Strengths (D) in NMA for
Vacuum, COSMO, and Water Cluster Average

λ (nm) D (debye2)

vacuum COSMO clustersa vacuum COSMO clustersa Rb

1A′′ 217 208 208 (12) 0.03 0.03 0.09 (0.16) 0.97
2A′′ 216 202 244 (23) 0.00 0.07 0.05 (0.04) 0.18
3A′ 214 193 229 (19) 0.55 0.90 0.11 (0.09) 0.54
4A′ 191 175 183 (8) 0.57 1.31 1.37 (1.61) 0.78
5A′′ 190 183 187 (9) 0.38 0.30 0.86 (1.07) 0.79
6A′ 183 169 184 (8) 0.56 0.33 0.78 (0.91) 0.54
7A′′ 182 175 189 (8) 0.28 0.43 0.87 (0.90) 0.52
8A′ 176 180 182 (9) 3.35 9.10 2.29 (0.87) 0.87
9A′′ 175 164 188 (17) 0.00 0.01 0.27 (0.24) 0.32
10A′ 175 169 182 (13) 2.68 1.82 1.96 (1.84) 0.49

a rms deviations for 90 clusters are given parentheses.b Correlation
between the wavelengths obtained with the electrostatic and ab initio
solvent models.
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are also apparent from the root-mean-square deviations (Table
4) mostly comparable with or even bigger than the absolute
values themselves. Additionally, the direction of the transition
dipole vectors is significantly influenced by the hydrogen
bonding. This is documented in Figure 6, where theπ-π*
transition moments in all the 90 clusters are overlapped.
Although the dipole still oscillates around an average direction,
the deviations are quite large and even significantly deviate from
the molecular plane (cf. side view at the right-hand side of
Figure 6). Detailed dipole changes for all transitions in clusters
with the continuum solvent correction are given in the Sup-
porting Information.

The way in which the explicit solvent participates on NMA
electronic transitions can be illustrated for the strongestπ-π*
transition in Figure 7, where the main participating orbitals are
plotted for NMA in a vacuum and for one randomly chosen
NMA/H2O cluster. In this case, the vacuum ground-stateπ
orbital is perturbed by a water molecule H-bonded to the
carbonyl oxygen. The excitedπ* orbital is, at least visually,
perturbed much less. We can thus interpret the solvent role in
terms of pumping of solvent electrons into the solute excited
orbitals during the light absorption. For other clusters and
transitions cases when electrons are ejected into the solvent ()
participation of solvent orbitals in NMA excited states) were
observed. Such sharing of the solute and solvent orbital space
during the amide-group excitations profoundly changes the

chromophore properties. Note, however, that relatively serious
deficiencies of current DFT functionals used for the description
of charge-transfer states were reported,70,71 and thus, better
theoretical models may be needed for more a accurate descrip-
tion of the solvent-solute interaction.

Point Charge Model.Unlike the COSMO continuum model,
the point charge electrostatic correction (see the Methods) is
sensitive to water positions and provides thus an alternative
insight into the role of the electrostatic solvent influence on

Figure 5. Calculated transition wavelengths (top) and dipole lengths (bottom) in 90 randomly selected clusters of NMA and 2-7 H-bonded water
molecules. For transitions numbers 1, 2, 3, and 8, the NMA vacuum values (involved also as the cluster number 0) are indicated by the arrows at
the right-hand side of the graphs. Connecting lines were added for easier orientation.

Figure 6. Transition dipole vectors (indicated by the red lines) for
the transition number 8 (π-π*) as obtained for the 90 water/NMA
clusters. The vacuum dipole is indicated by the green line; parallel
(left) and perpendicular (right) projections with respect to the molecular
plane are plotted.
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NMA transition energy shifts. For a subset of 11 NMA and
water clusters, we compared ab initio (TD DFT B3LYP/6-
311++G**) wavelengths with those ones obtained from the
empirical correction. The correlation coefficients (R, listed in
the last column of Table 4), however, indicate a very poor fitting,
which is in a sharp contrast to the performance of the analogous
model for vibrational frequencies, where the correlation with
the ab initio results was nearly perfect.31,33,48Nevertheless, for
several bands (namely, 1A′′, 8A′), the coefficients do approach
unity, which may indicate that for the transitions the electron
transfer in the solvent is limited and that the electrostatic
influence dominates. In fact, this can be independently con-
firmed also by the COSMO model, predicting wavelengths close
to the average cluster values for these bands. On the other hand,
the low correlation coefficient for the second transition, for
example, suggests that the role of the electrostatics is minor in

its overall shift. In this case, the continuum model also fails,
providing wavelength changes in the opposite direction from
the vacuum value than the explicit cluster model.

Absorption Profile. The role of various factors contributing
to the UV absorption of NMA can be followed in Figure 8,
where average spectra of four sets of 90 NMA/H2O clusters
are simulated and compared to experiment. To partially smooth
the cluster intensities, Gaussian peaks 5 nm wide (exp(-(∆λ/
5)2)) were applied. Relatively few spectral features can be
compared. However, the absorption maximum in theπ-π*
region (experimentally at 186 nm) is reproduced only by∼5
nm lower by the computations. The inhomogeneous line width
and, namely, the absorption band slope in 200-240 nm appear
relatively underestimated with the COSMO model (b), while
the explicit computations (a, c, and d) overestimate the relative
absorption in this region. The inclusion of the non-hydrogen-

Figure 7. Example of principal orbitals participating at aπ-π* transition of NMA in a vacuum (left) and at the corresponding transition in a
cluster with three water molecules (right). In the cluster, the orbitalπ′ is shared by NMA and one of the waters, while the excited orbital (π* ′, π*)
is approximately conserved in a vacuum and in the solvent.

Figure 8. Averaged absorption spectra (a-d) calculated for four sets of NMA/water clusters schematically indicated at the right-hand side. Fixed
(a) and unrestrained (d) NMA geometries and H-bonded water molecules, with additional COSMO continuum (b) and explicit (c) solvent models
were used. The experimental NMA spectra (solid line, exp) at the lower part were obtained for 20 mg/L (within 160-240 nm) and 1 g/L (within
240-300 nm) aqueous solutions and 1 cm optical path length. As the dashed line, polyglycine spectra (for nearly saturated solutions) are inserted
in the same figure and normalized to the maximal NMA absorption.
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bonded water molecules, either as the continuum (b) or explicitly
(c), leads to a red shift and intensity increase of the absorption
maximum. The absolute intensity (ε) is reproduced only
approximately, which can be attributed to the complexity of
the proper theoretical description of the polar interactions and
is usual for these types of computation.33,72 For completeness,
we plot also the weak absorption in the 240-300 nm region in
Figure 8, although the origin of this signal remains rather
speculative. Most probably, solvent absorption would have to
be consistently included for its interpretation.66 This is also
indicated by the different asymptotic behavior of the dielectric
model (b) in comparison with the explicit model (c). The sharp
drop of the experimental signal at∼180 nm may be partially
caused by spectrometer limits. The polyglycine experimental
spectrum (dotted line) documents that the amide-group chro-
mophore exhibits a relatively conservative absorption pattern
in (Gly)n and NMA and that the NMA molecule is thus a good
first-order approximation for models of peptide absorption of
UV light.2 However, fine differences in the two spectra can be
found, namely, the red shift of the absorption maximum of
(Gly)n (188f 189.3 nm) and increased intensity of the shoulder
at ∼215 nm. The experimental spectra are consistent with
literature data for amides.69

Peptide ECD Spectra. While the absorption spectra of
N-methylacetamide are currently of little practical interest,
peptide and protein ultraviolet (electronic) circular dichroism
has been established as a useful analytical method in biochem-
istry for a long time.73 Thus, we would like to know the extent
to which the ECD spectra of standard peptide secondary

structures are influenced by the solvent and geometry dispersion.
This can be estimated for simulated spectra ofR-helix (A1-
A3) at the left-hand side of Figure 9. The vacuum NMA
transition energies and dipole moments (A1) provide quite an
unrealistic spectral profile. On the other hand, energies and
moments obtained from the averaging over the set of NMA/
water clusters involving the COSMO continuum (A2) yield a
CD spectrum that can be nicely related to typical experimental
spectra ofR-helical peptides and proteins.73-76 (Examples of
experimentally derived spectra ofR-helices and other peptide
secondary structures are given in the Supporting Information.)
Although the spectral envelope does not change much when
the correction onto instantaneous peptide MD geometry is
included (trace A3), from the dispersion of the individual
transitions included as the red lines, we can see that the geometry
variations significantly contribute to the overall inhomogeneous
broadening of spectral lines. On average, the calculated band
positions are rather too low, but this is usual for the anticipated
approximation20,61,62,77and should not influence the principal
spectral shape given predominantly by special orientation of
the amide chromophores.78 Note, that no arbitrary scaling of
the ab initio NMA frequencies was applied. The dominant
maximum at 180 nm thus corresponds to the analogous
experimental band at∼190 nm of the same sign. Also, the
minimum at 192 nm can be seen around 205 nm, as well as the
famous “helical band” calculated as a negative shoulder at 196,
experimentally at∼220 nm.74,79Namely, this latter band could
not be reproduced previously with vacuum ab initio models.2

The absolute intensities ([Θ], molar elipticity) match within

Figure 9. ECD spectra ([Θ] in deg cm2 dmol-1) of standard peptide secondary structures (A1-3 ... R-helix, C ... coil, and B1 and B2 ... one- and
two-strand antiparallelâ-sheet) simulated with the combined ab initio/TDC model. Vacuum (A1) and averaged NMA/water cluster/COSMO NMA
amide-group parameters (A2-3, C, and B1-2) were used. The spectra were simulated without (A1 and A2) and with (A3, C, and B1-2) the
correction on instantaneous peptide geometry.
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∼50% of the values reported experimentally, which again
represents a very good agreement given the approximations
involved. The experimental relative intensity of the helical band
at 220 nm is somewhat bigger than predicted, which can be
perhaps explained by the contribution of the peptide chain
neglected in the model. Indeed, the absorption intensity of
polyglycine is bigger than that for NMA in this region (Figure
8). Obviously, models where some parameters are empirically
adjusted lead to better quantitative agreement with the experi-
ment,75,80 but we suppose that our parallel approach based
strictly on ab initio results may become more universal. For
example, using the same methodology, we could also reproduce
all the main features of the unordered (often referred to as coil
or random conformation81) secondary structures plotted as trace
C in Figure 9. Particularly, the negative signal calculated at 169
nm is observed within 195-197 nm, so is the positive maximum
at 183 nm (experimentally 208-212 nm) and the weak negative
lobe at 199 nm (observed at 228 nm).74,79,82 Retrospectively,
the simulation also confirms previous propositions to assign the
left-handed polyproline II-like peptide helix to this struc-
ture.52,53,81

For the one- and two-strandâ-strands (traces B1-B2 in
Figure 9), we did not find satisfactory agreement with available
experimental data. Particularly, the positive signal calculated
at ∼190 nm is usually observed only for proteins with high
turn content, while for pure sheets a negative signal is reported
in this region.74,79,82Despite this, we believe that the simulations
are still meaningful. First, there exists no standardâ-sheet ECD
spectra, and available data usually obtained as an abstraction
from a series of measurements often differ according to their
source.83 Also, the signal for flat sheets is very small, which is
in agreement with the simulations (note they-scales). Finally,
because of the nearly planar symmetry, principal contributions
to the ECD signal of the sheets may come from the sheet twist,
amino acid side chains, and different hydration patterns of the
amide group in NMA and in the peptides,84 factors all of which
currently could not be included in the modeling. On the other
hand, the noticeable difference between the spectral shapes of
one- and two-strand sheets (B1 and B2) give us a hope that
proper simulations in the future may provide a tool for extraction
of finer structural details omitted in peptide ECD spectroscopy
so far. Because of the long-range and environmental sensitivity
of this type of spectroscopy it may, in this context, become at
least a convenient complementary technique for studyingâ-sheet
andâ-fibril formations, including those in the prion-involving
degenerative diseases.85

Conclusions

The combined quantum mechanics/molecular mechanics
models represent powerful tools for simulations of optical
properties of complex systems. For the absorption of ultraviolet
light, special attention has to be paid to correct involvement of
geometry and environmental variations determining energies and
intensities of the electronic transitions. The polar amide group
of N-methylacetamide interacts strongly with the aqueous
solvent. Both a bulk electrostatic influence as well as a direct
sharing of the orbitals involved in the light absorption between
the solute and the solvent change the spectral parameters
significantly. Water molecules directly hydrogen-bonded to the
solute account for most of the changes. However, substitutions
of the remaining solvent explicitly and by a continuum (traces
b, c in Figure 8) did not produce entirely analogous effects,
which we could not explain. For the geometric variations, zero-
point vibrations already cause a broad dispersion of the spectral

bands. Individual orbitals and electronic transitions exhibit very
different susceptibilities to these factors. Despite this complexity,
NMA and peptide absorption and ECD spectra could be reliably
simulated in the spirit of the ab initio computations with a
simplified model. Not being dependent on empirical parameters,
this approach potentially allows one to extract more structural
information from optical spectra of peptides and proteins. In
the future, however, other factors, such as amino acid side
chains,â-sheet twist and secondary structure irregularities, and
different hydration patterns in hydrophobic and hydrophilic
structural motifs will have to be accounted for.
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