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In the present study, the performance of six popular density functionals (B3LYP, PBE0, BLYP, BP86, PBE,
and SVWN) for the description of the autoionization process in the water octamer was studied. As a benchmark,
MP2 energies with complete basis sets limit extrapolation and CCSD(T) correction were used. At this level,
the autoionized structure lies 28.5 kcal‚mol-1 above the neutral water octamer. Accounting for zero-point
energy lowers this value by 3.0 kcal‚mol-1. The transition state of the proton transfer reaction, lying only 0.7
kcal‚mol-1 above the energy of the ionized system, was identified at the MP2/aug-cc-pVDZ level of theory.
Different density functionals describe the reactant and product with varying accuracy, while they all fail to
characterize the transition state. We find improved results with hybrid functionals compared to the gradient-
corrected ones. In particular, B3LYP describes the reaction energetics within 2.5 kcal‚mol-1 of the benchmark
value. Therefore, this functional is suggested to be preferably used both for Carr-Parinello molecular dynamics
and for quantum mechanics/molecular mechanics (QM/MM) simulations of autoionization of water.

1. Introduction

The finite value of pH of neat water is due to its remarkable
ability to spontaneously autoionize in a strongly endothermic
process. Water molecules transiently ionize due to electric field
fluctuations. The nascent ions normally recombine within a few
femtoseconds, but rarely (about once every 11 h per molecule
at 25 °C), the local hydrogen bonding rearranges before the
geminate recombination, and the pair of ions (formally H+ and
OH-) hydrates independently continuing their separate existence
for about 70 ms.1 The tendency for autoionization is proportional
to the strength of hydration of these ions. The kinetics and
energetics of the autoionization reaction depend on the ther-
modynamic conditions, such as temperature, density, or
pressure.2-6 It has also been shown that the hydration mecha-
nism of ions and pH changes dramatically and nonmonotically
upon reaching the supercritical region.6,7

In water, the H+ and OH- ions of course do no exist as
isolated species, but they form strong bonds with surrounding
water molecules. The picture of hydrated H+ was refined by
Eigen,8-10 as well as Zundel and Metzger,11 who advocated the
presence of larger complexes such as H9O4

+ and H5O2
+,

respectively. In the former “Eigen cation”, the central hydronium
ion (H3O+) is strongly hydrogen bonded to three water
molecules, while in the latter “Zundel cation” the proton lies
midway between two water molecules. Bulk investigations of
the detailed structure of these transient complexes are experi-
mentally difficult, therefore, many experimental,12-17 as well
as theoretical,18-24 studies have been devoted to the molecular
description of the hydrated proton in water clusters. The Zundel
motif was identified by theoretical analysis of IR spectra of
clusters with H+ and 6-8 water molecules, while an embedded
Eigen core was found in clusters with more than 8 waters.25 As
far as hydration of OH- is concerned, theory26-28 and

experiments29-31 converged to the unified view only recently.
The present picture is that the first solvation shell of OH- is
comprised of three strongly hydrogen-bonded water molecules.

Related to the structural aspects is the mechanism of the
anomalously high mobility of the proton in water, which is
approximately five times higher than the mobility of ions of a
size similar to H3O+.32 The classical attempt to explain this
observation is via the famous Grotthuss mechanism.33,34On the
basis of ab initio molecular dynamics, it was suggested35 that
the hydrated proton forms a moving defect in the hydrogen-
bonded network with “Eigen” and “Zundel” structures repre-
senting limiting cases. Such proton transfer does not match with
the traditional view, since the interconversion of the hydrated
proton is not limited by the proton motion itself but rather by
rearrangements of water molecules leading to rates considerably
larger than those of conventional diffusion. The Carr-Parinello
(CPMD) calculations show that this “structural diffusion” is
driven by fluctuations in the second solvation shell of H3O+.35

Recently, using CPMD combined with transition path sam-
pling,36-38 it was shown1 that the transfer of a proton in the
O-H‚‚‚O system represents a first step and that the dissociation
of O-H bonds is driven by the concerted changes in the electric
field and in the hydrogen-bond network. Despite extensive
studies employing different theoretical approaches,26,35,39-43 the
detailed mechanism of proton transfer is still debated.

Similarly to hydronium, OH- also exhibits anomalously high
mobility in water. It was generally believed that the motion of
OH- in water resembles that of the proton44 because the
hydroxide ion can be viewed as a “proton hole” (i.e., a water
molecule with a missing proton).45 This picture was later
challenged by ab initio CPMD studies.46,47 The first study46

suggested that transport occurs when an approximately square-
planar configuration OH(H2O)4- converts to an OH(H2O)3-

system. On the basis of a later CPMD study,47 a more complex
four-step mechanism for hydroxide transport was proposed. A
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somewhat different mechanism was observed in another CPMD
study of concentrated NaOH and KOH solutions.48

The elucidation of the structural and dynamical aspects of
the water autoionization process continues to be an extremely
challenging problem. CPMD simulation methods, based on
density functional theory (DFT), employing primarily the BLYP
functional, have played a pivotal role in the theoretical descrip-
tion. Clearly, the success of such simulations depends to a large
extent on the quality of the employed DFT method. In the
present study, we evaluated the performance of six popular
density functionals, covering local density approximation,
gradient-corrected, and hybrid density functionals, for describing
the water autoionization process. As a model system, we have
chosen a representative of finite size water clusters,49-51 for
which we are able to perform benchmark ab initio calculations
consisting of complete basis set limit MP2 calculations with a
CCSD(T) correction. In particular, we employed the cubic water
octamer, which was shown to exist in two nearly isoenergetic
forms having very similar structures ofD2d and S4 sym-
metries.52-54 The cubic water octamer (inS4 symmetry) was
used in our study since it represents, in its ionized form, a natural
merge of hydrated H3O+ in its Eigen form (i.e., H3O+(H2O)3)
and hydrated OH- (i.e., OH-(H2O)3).49,50Moreover, the water
octamer is the smallest cluster which we found to support a
H3O+/OH- ion pair as a minimum on the potential energy
surface.

2. Methods

A set of DFT methods including local density approximation
LDA (SVWN), gradient-corrected GGA (BLYP, BP86, PBE),
and hybrid density functionals (B3LYP, PBE0) with two
different basis sets (6-31+G* and aug-cc-pVDZ) was used (see
Table 1) to characterize the autoionization process in cubic water
octamer (denoted as 8W). In other words, we studied proton
transfer from hydrated hydronium to hydrated hydroxide ions
(with the ionic structure being further denoted as 6W) (see
Figure 1). The results were compared with high-level ab initio
calculations consisting of MP2 energies evaluated at the
complete basis set limit (CBS), refined by the CCSD(T)
correction.

CBS MP2 energies were estimated using an extrapolation
scheme55,56utilizing Dunning’s augmented correlation consistent
basis sets of double and triple-ú quality57

Due to the relatively high computational demands of MP2
calculations with the employed basis sets, the approximate
resolution of identity MP2 (RI-MP2) method58,59 was used for
geometry optimizations. In the RI-MP2 approximation, two-
electron four-centers integrals are replaced by linear combina-
tions of two-electron three-centers integrals, via the introduction
of an auxiliary fitting basis set.58-62 This results in a speedup
of RI-MP2 calculations compared with standard MP2 that
depends on the details of the calculations, easily reaching an
order of magnitude.60,62,63Regarding the accuracy, it has been
shown on several systems that with an accurate choice of
auxiliary fitting basis energies and structures computed with
MP2 and RI-MP2 methods do not show significant differ-
ences.60,63,64

Assuming that the difference between CCSD(T) and MP2
energies exhibits only a small basis set dependence,65,66

CCSD(T) energies at the CBS level can be estimated as

where Eaug-cc-pVDZ
CCSD(T) and Eaug-cc-pVDZ

MP2 are computed at MP2/
aug-cc-pVTZ geometries. Zero-point vibrational energies cal-
culated at the MP2/aug-cc-pVDZ level were also added to
ECBS

CCSD(T)energies, yielding relative enthalpies. Stationary points
were verified to be minima via standard frequency calculations
(positive Hessian eigenvalues for all vibrational modes), which
were also used to calculate zero-point and thermal contributions
to Gibbs free energy at 298.15 K and 1 atm.

To investigate the barrier height between the two minimum
conformations (neutral 8W and autoionized 6W), a saddle point
was localized by means of the MP2/aug-cc-pVDZ transition
state optimization. Thermodynamic functions were taken from
partition functions computed from MP2/aug-cc-pVDZ charac-
teristics (ignoring the one imaginary frequency at saddle point)
according to a rigid rotor/harmonic oscillator/ideal gas ap-
proximation.

RI-MP2 optimizations were carried out with the computer
code Turbomole 4.7,67 CCSD(T) calculations were performed
using Molpro 2002.668, while the remaining calculations were
done with Gaussian 03.69

3. Results

It is worth it to start by mentioning that in the gas phase the
set of H3O‚ and ‚OH radicals is more stable than the corre-
sponding ion pair. However, in the present system containing
six additional water molecules, the ions lie energetically well
below the radical pair, as in liquid water. Three water molecules
represent the tight first solvation shell of both H3O+ and

TABLE 1: Definitions of Exchange-correlation Functionals
Used in This Studya

functional type exchange correlation

B3LYP HYB 0.8S+ 0.72B88+ 0.2HF 0.19VWN(III)+ 0.81LYP
PBE0 HYB 0.75 (S+ PBE(X)) + 0.25HF PW+ PBE(C)
BLYP GGA S+ B88 LYP
BP86 GGA S+ B88 VWN(V) + P86
PBE GGA S+ PBE(X) PW+ PBE(C)
SVWN LDA S VWN

a The exchange and correlation functionals are described in the
following references: Slater-Dirac S,80,81 Becke B88,82 Perdew-
Burke-Ernzerhof PBE,83 Vosko-Wilk-Nussair VWN,84 Perdew P86,85

Lee-Yang-Parr LYP,86 and Perdew-Wang PW.87

ECBS
HF ) Eaug-cc-pVDZ

HF +

(Eaug-cc-pVTZ
HF - Eaug-cc-pVDZ

HF )/0.760691 (1)

ECBS
MP2 ) Eaug-cc-pVDZ

MP2 +

(Eaug-cc-pVTZ
MP2 - Eaug-cc-pVDZ

MP2 )/0.703704 (2)

Figure 1. Structure of the water octamer cluster (8W) and hydrated
hydronium and hydroxide ions cluster (6W).

ECBS
CCSD(T)) ECBS

MP2 + (Eaug-cc-pVDZ
CCSD(T) - Eaug-cc-pVDZ

MP2 ) (3)
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OH-.19,28,31When these two solvation shells are brought close
each to other, H3O+(H2O)3 and OH-(H2O)3 form a cluster with
a cubic structure, where the two ions lie in opposite corners
(the 6W structure). This structure resembles in oxygen positions
the neutral water octamer inS4 symmetry (the 8W structure)70

(see Figure 1).
3.1. Geometry.The D2d andS4 structures of water octamer

each contain 12 H-bonds: four in each of two cyclic tetramer
subunits and four bridging the two tetramers. The two structures
are distinct in having the H-bonds within the two tetramers
oriented in the opposite (D2d) or same (S4) directions (left and
right tetramers in Figure 1). In our study, theS4 structure was
employed. The results for the RI-MP2/aug-cc-pVTZ geometry
of the water octamer (8W) show that the calculated optimal
O-H distance of dangling bonds (0.96126 Å) is by 0.01-0.03
Å shorter than that of the hydrogen-bonded O-H. The H-O-H
angle of water molecules with dangling hydrogens (∼106.41°)
is by ∼2.5° larger than that in hydrogen-bonded waters
∼103.95°. The autoionized 6W structure is less symmetric than
the 8W structure, but the characteristic cubic-like shape is
nevertheless retained (see Figure 1). The optimal O-H distance
in hydronium ion H3O+ is slightly longer (∼1.03 Å), while that
in OH- is very close to that in neutral water.

The geometries of the 8W and 6W minimal structures
calculated using different DFT functionals were compared with
the geometry obtained with the RI-MP2 method utilizing the
aug-cc-pVTZ basis set. For this comparison, root-mean-square
deviations (rmsd) between DFT and RI-MP2/aug-cc-pVTZ
minima were evaluated (see Table 2). Generally, while the
geometry of the neutral water octamer is reproduced reasonably
well by all employed functionals, the description of the
autoionized structure turns out to be more difficult. As an
extreme case, the local density approximation represented by
the SVWN functional completely fails to describe the ionic
product. Instead of hydronium and oxonium ions surrounded
by six water molecules, SVWN predicts a conformation with
three oxonium and three hydronium ions as the lowest energy
structure. In addition, the SVWN geometry of 8W is of the
lowest accuracy among all studied functionals. LDA, which is
known for its drastic overbinding of various water clusters,71

and, generally, for its moderate accuracy, clearly cannot be used
for any quantitative water simulation.

The employed gradient-corrected functionals (BLYP, BP86,
and PBE) still describe the 8W structure with reasonable
accuracy (rmsd of∼0.04-0.06 Å), which is only marginally

worse than that of the hybrid functionals. The rmsd values for
the autoionized 6W system are, however, somewhat larger (rmsd
of ∼0.1 Å) for GGA functionals. In terms of both neutral and
ionic clusters geometries, the most accurate DFT results are
obtained using both hybrid functionalssB3LYP and PBE0 (see
Table 2). These structures are very close to the MP2/aug-cc-
pVTZ benchmark (rmsd∼ 0.03 Å).

As mentioned above, the correct description of the geometry
of the ionic system is more problematic than that of the water
molecular cluster. In our DFT calculations, apart from structures
that are close to benchmarking structures (rmsd up to 0.11 Å),
we obtained in two cases also distorted geometries with rmsd
values of 0.6-0.7 Å. In these structures, the oxygen-oxygen
distances between the ionic species and the first solvation shell
water molecules are retained, but the hydronium cation with
its three tightly bound water molecules is rotated with respect
to hydrated hydroxide anion, so that the cluster structure is not
cubic-like anymore. This somewhat strange distortion, which
is not accompanied by any charge neutralization, occurs only
for B3LYP and BLYP functionals utilizing the aug-cc-pVDZ
basis set but not 6-31+G*.

3.2. Energy.Benchmark calculations were performed both
for the neutral water octamer 8W and for the corresponding
autoionized 6W cluster. The resulting energy differences
between these two structures, showing the importance of
including higher order electron correlation corrections and basis
set extrapolation, are summarized in Tables 3 and 4. Our best
estimate of the potential energy difference between the 8W and
6W structures is∆E8W-6W ) -28.51 kcal‚mol-1 and that of
the enthalpy difference equals to∆H8W-6W ) -25.10 kcal‚mol-1.
As the primary interest of our work is the benchmarking of
DFT methods for energy calculations, the value of∆E8W-6W

) -28.51 kcal‚mol-1 is used for further comparison.
The free energy difference between 8W and 6W structures,

∆G8W-6W ) -24.25 kcal‚mol-1 obtained from the enthalpy
difference by including a harmonic oscillator/free rotor/ideal

TABLE 2: Differences in Geometries (in angstroms)
Obtained by All Tested Functionals for Both Neutral and
Ionic Systems, Respectively, Given as rmsd with Respect to
Benchmark MP2/aug-cc-pVTZ Geometrya

method basis set 6W 8W

MP2 aug-cc-pVTZ 0.0 0.0

B3LYP 6-31+G* 0.033 0.033
aug-cc-pVDZ 0.656 0.027

PBE0 6-31+G* 0.069 0.043
aug-cc-pVDZ 0.021 0.029

BLYP 6-31+G* 0.100 0.049
aug-cc-pVDZ 0.652 0.044

BP86 6-31+G* 0.107 0.063
aug-cc-pVDZ 0.037 0.058

PBE 6-31+G* 0.096 0.055
aug-cc-pVDZ 0.028 0.048

SVWN 6-31+G* - 0.200
aug-cc-pVDZ - 0.220

a Note that the aug-cc-pVDZ energies of the B3LYP and BLYP
functionals were evaluated for the twisted minimal geometries (see part
3.1 for details).

TABLE 3: Complete Basis Set Limit Potential Energy and
Enthalpy Differences between the 8W and 6W Systems

method ∆E8W-6W (kcal‚mol-1)

MP2a CBS -25.29
MP2 CBS+ ∆ CCSD(T)b -28.51
MP2 CBS+ ∆ CCSD(T)+ ZPVEc,d -25.10

a The MP2 complete basis set limit was obtained by extrapolating
aug-cc-pVDZ and aug-cc-pVTZ energies calculated at the aug-cc-pVTZ
geometry.b The CCSD(T) correction was calculated with the aug-cc-
pVDZ basis set at the MP2/aug-cc-pVTZ geometry.c The ZPVE
contribution was obtained at the MP2/aug-cc-pVDZ//MP2/aug-cc-pVDZ
level of theory.d The last row of the table corresponds to∆H evaluated
at 298.15 K and 1 atm.

TABLE 4: MP2 Potential Energy, Enthalpy, and Free
Energy Differences between 8W, 6W, and the Transition
State (TS)a

basis set 8W- 6W TS- 8W TS- 6W

6-31+G*//6-31+G*
∆E ) -30.10 ∆E ) 31.05 ∆E ) 0.96
∆H ) -27.14b ∆H ) 25.55 ∆H ) -1.59
∆G ) -27.61b ∆G ) 26.56 ∆G ) -1.06

aug-cc-pVDZ//
aug-cc-pVDZ

∆E ) -26.70 ∆E ) 27.40 ∆E ) 0.70
∆H ) -23.30 ∆H ) 21.74 ∆H ) -1.56
∆G ) -24.25 ∆G ) 23.15 ∆G ) -1.10

aug-cc-pVTZ//
aug-cc-pVTZ

∆E ) 25.62

a All values are reported in kcal‚mol-1. Due to high computational
demands, frequencies with the aug-cc-pVTZ basis set were not obtained,
only the∆E value for the 8W and 6W systems is reported.b ∆H and
∆G were calculated for 298.15 K and 1 atm.
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gas entropy term at 298.15 K, can be compared with the bulk
water value∆G ) -RT ln K ) -19.1 kcal‚mol-1, correspond-
ing to pH ) 7. The correspondence between these two values
is reasonable, taking into account that the latter value is pertinent
to bulk water, from which our cluster systems differ signifi-
cantly. To mimic the bulk environment, we employed the
COSMO implicit solvent model72 together with RI-MP2/aug-
cc-pVDZ calculations for the 8W and 6W structures. Upon
COSMO solvation, the difference in energy between the 8W
and 6W structures drops by 3.4 kcal‚mol-1. Adding this
difference to the above∆G8W-6W yields a value of-20.85
kcal‚mol-1, which is rather close to the bulk water value of
-19.1 kcal‚mol-1. This fact further justifies the choice of the
present benchmark system.

The MP2/aug-cc-pVDZ investigation of the transition be-
tween the 8W and 6W clusters reveals that there exists a simple
reaction coordinatesthe distance between hydrogen and oxygen
in hydronium cation, the change of which triggers a proton
transfer over two water molecules (see Figure 2). The MP2/
aug-cc-pVDZ transition state lies 27.4 kcal‚mol-1 above the 8W
state and only 0.7 kcal‚mol-1 above the 6W structure on the
potential energy surface (see Table 4 and Figure 3). This very
low barrier, which disappears upon inclusion of the zero-point
energy correction, indicates that in the experiment the autoion-
ized 6W structure would on a short time scale spontaneously
interconvert into the neutral water octamer. Nevertheless, the
6W geometry is a well-defined minimum at the potential energy
surface, and we can, therefore, use the energy difference between
the 8W and 6W structures for benchmarking purposes.

The influence of the basis set on the energy differences was
investigated using the MP2 method with three different basis
sets: Pople’s 6-31+G* basis set and Dunning’s correlation
consistent aug-cc-pVDZ and aug-cc-pVTZ basis sets (see Table
4). Note that|∆E8W-6W| decreases slightly with increasing basis
set quality, with Dunning’s basis set of triple-ú quality being
very close (by 0.3 kcal‚mol-1) to the complete basis set limit
(see Table 3). The barrier height also marginally decreases upon
moving from the 6-31+G* to the aug-cc-pVDZ basis set.

We have then performed a series of DFT calculations
extracting the relative energies of the 8W and 6W clusters (Table
5). Only the∆E8W-6W values were calculated in our study, since
the low-lying transition state could not be located using any of
the used DFT functionals, which are in general known to
underestimate reaction barriers.73-75 For ∆E8W-6W, we find
improved results from two tested hybrid functionals (B3LYP
and PBE0) compared with those from nonhybrid gradient-
corrected functionals (BLYP, BP86, and PBE). The decrease
of |∆E8W-6W| with increasing quality of basis set is also
observed for DFT methods. The deficiencies following from
the approximate density functional largely cancel out with finite
basis size, bringing results with the smaller 6-31+G* basis
set closer to the benchmark value of∆E8W-6W

CBS ) -28.51
kcal‚mol-1, with the B3LYP/6-31+G* value of -25.84
kcal‚mol-1 being the closest. The second hybrid functional,
PBE0, also gives a reasonable result of-24.24 kcal‚mol-1. All
gradient-corrected functionals have errors higher than hybrid
ones, falling within the∼6 kcal‚mol-1 range for BLYP and
∼10 kcal‚mol-1 for BP86 and PBE.

4. Discussion and Conclusions

We have investigated and benchmarked the performance of
common DFT methods, including local density approximation,
gradient-corrected, and hybrid functionals, for the description
of autoionization of water. To this end, we have compared the
structural and energetic properties of cubic water octamer with
the corresponding cluster consisting of a hydronium cation with
three tightly hydrogen-bonded water molecules and a hydroxide
anion also with three first solvation water molecules. Our study
focuses on the static picture, since it has been demonstrated
recently that the overall accuracy of the hybrid functionals
deduced from static calculations transfers to the dynamical
properties.71

The geometries obtained by the above DFT functionals were
compared with accurate results from a MP2/aug-cc-pVTZ
optimization. The DFT energies were benchmarked against
complete basis set limit extrapolated MP2 values with a
CCSD(T) correction. While the geometry of the cubic neutral

Figure 2. Change in the distanced between hydrogen and oxygen in
the hydronium cation (in the 6W structure) triggers a proton transfer
over two water molecules (displayed by blue dashed lines) resulting in
the neutral water octamer 8W.

Figure 3. Relative stabilities of the water octamer (8W), autoionized
product (6W), and the transition state between them (TS) obtained at
different levels of theory. None of the density functionals were
successful in finding the transition state.

TABLE 5: DFT Potential Energy, Enthalpy, and Free
Energy Differences between the 8W and 6W Systemsa

level of theory basis set ∆E8W-6W

MP2 CBS+ ∆CCSD(T) aug-cc-pVDZf aug-cc-pVTZ -28.51

B3LYP 6-31+G*//6-31+G* -25.84
aug-cc-pVDZ//aug-cc-pVDZ -23.06

PBE0 6-31+G*//6-31+G* -24.24
aug-cc-pVDZ//aug-cc-pVDZ -22.70

BLYP 6-31+G*//6-31+G* -22.21
aug-cc-pVDZ//aug-cc-pVDZ -19.25

BP86 6-31+G*//6-31+G* -17.87
aug-cc-pVDZ//aug-cc-pVDZ -16.69

PBE 6-31+G*//6-31+G* -18.81
aug-cc-pVDZ//aug-cc-pVDZ -17.44

a ∆H and∆G were evaluated at 298.15 K and 1 atm. All values are
reported in kcal‚mol-1.
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water octamer is described reasonably well with all functionals
employed, the autoionized system represents a bigger challenge
for DFT methods, with the LDA approximation failing com-
pletely in its description. The energy difference between these
two structures∆E8W-6W for the B3LYP (PBE0) hybrid func-
tional is about 2.5 (4.0) kcal‚mol-1 smaller in absolute value
than that of the benchmark ab initio calculations. All gradient-
corrected functionals overestimate the stability of the ionic
structure more than the hybrid functionals (e.g., BLYP gives a
∆E8W-6W value smaller by 6.3 kcal‚mol-1 compared with the
benchmark value, with the other gradient-corrected functionals
performing even worse). Because of the higher relative stability
of the autoionized structure predicted by DFT methods (see
Figure 3), the ionic forms will be overpopulated in DFT-based
dynamics. None of the density functionals employed was
successful in localizing the transition state between the two
structures. This is not surprising, as the MP2/aug-cc-pVDZ
transition state lies in energy only 0.7 kcal‚mol-1 above the
6W cluster and DFT methods consistently underpredict barrier
heights.73-75

Our benchmarking indicates that only moderate accuracy can
be expected from BLYP or other gradient-corrected functionals.
Much better results are obtained with hybrid functionals
(B3LYP, PBE0). We employed the functionals with Gaussian
basis sets, but a similar performance can also be expected with
plane-wave expansion.

Dynamical calculations with hybrid functionals are becoming
feasible, since efficient calculations of Hartree-Fock exchange
within a plane-wave framework have been achieved already.76-78

Another approach, applicable to liquid water molecular dynam-
ics simulations,79 is the use of a mixed quantum mechanics/
molecular mechanics (QM/MM) technique. Within this ap-
proach, the most important region containing the particles under
investigation (i.e., both H3O+ and OH- with their tight solvation
shells) should be described either by the B3LYP functional or,
if computationally feasible, by the RI-MP2 method, while the
rest of the aqueous system is treated using an empirical force
field.
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