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Symmetric and nonsymmetric hydrogen abstraction reactions are studied using state-of-the-art ab initio
electronic structure methods. Second-order Møller-Plesset perturbation theory (MP2) and the coupled-cluster
singles, doubles, and perturbative triples [CCSD(T)] methods with large correlation consistent basis sets (cc-
pVXZ, where X ) D,T,Q) are used in determining the transition-state geometries, activation barriers, and
thermodynamic properties of several representative hydrogen abstraction reactions. The importance of basis
set, electron correlation, and choice of zeroth-order reference wave function in the accurate prediction of
activation barriers and reaction enthalpies are also investigated. The ethynyl radical (‚CCH), which has a
very high affinity for hydrogen atoms, is studied as a prototype hydrogen abstraction agent. Our high-level
quantum mechanical computations indicate that hydrogen abstraction using the ethynyl radical has an activation
energy of less than 3 kcal mol-1 for hydrogens bonded to an sp2 or sp3 carbon. These low activation barriers
further corroborate previous studies suggesting that ethynyl-type radicals would make good tooltips for
abstracting hydrogens from diamondoid surfaces during mechanosynthesis. Modeling the diamond C(111)
surface with isobutane and treating the ethynyl radical as a tooltip, hydrogen abstraction in this reaction is
predicted to be barrierless.

1. Introduction

Hydrogen transfer and abstraction reactions are ubiquitous,
occurring in such diverse environments as enzymatic reactions,1

DNA strand breaking,2 catalysis,3 and all facets of organic
chemistry. They also play a critical role in the making of
diamond films via low-pressure chemical vapor deposition4

(CVD). The artificial synthesis of diamond, whether by CVD
or other techniques such as high-temperature high-pressure5

(HTHP) crystallization of metal-solvated carbon, has attracted
increasing interest in recent years. It is hoped that more
economical ways to obtain diamond may unlock its scientific
and technological potential, as it has many possible applications
resulting from its unparalleled hardness, thermal and electrical
conductivity, transparency in large regions of the electromag-
netic spectrum, and wide band gap. In the CVD synthesis of
diamond, a precursor hydrocarbon gas such as methane enters
a plasma/thermal/electric activation chamber in excess hydrogen
gas. The activation process leads to the formation of atomic
hydrogen, which abstracts hydrogen from the gas-phase hydro-
carbons to yield very reactive carbon-containing radicals. These
radicals deposit on the substrate and form carbon-carbon bonds
leading to diamond growth. Atomic hydrogens also abstract
hydrogen from the diamond surface, thereby creating nucleation
sites for further diamond growth. They promote the preferential
growth of diamond over graphite by etching graphite at a higher

rate than diamond. This process, however, is guided by random
diffusion of hydrocarbon radicals onto a substrate and subse-
quent hydrogen abstraction and donation reactions. The random-
ness in diamond CVD leads to the introduction of impurities
and crystal lattice deformities that degrade the quality of the
diamond films.

Some shortcomings of CVD have prompted the discussion
of new approaches for diamond synthesis which might provide
more control over the deposition of carbon-rich precursor
molecules as well as the hydrogen abstraction/donation reactions.
Mechanosynthesis is one new paradigm which proposes to attach
a molecular tooltip to a scanning probe microscope (SPM) to
perform elementary synthetic operations such as carbon deposi-
tion or hydrogen abstraction/donation at a specific location on
the substrate.6-15 Such an approach has already been demon-
strated theoretically and experimentally for the abstraction of
hydrogen from a Si(100) surface and the selective manipulation
of silicon atoms.16 Ethynyl radical has been suggested as a
hydrogen abstraction tool because it can easily and rapidly
abstract hydrogens from most hydrocarbons.6,17-19 To explore
the feasibility of mechanosynthesis of diamond, an understand-
ing of the thermochemistry and kinetics involved in the
elementary processes becomes imperative, and modern theoreti-
cal methods are very useful in this endeavor.

Quantum chemical methods are capable of providing very
accurate estimates of reaction thermodynamics. Indeed, the so-
called Gaussian-1 (G1),20 Gaussian-2 (G2),21,22and Gaussian-3
(G3)23-25 composite methods and their variants are capable of
providing reaction enthalpies typically within 1-2 kcal mol-1

of experiment. These Gn approaches combine a series of lower-
level quantum computations to estimate the result of high-level
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correlated computations; the final values are then adjusted
by additional empirical corrections. The similar Weizmann-1
(W1) and Weizmann-2 (W2) theories26 achieve comparable
accuracies with only one molecule-independent empirical
parameter, whereas the newer W3 formalism promises to
provide accuracies in the order of 0.2 kcal mol-1 at a reasonable
computational cost for small systems.27 Alternatively, the recent
HEAT (high accuracy extrapolated ab initio thermochemistry)28

method provides similar accuracy in several test cases while
avoiding any empirical corrections. Although these theoretical
approaches are rather expensive computationally and applicable
only to small molecular systems, they demonstrate that truly
high-quality energetics are possible using modern ab initio
methods.

Several theoretical studies have examined hydrogen trans-
fer reactions between small alkanes. Truhlar and co-workers
have presented a comprehensive study of bond energies and
classical activation barriers using semiclassical and semiem-
pirical methods.29 In other work considering purely ab initio
methods, they examined the challenges presented by radical-
molecule reactions due to spin contamination and electron
correlation in different methods.30 Litwinowicz et al.31 evaluated
the role of tunneling in simple hydrogen transfer reactions and
also used spin projection techniques to remove spin contami-
nants and compare the resulting activation barriers with
experimental values. Skokov and Wheeler and co-workers32

performed a similar study using density functional theory (DFT).
Significant work to reconcile experimentally observed rates33,34

with theoretical values for the reactions of ethynyl radical with
other small molecules has been done by Nguyen and co-
workers.35-37

Although numerous experimental and theoretical databases
exist for the computation of heats of formation of simple
hydrogen abstraction reactions, systematic and comprehen-
sive high-accuracy studies of the reactionbarriers (especially
for reactions involving the ethynyl radical) are rare. Hence, a
goal of the present work is to provide reliable benchmark
activation barriers for such reactions. Here, we consider
several hydrogen abstraction reactions for simple hydro-
carbons, focusing primarily on the ethynyl radical as the
abstraction agent. Of particular interest is the reaction in which
ethynyl radical abstracts hydrogen from isobutane, which serves
as a good model38 of the diamond C(111) surface. This model
may shed light on the thermodynamic and kinetic feasibility of
the hydrogen abstraction step in the mechanosynthesis of
diamond.11-14,39,40

2. Theoretical Methodology

The symmetric hydrogen abstraction/transfer reactions con-
sidered in this study are given in reactions 1-3, along with the
point-group symmetry considered for the reaction (and the
corresponding Abelian computational subgroup).

The nonsymmetric reactions considered are those in reactions
4-8.

These systems are studied using Dunning’s correlation
consistent basis sets (cc-pVXZ, X)D,T,Q),41,42which provide
a systematic convergence of energies and properties toward the
complete basis set (CBS) limit. For the sake of brevity, we will
occasionally refer to these basis sets simply as DZ, TZ, and
QZ in the tables. Electron correlation is accounted for using
second-order Møller-Plesset perturbation theory (MP2) and
coupled-cluster theory with single, double, and perturbative triple
substitutions [CCSD(T)].43

To gauge the reliability of density-functional methods for
hydrogen abstraction reactions, we also employed the B3LYP44

and BHLYP45 (also called BH&HLYP) functionals as imple-
mented in MOLPRO.46 As discussed below, we found that the
B3LYP/cc-pVDZ level of theory incorrectly predicts a bent
geometry for the ground state of the ethynyl radical (although
this is corrected with the larger cc-pVTZ basis) and it also gives
unusually low barriers to the hydrogen abstraction reactions
studied. Similar problems have also been observed for larger
alkylethynyl radicals, but the use of hybrid functionals contain-
ing more Hartree-Fock (HF) exchange gives linear geometries
for these radicals and more accurate abstraction barriers.47,48

One such functional is BHLYP,45 which uses 50% Hartree-
Fock exchange (compared to 20% in B3LYP) and 50% Becke88
exchange49 in conjunction with the LYP correlation functional.50

(Of the many other exchange-correlation functionals designed
to predict improved hydrogen abstraction barriers, the MPW1K51

functional has had some success.)35

For open-shell systems, we have considered both unrestricted
and restricted open-shell orbitals. We will denote computations
using unrestricted orbitals with a “U” prefix, and those using
restricted orbitals with an “R” prefix (e.g., UMP2 or RMP2).
Unrestricted orbitals are frequently easier to converge, and the
extra flexibility they provide often improves results for bond-
breaking and bond-making reactions when electronic near-
degeneracy effects are strong. On the other hand, unrestricted
orbitals can lead to poorer results in less severe cases of
electronic near-degeneracies (e.g., in the spin-recoupling region
of unimolecular dissociation reactions).52-55 Additionally, the
use of unrestricted orbitals means that the wave function is no
longer an eigenfunction of theŜ2 operator and is contaminated
by states with higher spin multiplicities. A comparison of
restricted and unrestricted orbitals and a discussion of spin
contamination are presented below.

All DFT computations employed the MOLPRO 2002.6
program.46 UMP2 and UCCSD(T) computations were performed
using ACES II.56 Open-shell RMP257 and RCCSD(T)58,59

computations using restricted orbitals were performed using
MOLPRO. Optimizations, transition state searches, and vibra-
tional frequency analyses were performed using analytic energy
gradients as implemented in ACES II. For MOLPRO 2002,
which generally lacks analytic gradients, energies were dif-
ferentiated numerically; this numerical differentiation process
occasionally caused translational or rotational degrees of
freedom to have frequencies deviating slightly from zero (values
were real or imaginary and less than 50 cm-1 in magnitude).
Although tightening the convergence criteria should remove

HCC‚ + H2 f HCCH + ‚H C∞V/C2V (4)

HCC‚ + CH4 f HCCH + ‚CH3 C3V/Cs (5)

HCC‚ + C2H4 f HCCH + ‚C2H3 Cs/Cs (6)

HCC‚ + HC(CH3)3 f HCCH + ‚C(CH3)3 C3V/Cs (7)

HCC‚ + C6H6 f HCCH + ‚C6H5 C2V/C2V (8)

H‚ + H2 f H2 + ‚H D∞h/D2h (1)

CH3‚ + CH4 f CH4 + ‚CH3 D3d/C2h (2)

HCC‚ + HCCH f HCCH + ‚CCH D∞h/D2h (3)
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these difficulties in principle, in practice we found that even
tight convergence (10-12 on energies and 10-5 on gradients)
had little effect due to limitations in the 2002 version of the
program we used. We therefore attempted to identify and
suppress these numerical artifacts in our subsequent analysis.

Because electronic near-degeneracies may become important
as bonds are formed or broken,60-62 we performed full config-
uration interaction (full CI) computations for selected reactions
to determine the effect of higher-order electron correlations
beyond those included in the CCSD(T) method. For a given
basis set, full CI includes a complete treatment of all many-
body electron correlation effects, as it yields the exact solution
to the time-independent, nonrelativistic Schro¨dinger equation
within the space spanned by the one-particle orbital basis set.
Full CI computations were performed using the DETCI module63

of the PSI 3.2 package.64 The equation-of-motion (EOM)
CCSD65 bending potentials for ethynyl radical were also
generated using PSI 3.2,64 while all other EOM-CCSD excitation
energies were computed with ACES II.56

Experimental enthalpies of formation∆H f
o (298 K) for our

reactants and products are readily available,66 and they entail
relatively small uncertainties. These values have been used to
obtain heats of reaction,∆H (298 K), for the reactions
considered. To compare more directly with the experimental
thermochemical data, we have converted our ab initio bare
energy differences,∆E, into 0 K enthalpy differences,∆H
(0 K), by adding the zero-point vibrational energy correction
(∆ZPVE), estimated simply as one-half of the sum of the
(unscaled) vibrational frequencies. We also obtain 298 K
enthalpy differences,∆H (298 K), by adding finite temperature
corrections using the usual vibrational, rotational, and transla-
tional partition functions in conjunction with the harmonic
oscillator, rigid rotator, and particle-in-a-box models.

The phenomenological activation barriers,Ea, are determined
from experiment by an indirect process in which the reaction
rate, k, is obtained at a series of temperatures,T. Fitting the
temperature-dependent rate to a simple Arrhenius form,k(T) )
Ae-Ea/RT, the physical activation barrier can be determined. The
problem with this approach is that most rate-vs-temperature
relations do not fit the Arrhenius form for all temperature
regimes due to effects such as hydrogen tunneling and the strong
temperature dependence of the vibrational partition function
when there are low-frequency bending modes, and these
phenomena have been observed for most hydrogen abstraction
reactions using the ethynyl radical.67 We used experimental
activation barriers obtained from rate-vs-temperature data over
a temperature range of about 150-350 K for which the simple
Arrhenius form was suitable and for which reaction rates were
available.35,36,68-72 It must be stressed that these experimentally
deduced activation barriers depend on the temperature range
used for the Arrhenius fit70 and that this complicates a direct
comparison with reaction barriers computed quantum mechani-
cally.

To compare our “classical” activation barriers,∆Eq, with these
experimentally deduced activation energies,Ea, we first add
zero-point vibrational corrections and finite-temperature cor-
rections (as discussed above) to obtain∆Hq(T). Next, it follows
from transition state theory73 that for a reaction which undergoes
a change of∆nq in the number of molecules while going from
reactants to a transition state, the experimentalEa(T) is related
to ∆Hq(T) by

∆nq for these bimolecular hydrogen abstraction reactions is-1
because the two reactants form one complex in the transition
state.

One possible cause for a deviation from Arrhenius behavior
is quantum mechanical tunneling of hydrogen atoms through
classical barriers. The simplest approach to assess the role of
quantum tunneling is the Wigner correction to the reaction
rate.74,75 Given the magnitudeνt of the imaginary frequency
along the reaction coordinate at the transition state, the rate is
enhanced by a factor of

Note that this correction predicts tunneling to be faster through
thin barriers (with largeνt) than through wide barriers (small
νt), as one would expect. Because we are comparing activation
energies rather than rates, we may incorporate this correction
into our theoretical results as an effective barrier height lowering
by evaluating

wherey(T) ) (1/24)(hνt/kbT)2. As discussed below, this cor-
rection amounts to a few tenths of one kcal mol-1 for the
systems studied. Wigner-corrected activation energies will be
denotedEa - W.

3. Results and Discussion

3.1. Transition State Geometries.Vibrational normal-mode
analyses were performed to determine whether optimized
structures corresponded to minima, transition states, or higher-
order saddle points. For simplicity and for easier comparison
among different levels of theory, only direct collinear C-H-C
reaction coordinates were considered and symmetries were
constrained as given in reactions 1-8. However, for some
reactions at certain levels of theory, the true transition state
(having exactly one imaginary vibrational frequency) may occur
for lower-symmetry geometries than those considered. Table 1
reports those cases where the nominal (symmetry-constrained)
transition states have a Hessian index (number of imaginary
vibrational frequencies) greater than one. In these cases, the
smaller additional imaginary frequencies correspond primarily
to bending motions of the ethynyl radical (in some cases
symmetry requires this bend to be doubly degenerate). The CCH
bends may be weakly coupled to rotation-like motions of the
other reactant. For example, in the case of HCC‚ + C2H4, there
are actually three extra imaginary frequencies at the RMP2/cc-
pVDZ level of theory: one in-plane CCH bend and two out-
of-plane vibrations corresponding to symmetric and antisym-
metric combinations of the CCH bend coupled with a rotation
of C2H4 relative to the CCH.

For the reactions HCC‚ + H2 f HCCH + ‚H and HCC‚ +
HCCH f HCCH + ‚CCH, these extra imaginary frequencies
appear to be artifactual because they tend to disappear upon
using a larger basis set or a more robust level of theory. For
reactions of ethynyl with CH4, C2H4, (CH3)3CH, and C6H6, the
lower symmetry and/or larger size of the system made it difficult
to pursue vibrational frequency analysis with the larger cc-pVTZ
basis or the more reliable CCSD(T) method, and we were not
always able to obtain these data. In these cases, it is not clear
whether the extra imaginary frequencies are artifactual or not.
However, given that they may indeed be artifactual, and also

Ea(T) ) ∆Hq(T) + (1 - ∆nq)RT (9)

KW(T) ) 1 + 1
24(hνt

kbT)2

(10)

∆Ea ) - kb

dlnKW

d(1/T)
) - 2kbT

y(T)

1 + y(T)
(11)
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to ease comparisons among different levels of theory, we did
not pursue computationally expensive transition state searches
in lower symmetries, and any extra imaginary frequencies were
ignored in subsequent analysis. In cases where the Hessian index
was found to be greater than one, this means that our computed
classical barrier∆Eq will be an upper bound for that level of
theory. For the reaction HCC‚ + H2 f HCCH + ‚H only, at
the RMP2/cc-pVDZ level of theory, we followed one of the
degenerate 80i frequencies downhill to a bent transition state
which lies 0.4 kcal mol-1 lower in energy, giving a classical
barrier ∆Eq of 2.8 instead of 3.2 kcal mol-1. We expect that
lower-symmetry transition state searches in other cases would
yield similarly small energy lowerings but would not signifi-
cantly affect our analysis (indeed, for our purposes, it would
only complicate comparisons between different levels of theory).

Most of the nonsymmetric reactions have very small activa-
tion barriers and large negative enthalpies of reaction (see
below), so Hammond’s postulate76 would suggest an “early”
transition state with a geometry similar to that of the reactants.
Our theoretical results in Table 2 for the cc-pVDZ basis set
support this prediction. Using the MP2 or CCSD(T) methods,
nonsymmetric reactions feature a transition state geometry with

only a modest (0.03-0.06 Å) stretch in the breaking bond and
a fairly long distance (1.6-2.3 Å) for the forming bond. The
symmetric reactions, on the other hand, are expected to feature
symmetric transition states with equal bond lengths for the
forming and breaking bonds. This is what is observed except
for the RMP2 method, where nonsymmetric transition states
are discovered. Figure 1 displays a contour diagram of the
potential energy surface for H‚ + H2 f H2 + H‚ at the RMP2/
cc-pVDZ level of theory. The surface features a shallow local
minimum at symmetric geometries, with two symmetry-
equivalent, nonsymmetric transition states on either side. We
view this curious result as purely artifactual, and we note that
ROHF references have led to other cases of unphysical results
in the literature, including the classic example of the allyl
radical.77,78The more robust CCSD(T) method yields symmetric
transition states for ROHF orbitals.

Except for the anomalous asymmetric transition states
predicted by RMP2, the transition state geometries for the
symmetric reactions are fairly similar (within 0.02 Å for bonds
to the abstracted hydrogen) no matter which theoretical method
is used. Computed transition state geometries for the nonsym-
metric reactions, however, differ significantly depending on the
theoretical method and whether restricted or unrestricted orbitals
are used, except for CCSD(T), which is generally insensitive
to the choice of orbitals. UB3LYP and RB3LYP, which suffer
from significant self-interaction errors at nonequilibrium ge-
ometries, yield geometries that greatly differ from the other
theoretical estimates. Overall, the results from Table 2 under-
score the need to exercise caution in choosing theoretical
methods to study bond-breaking reactions, and they indicate
that the robust CCSD(T) method appears (not surprisingly) to
be the most reliable of those considered here for computing
accurate transition state geometries of hydrogen abstraction
reactions. Of course even CCSD(T) may break down for more
difficult bond-breaking reactions,60 and the effect of electron
correlation beyond CCSD(T) is explored below.

3.2. Symmetric Reactions.Barrier heights for the sym-
metric hydrogen transfer reactions are presented in Table 3
for several theoretical methods and basis sets. Basis set effects
are fairly small for MP2 and CCSD(T), with barrier heights
typically decreasing by a few tenths of one kcal mol-1 upon
improvement of the basis set. UMP2 results for HCC‚ + HCCH
are out of line with this general trend and show a larger basis
set effect of∼3 kcal mol-1. Surprisingly, basis set effects in
the symmetric reactions are larger for DFT, which is typically
rather insensitive to basis set improvements. In contrast to the
ab initio results, the DFT barriers tend to increase as larger basis
sets are used.

TABLE 1: Nominal Transition States Having More than
One Imaginary Vibrational Frequencya

level of theory Hessian index imag. freqs comment

HCC‚ + HCCH f HCCH + ‚CCHb

RMP2/DZ 3 1640i,59i,59i basis set effect
RMP2/TZ 1 1659i
RB3LYP/DZ 3 1293i,88i,88i
RB3LYP/TZ 3 1428i,56i,56i
UB3LYP/DZ 3 1205i,35i,35i
UB3LYP/TZ 3 1342i,12i,12i

HCC‚ + H2 f HCCH + ‚Hc

RMP2/DZ 3 640i,80i,80i basis set effect
RMP2/TZ 1 606i
RCCSD(T)/DZ 3 571i,92i,92i basis set effect
RCCSD(T)/TZ 1 527i
UCCSD(T)/DZ 3 587i,68i,68i basis set effect
UCCSD(T)/TZ 1 540i

HCC‚ + CH4 f HCCH + ‚CH3

RMP2/DZ 3 257i,63i,63i
RMP2/TZ 3 224i
RCCSD(T)/DZ 3 247i,74i,74i
UMP2/DZ 3 282i,34i,34i basis set effect
UMP2/TZ 3 257i
UCCSD(T)/DZ 3 259i,50i,50i
UBHLYP/DZ 1 96i
UBHLYP/TZ 1 140i

HCC‚ + C2H4 f HCCH + ‚C2H3

RMP2/DZ 4 281i,143i,51i,20i
RMP2/TZ 4 251i,105i,72i,36i
RCCSD(T)/DZ 2 265i,95i,44i
UMP2/DZ 2 487i,45i
UCCSD(T)/DZ 2 291i,65i

HCC‚ + HC(CH3)3 f HCCH + ‚C(CH3)3

RMP2/DZ 3 45i,35i,22i
UMP2/DZ 3 77i,32i,32i

HCC‚ + C6H6 f HCCH + ‚C6H5

RMP2/DZ 3 190i,113i,45i
UMP2/DZ 2 241i,62i

a At least in some cases, the additional imaginary frequencies tend
to disappear at more reliable levels of theory and are considered arti-
factual; see text.b Only one imaginary frequency for RMP2/TZ, UMP2/
DZ, RCCSD(T)/DZ, UCCSD(T)/DZ, RBHLYP/DZ, RBHLYP/TZ,
UBHLYP/DZ, and UBHLYP/TZ.c Only one imaginary frequency for
RMP2/TZ, UMP2/DZ, UMP2/TZ, RCCSD(T)/TZ, UCCSD(T)/TZ,
RBHLYP/DZ, RBHLYP/TZ, UBHLYP/DZ, UBHLYP/TZ, UBHLYP/
QZ.

Figure 1. RMP2/cc-pVDZ Potential Energy Surface (in a.u.) for H‚
+ H 2 f H2 + H.

Hydrogen Abstraction from Hydrocarbon Systems J. Phys. Chem. A, Vol. 110, No. 38, 200611163



Comparing the theoretical methods to each other, we see that
UMP2 significantly overestimates barrier heights, and UB3LYP

and UBHLYP significantly underestimate them, compared to
the more reliable UCCSD(T) results; the differences are several

TABLE 2: Transition State Geometries (Å) of the Type R1-H-R2, Using the cc-pVDZ Basis Seta

MP2 B3LYP BHLYP CCSD(T)

transition state R(R1-H) R(H-R2) R(R1-H) R(H-R2) R(R1-H) R(H-R2) R(R1-H) R(H-R2)

UHF REFERENCE
H-H-H 0.932 0.932 0.947 0.947 0.939 0.939 0.943 0.943
CH3-H-CH3 1.330 1.330 1.350 1.349 1.340 1.341 1.344 1.344
HCC-H-CCH 1.269 1.269 1.282 1.282 1.273 1.273 1.281 1.281
H-H-CCH 0.783 1.740 0.762 2.866 0.767 1.950 0.793 1.722
CH3-H-CCH 1.135 1.724 1.100 3.504 1.112 1.907 1.148 1.678
C2H3-H-CCH 1.152 1.580 1.155 1.610
(CH3)3C-H-CCH 1.117 2.093 1.117 2.205
C6H5-H-CCH 1.145 1.613 1.150 1.625

ROHF REFERENCE
H-H-H 0.984 0.886 0.942 0.942 0.930 0.930 0.943 0.943
CH3-H-CH3 1.416 1.266 1.347 1.347 1.334 1.334 1.344 1.344
HCC-H-CCH 1.392 1.187 1.280 1.280 1.269 1.269 1.282 1.282
H-H-CCH 0.782 1.760 0.764 2.564 0.777 1.777 0.792 1.729
CH3-H-CCH 1.128 1.770 1.147 1.684
C2H3-H-CCH 1.129 1.713 1.151 1.627
(CH3)3C-H-CCH 1.112 2.254 1.117 2.235
C6H5-H-CCH 1.125 1.736 1.146 1.642

a R(R1-H) and R(H-R2) bond distances can be compared with R(H-H) ≈ 0.74 Å and R(C-H) ≈ 1.09 Å for the reactants and products.

TABLE 3: Barrier Heights (kcal mol -1) for Symmetric Reactions Using UHF and ROHF References

MP2 B3LYP BHLYP CCSD(T)

DZ TZ QZ DZ TZ QZ DZ TZ QZ DZ TZ QZ expt.

UHF REFERENCE

H2 + H f H + H2

∆Eq 13.3 13.2 13.0 3.0 4.1 4.1 5.5 6.5 6.5 10.3 10.0 9.8
∆Hq(0) 12.6 12.5 12.2 2.0 3.1 3.1 4.7 5.6 5.7 9.6 9.3 9.0
∆Hq(298) 11.8 11.7 11.4 1.1 2.3 2.3 3.9 4.8 4.8 8.8 8.4 8.2
Ea(298) 13.0 12.8 12.6 2.3 3.5 3.5 5.1 6.0 6.0 10.0 9.6 9.3 9.7a

Ea(298)- W 12.0 11.9 11.7 2.1 3.0 3.1 4.5 5.4 5.4 9.2 8.8 8.5 9.7a

CH3‚ + CH 4 f CH4 + ‚CH3

∆Eq 18.9 18.8 13.7 17.1 17.8 19.5 18.1 17.8
∆Hq(0) 18.6 18.4 13.2 16.6 17.4 19.0 17.7 17.4b

∆Hq(298) 17.9 17.8 12.6 16.1 16.8 18.5 17.1 16.7b

Ea(298) 19.1 19.0 13.8 17.3 18.0 19.6 18.2 17.9b 14.3c

Ea(298)- W 18.1 18.0 13.0 16.4 17.0 18.7 17.3 17.0b 14.3c

HCC‚ + HCCH f HCCH + ‚CCH
∆Eq 20.2 17.0 7.4 11.3 11.8 13.3 13.1 11.7
∆Hq(0) 20.2 17.1 5.0 8.2 8.7 10.2 10.5 9.1b

∆Hq(298) 20.2 17.0 4.8 7.4 8.9 10.4 10.6 9.3b

Ea(298) 21.4 18.2 5.9 8.6 10.1 11.6 11.8 10.4b N/A
Ea(298)- W 20.4 17.2 5.2 7.8 9.3 10.7 11.0 9.6b N/A

ROHF REFERENCE

H2 + H f H + H2

∆Eq 13.1 12.8 12.5 4.8 5.9 5.9 8.5 9.4 9.5 10.4 10.1 9.8
∆Hq(0) 12.5 12.1 11.8 3.8 4.9 5.0 7.8 8.7 8.7 9.7 9.3 9.0
∆Hq(298) 11.7 11.3 11.0 3.0 4.1 4.1 7.0 7.8 7.9 8.9 8.5 8.2
Ea(298) 12.9 12.5 12.2 4.2 5.3 5.3 8.2 9.0 9.1 10.0 9.7 9.5 9.7a

Ea(298)- W 11.9 11.5 11.2 3.6 4.6 4.6 7.3 9.9 8.2 9.2 8.9 8.6 9.7a

CH3‚ + CH 4 f CH4 + ‚CH3

∆Eq 16.1 15.9 14.2 16.1 19.4 21.1 18.2 17.9
∆Hq(0) 15.7 15.4 13.8 15.6 19.1 20.8 17.8 17.5b

∆Hq(298) 15.0 14.8 13.2 15.1 18.5 20.1 17.2 16.9b

Ea(298) 16.2 16.0 14.4 16.2 19.6 21.3 18.4 18.1b 14.3c

Ea(298)- W 15.3 15.1 13.5 15.4 18.7 20.3 17.5 17.2b 14.3c

HCC‚ + HCCH f HCCH + ‚CCH
∆Eq 9.9 8.7 8.1 9.8 13.7 15.2 12.6 11.5
∆Hq(0) 7.1 6.1 5.6 7.6 10.8 12.2 10.2 9.0b

∆Hq(298) 6.1 6.2 5.4 7.3 11.0 12.5 10.1 8.9b

Ea(298) 7.3 7.4 6.6 8.5 12.2 13.6 11.3 10.1b N/A
Ea(298)- W 6.5 6.6 7.1 7.9 11.3 12.7 10.7 9.5b N/A

a Reference 68.b ∆ZPVE, thermal, and Wigner tunneling corrections evaluated at CCSD(T)/cc-pVDZ level.c Reference 69.
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kcal mol-1. The difference among theoretical predictions is
particularly surprising for the reaction H2 + ‚H f H‚ + H2,
given that this is only a three-electron system. Large basis set
UCCSD(T) computations should be nearly exact for this
problem (see comparison to full CI below), and they yield values
for ∆Eq around 10 kcal mol-1. The UMP2 values, on the other
hand, are around 13 kcal mol-1, whereas UB3LYP/cc-pVQZ
and UBHLYP/cc-pVQZ predict a mere 4.1 and 6.5 kcal mol-1,
respectively. New density functionals that are designed to predict
better hydrogen abstraction barriers do improve on B3LYP at
least. In a study by Truhlar and co-workers,51 two such
functionals MPW1K and MPW1PW91, using the 6-31+G(d,p)
basis set, predict∆Eq of 7.2 and 5.9 kcal mol-1, respectively.

For the reaction HCC‚ + HCCH f HCCH + ‚CCH, in the
cc-pVDZ basis, UMP2 overestimates and UB3LYP underesti-
mates the UCCSD(T) classical barrier∆Eq by as much as 7
and 5 kcal mol-1, respectively. On the other hand, these UMP2
and UB3LYP errors become significantly smaller (5.3 and 0.4
kcal mol-1, respectively) in the cc-pVTZ basis set. Our UCCSD-
(T)/cc-pVTZ value of 11.7 kcal mol-1 for ∆Eq(0) compares well
with the result of 12.1 obtained by Nguyen and co-workers35

using at the MPW1K/6-311++G(3df,2p)//MPW1K/6-311++G-
(d,p) level of theory. On the other hand, there is a somewhat
larger discrepancy than one might expect with Nguyen’s result37

of 13.9 kcal mol-1 at the CCSD(T)-fc/6-311++G(d,p)//B3LYP/
6-311++G(d,p) level of theory. Our preliminary investigations
suggest that around half of this difference arises because Nguyen
frozen core electrons, whereas we correlated all electrons
because some of our computations employed software without
frozen-core gradient capabilities; it is generally preferable to
freeze core electrons when possible in studies using basis sets
such as cc-pVTZ, which lack core correlating functions. This
frozen core effect appears to be larger than one might have
expected, and indeed our exploratory computations indicate it
is significantly smaller (a few tenths of one kcal mol-1) for
other reactions and levels of theory considered here. The
remaining difference is between our value and Nguyen’s is likely
due to the differences in the basis set and small differences in
geometries. Compared to the reactions of H2 + ‚H or HCC‚ +
HCCH, discrepancies between theoretical results are much less
pronounced for CH4 + ‚CH3, on the order of 1-2 kcal mol-1

for the triple-ú basis set [although the UB3LYP value remains
4 kcal mol-1 below UCCSD(T) for the cc-pVDZ basis set].

The overestimation of barrier heights by UMP2 is not
surprising given that it will have difficulty describing the
transition state, which features stretched bonds and a larger
degree of nondynamical electron correlation (electronic near-
degeneracies) than the reactants. The underestimation of barrier
heights by DFT is a well-known phenomenon related to the
errors in the self-interaction energy.79-81 Self-interaction errors
become large for structures away from equilibrium like transition
states. An increase in the exact Hartree-Fock exchange from
0% in pure DFT to 20% in B3LYP to 50% in BHLYP leads to
better error cancellation between the reactants and transition
states for the computation of barrier heights.80,82,83

Using restricted orbitals causes most of the DFT barrier
heights∆Eq to increase. This significantly improves results for
the reaction of H2 with H, but for the other two symmetric
reactions the RBHLYP barriers are overestimated compared to
RCCSD(T). As we found above for transition state geometries,
the CCSD(T) results are not very sensitive to the choice of UHF
or ROHF reference, but the UMP2 and RMP2 barriers differ
by as much as 10 kcal mol-1 for the reaction of HCC‚ with
HCCH, the RMP2 results being closer to those from CCSD-

(T). We find that UMP2 suffers greatly from spin contamination
for this reaction, as discussed in more detail below.

Zero-point vibrational energy corrections and thermal cor-
rections are typically similar for different levels of theory for
the symmetric reactions, although there are some significant
differences for the reaction of HCC‚ with HCCH. In that case,
UMP2 predicts anomalously small∆ZPVE and thermal cor-
rections; the other methods are in general agreement with each
other, but∆ZPVE can range from 2.2 kcal mol-1 (RB3LYP/
cc-pVTZ) to 3.1 kcal mol-1 (UBHLYP/cc-pVTZ). As mentioned
in the next section, the ethynyl radical has a challenging
electronic structure, making the accurate prediction of geom-
etries and vibrational frequencies more difficult than normal.

We may compare the theoretical results to experimentally
deduced activation energies,Ea, obtained by fitting reaction rates
to an assumed Arrhenius form, although it must be kept in mind
that these experimental values are subject to some uncertainty
(see Section 2). These difficulties notwithstanding, we observe
that the UCCSD(T)/cc-pVQZ value forEa(298) is within 0.4
kcal mol-1 of experiment for the H2 + H‚ reaction, which
represents excellent agreement for a barrier height. Indeed, this
agreement may be partially fortuitous, because the Wigner
tunneling correction reduces the effective computed barrier and
increases the error at this level of theory by 0.8 kcal mol-1.
Because UCCSD(T)/cc-pVQZ computations will closely ap-
proach the Born-Oppenheimer limit for a three electron system,
we ascribe the majority of this error to the approximate nature
of the Wigner tunneling correction and to the inherent difficulties
in comparing quantum barrier heights to phenomenologically
deduced experimentalEa values, as discussed previously. We
conclude that more accurate comparisons between theory and
experiment would appear to require going beyond simple
transition state theory to more sophisticated dynamical treat-
ments (including tunneling corrections), which could be used
to compute reaction rates which may be compared directly with
experiment.

For the reaction of methane with methyl radical, there is a
larger disagreement of about 3.6 kcal mol-1 between experiment
and UCCSD(T)/cc-pVTZ forEa. In this case, the theoretical
results are in general agreement with each other, and they also
agree with previous theoretical estimates in the literature.17,31,84,85

For example, robust composite methods such as W1, G3X, and
CBS-QB3 predict∆Hq(0) to be 17.5, 18.4, and 17.3 kcal mol-1,
respectively,84 compared to our UCCSD(T)/cc-pVTZ result for
of 17.4 kcal mol-1. The Wigner tunneling correction reduces
the discrepancy between experiment and our UCCSD(T)/cc-
pVTZ result forEa to 2.7 kcal mol-1 (or 2.9 kcal mol-1 when
restricted orbitals are used). Given that improvements in the
basis set tend to decrease the CCSD(T) activation energies, this
disagreement would likely be reduced by an additional few
tenths of a kcal mol-1 by larger basis set computations. The
remaining disagreement is likely due to the unavoidable
difficulties in comparing experimental and theoreticalEa values,
non-Arrhenius behavior of the reaction, errors in the Wigner
tunneling correction, and/or possibly some uncertainty in the
experimental value.

3.3. Nonsymmetric Reactions.All the nonsymmetric reac-
tions we have studied involve ethynyl radical abstracting a
hydrogen from representative hydrocarbon systems, namely H2,
CH4, C2H4, HC(CH3)3, and C6H6. As the electronic structure
of the ethynyl radical is a challenging subject of its own, we
will begin our discussion of nonsymmetric abstraction reactions
with an overview of literature on the ethynyl radical.

3.3.1. Ethynyl Radical (‚CCH). The ethynyl radical has been
the subject of numerous theoretical and experimental studies
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mainly because of its abundance in interstellar space86,87 and
importance in combustion chemistry.88 The nontrivial electronic
spectrum89-91 and hyperfine structure92 have been explored
extensively. One of the notable features of the ethynyl radical
is that the A2Π excited electronic state lies only 3692 cm-1

(0.458 eV) above the ground X2Σ+ state.93,94 This state arises
from the promotion of one of the electrons in the filledπ orbitals
to the half-filled carbon sigma radical orbital,‚‚‚1π45σ1 f ‚‚
‚1π35σ2. Previous theoretical studies have examined potential
energy surfaces of some of the low-lying electronic states of
CCH,91,95-97 including the conical intersection between the X
2Σ+ and A 2Π states which occurs for stretched C-H bond
lengths.98 Figure 2 shows the bending potentials of some of the
low-lying doublet states of CCH computed using equation-of-
motion (EOM) CCSD65 in conjunction with the large cc-pVQZ
basis set. Note that the A2Π state exhibits Renner-Teller
splitting along the bending coordinate into2A′ and 2A′′
components.91,96 However, the minimum-energy configuration
of the A 2Π state, like that of the X2Σ+ state, is linear.

The close proximity of the X2Σ+ and A 2Π states in the
ethynyl radical presents challenges for experimentalists and
theoreticians alike. From an experimental standpoint, complex
vibronic couplings have hampered efforts to find a unique
absorption peak to monitor the presence and concentration of
the radical in, for example, kinetics experiments.67 In theoretical
studies, the strong vibronic coupling and conical intersection
between the X2Σ+ and A 2Π states can complicate the
computation of spectra or reaction dynamics. In addition,
although Hartree-Fock and post-Hartree-Fock methods cor-
rectly predict CCH to be linear, “pure” gradient-corrected
functionals such as BP86, BLYP and PWP86 predict a bent
structure with a C-C-H angle of about∼160°.99 Hybrid
functionals with minor fractions of Hartree-Fock exchange also
yield a bent structure when small basis sets are used. We
therefore choose BHLYP as a more reliable functional in this
case. A highly accurate and conclusive ab initio study of the
isolated ethynyl radical has been performed by Szalay et al.100

using a variety of multireference and other highly correlated
methods in conjunction with very large basis sets. Our best
CCSD(T) bond lengths for‚CCH are within a few thousandths
of an angstrom of the benchmark results of Szalay et al.

3.3.2. Activation Energies.Due to the high hydrogen affinity
of the ethynyl radical, one would expect that the barriers for
abstracting hydrogen from most hydrocarbons would be rather
low, and that the abstraction process would proceed very
quickly. Indeed, that is exactly what our calculations yield; our
best estimates of the activation energies aree4 kcal mol-1 for
the five representative nonsymmetric reactions we studied.

Theoretical results using unrestricted and restricted references
are presented in Tables 4 and 5, respectively. UB3LYP and
UBHLYP continue the pattern of underestimating barriers, and
in most nonsymmetric reactions where the barriers are already
very small, they predict a barrierless path to the products. The
tables contain dashes in those cases where we were unable to
find a transition state corresponding to a collinear hydrogen
abstraction reaction.

The larger cc-pVTZ basis set generally lowers classical
barriers∆Eq by about 1 kcal mol-1 compared to cc-pVDZ for
RMP2 and UMP2 for the reaction of ethynyl with H2 or CH4,
but it has a smaller effect (a few tenths of 1 kcal mol-1) for the
DFT results. A more substantial basis set effect of 2.5 kcal mol-1

for ∆Eq is observed for UMP2 in the reaction of ethynyl radical
with ethylene. MP2 generally provides∆Eq values within a few
tenths of one kcal mol-1 of the more reliable CCSD(T) values,
although larger discrepancies exist, particularly a difference of
2.9 kcal mol-1 for the reaction of ethynyl radical with ethylene
when using unrestricted orbitals. When DFT succeeds in finding
a reaction barrier, the activation energies are underestimated
compared to CCSD(T) but are generally in better agreement
than for the symmetric reactions where the barriers are larger.

In a few instances for these nonsymmetric reactions with very
low barriers, ZPVE or temperature corrections to the classical
barriers∆Eq yield enthalpy changes∆Hq which actually become
negative. This occurs because we have located the transition
states using the classical (Born-Oppenheimer) potential surface,
with subsequent determination of enthalpy corrections. More
sophisticated approaches may seek to find transition states on
enthalpy or free-energy surfaces determined at the appropriate
temperature.101For present purposes, such results simply confirm
that the reaction barriers are very low, if they exist at all.

In the case of‚CCH + HC(CH3)3, we find the somewhat
surprising result that even the classical barrier∆Eq is negative
(-0.4 at the UMP2/cc-pVDZ level of theory). When the
reactants approach each other, they form a weakly bound van
der Waals complex that is lower in energy than the separated
reactants. As the reactants get even closer, they go over a barrier
which has a higher energy than that of the van der Waals
complex but a lower energy than that of the separated reactants;
hence, the difference in energies between separated reactants
and the transition state yields a “negative” barrier. This situation
is illustrated schematically in Figure 3. At the UMP2/cc-pVDZ
level of theory, a van der Waals complex with a well depth of
0.6 kcal mol-1 is formed when the ethynyl radical is 2.66 Å
away from the active hydrogen, while the transition state (0.2
kcal mol-1 above the van der Waals minimum but 0.4 kcal
mol-1 below the separated reactants) is observed at 2.09 Å. Our
theoretical findings are in agreement with the experimentally
measured negative temperature dependence of the rate of this
reaction and the associated experimentally deduced negative
barrier (-0.1 kcal mol-1).72 Based on similar observations for
the reaction CN+ C2H6, Sims et al.102 suggest a mechanism
involving the formation of a bound transient van der Waals
complex. It is possible that similar van der Waals complexes
may form in some of the other reactions we have studied, but
that they are difficult to locate due to the very flat nature of the
surface. Preliminary searches failed to locate a similar van der
Waals complex in the reaction of ethynyl radical with methane,
even when augmenting the basis set with diffuse functions
(MP2/aug-cc-pVDZ). We do not rule out the possibility that
these complexes may exist in some of the other reactions
studied, but as they are not a focus of our study, we did not
pursue them further.

Figure 2. EOM-CCSD/cc-pVQZ bending potential for the four lowest-
lying states of CCH. R(C-C))1.200 Å, R(C-H))1.060 Å.
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For the reaction of ethynyl radical with H2, activation energies
Ea(298)- Wpredicted at the CCSD(T)/cc-pVTZ level (3.5 and
3.8 kcal mol-1 with unrestricted and restricted orbitals, respec-
tively) are higher than the experimentally derived barrier70 of
1.98( 0.11 kcal mol-1 for the temperature range of 178-359
K. Our UCCSD(T)/cc-pVTZ predicted∆Hq(0) value of 3.0 kcal
mol-1 compares well to other high level theoretical works
reported in the literature. In particular, UCCSD(T)/aug-cc-
pVTZ//UCCSD(T)/6-311++G(2df,2p), G2//UQCISD6-311+G-
(d,p), and QCISD/cc-pVTZ predict∆Hq(0) for this reaction to
be 3.1,36 2.5,103 and 2.9 kcal/mol,104 respectively.

For the reaction of ethynyl radical with CH4, the tunneling
corrected activation barrier,Ea(298)- W, computed at RCCSD-
(T)/cc-pVTZ level [with vibrational frequencies evaluated at
the RCCSD(T)/cc-pVDZ level] only differs by 0.6 kcal mol-1

from experiment. The corresponding value for∆Hq(0), 1.7 kcal
mol-1, is somewhat smaller than the comparable literature

value35,105 of 2.6 kcal mol-1 at the CCSD(T)/aug-cc-pVTZ//
CCSD(T)/6-31G(d,p)+ZPVE[UMP2/6-311++G(3df,2p)] level
of theory, and noticeably smaller than MPW1K/6-311++G-
(3df,2p)//MPW1K/6-311++G(d,p) value of 4.7 kcal mol-1.

Hydrogen abstraction from isobutane by the ethynyl radical
is of particular importance since isobutane has been used as a
cluster model to represent diamond C(111) surface.38,106,107The
absence of a hydrogen abstraction barrier for this reaction would
thus indicate that ethynyl radical or any tool with an ethynyl
radical tip should serve as a convenient abstraction tool.17

Finally, the reaction of ethynyl radical with benzene can serve
as a good model for hydrogen abstraction from delocalizedπ
systems. For both restricted and unrestricted orbitals, MP2/cc-
pVDZ and CCSD(T)/cc-pVDZ yieldEa(298) - W values in
the range of 1.5 to 2.3 kcal mol-1. However, using the larger
cc-pVTZ basis for MP2 lowersEa(298)- W to 0.8 kcal mol-1

for unrestricted orbitals, and it actually becomes negative (-0.5

TABLE 4: Thermodynamic Quantities (kcal mol-1) for Nonsymmetric Reactions Using UHF Referencesa

MP2 B3LYP BHLYP CCSD(T)

DZ TZ DZ TZ DZ TZ DZ TZ expt

HCC‚ + H2 f HCCH + ‚H
∆Eq 3.5 2.5 - - 0.6 1.0 3.4 2.0
∆Hq(0) 3.8 3.3 - - 1.0 1.5 3.7 3.0
∆Hq(298) 3.7 2.9 - - 1.2 1.4 2.4 2.6
Ea(298) 4.9 4.1 - - 2.4 2.6 3.6 3.8 2.0b

Ea(298)- W 4.5 3.8 - - 2.3 2.5 3.3 3.5 2.0b

∆E -46.7 -46.8 -30.7 -30.0 -31.4 -30.8 -29.4 -31.5
∆H(0) -47.5 -47.6 -28.3 -28.4 -29.9 -29.5 -28.0 -30.4
∆H(298) -47.8 -48.0 -28.6 -29.3 -30.5 -30.1 -28.7 -31.0 -28.9c

HCC‚ + CH4 f HCCH + ‚CH3

∆Eq 2.6 1.4 - - 0.3 0.8 2.4
∆Hq(0) 1.6 1.0 - - 0.3 0.5 1.7
∆Hq(298) 1.4 1.1 - - 0.5 0.7 1.8
Ea(298) 2.6 2.3 - - 1.7 1.9 2.9 1.0d

Ea(298)- W 2.5 2.2 - - 1.7 1.8 2.9 1.0d

∆E -37.9 -39.1 -27.8 -29.1 -28.6 -29.9 -24.8 -27.8e

∆H(0) -41.9 -43.0 -28.3 -30.4 -30.4 -31.9 -26.8 -29.8e

∆H(298) -41.5 -42.6 -27.8 -30.5 -30.3 -31.7 -26.7 -29.8e -28.2c

HCC‚ + C2H4 f HCCH + ‚C2H3

∆Eq 6.0 3.5 - - 0.9 1.6 3.1
∆Hq(0) 5.7 3.2f - - 0.1 0.4 1.7
∆Hq(298) 6.1 3.6f - - 0.4 0.6 1.5
Ea(298) 7.2 4.8f - - 1.6 1.8 2.6 N/A
Ea(298)- W 7.0 4.6f - - 1.6 1.8 2.6 N/A
∆E -26.8 -28.2 -23.3 -24.4 -23.0 -23.9 -19.2 -21.8
∆H(0) -29.4 -30.8 -23.5 -25.4 -24.4 -25.5 -20.4 -23.5
∆H(298) -29.1 -30.5 -23.2 -25.6 -24.3 -25.4 -20.6 -23.4 -21.8c

HCC‚ + HC(CH3)3 f HCCH + ‚C(CH3)3

∆Eq -0.4 0.0 - - - - -0.6
∆Hq(0) -0.7 -0.4f - - - - -1.0f

∆Hq(298) -1.1 -0.7f - - - - -1.3f

Ea(298) 0.1 0.5f - - - - -0.2f -0.1h

Ea(298)- W 0.1 0.4f - - - - -0.2f -0.1h

∆E -44.5 -45.5 -39.3 -40.7 -37.1 -39.7 -32.3
∆H(0) -48.1 -49.1f -39.9 -41.2g -38.9 -41.5g -35.9f

∆H(298) -47.5 -48.5f -39.1 -40.5g -38.4 -41.1g -35.2f -36.6c

HCC‚ + C6H6 f HCCH + ‚C6H5

∆Eq 3.1 1.6 - - - - 2.3
∆Hq(0) 1.1 -0.4f - - - - 0.2f

∆Hq(298) 1.2 -0.3f - - - - 0.4f

Ea(298) 2.4 0.9f - - - - 1.6f 0i

Ea(298)- W 2.3 0.8f - - - - 1.5f 0i

∆E -7.7 -11.0 -21.8 -23.0 -21.0 -22.1 -15.8
∆H(0) -7.3 -10.6f -21.2 -22.4g -21.6 -22.7g -15.4f

∆H(298) -7.3 -10.7f -20.9 -22.1g -21.6 -22.7g -15.5f -21.9c

a “-” indicates the absence of a transition state (barrier) corresponding to a collinear hydrogen abstraction.b Reference 70.c Reference 66.
d Reference 71.e ∆ZPVE, thermal, and Wigner tunneling corrections evaluated at UCCSD(T)/cc-pVDZ level.f ∆ZPVE, thermal, and Wigner tunneling
corrections evaluated at UMP2/cc-pVDZ level.g ∆ZPVE and thermal corrections evaluated using the cc-pVDZ basis set.h Reference 72.i Reference
108.
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kcal mol-1) for restricted orbitals (the “negative” barrier here
is, again, simply a consequence of locating the transition state
on the Born-Oppenheimer surface, and the approximate nature
of the Wigner tunneling correction). These rather small barriers
are in general agreement with experimental work108 suggesting
that this reaction has no barrier.

3.3.3. Enthalpies of Reaction.So far, we have focused on
activation energies, where direct comparison between theory
and experiment is difficult. Let us now turn to enthalpies of
reaction ∆H, where comparison with experiment is more
straightforward. Here we will compare theoretical values of the
reaction enthalpies at 298 K,∆H(298), against the corresponding
experimental values obtained from addition and subtraction of
standard heats of formation,∆Hf

o(298). For the symmetric
reactions, of course the reaction enthalpies are zero by definition.
For the nonsymmetric reactions, results are presented in Tables
4 and 5.

As shown in the tables, B3LYP, BHLYP, and CCSD(T)
predict enthalpies of reaction that agree reasonably well with
experiment. For most reactions,∆H(298) calculated using
CCSD(T) matches experiment within about 2 kcal mol-1. Larger
differences are seen for the reaction of ethynyl radical with
benzene, or for the reaction of ethynyl radical with isobutane
(when using restricted orbitals). Our results confirm a previous
observation83 that the BHLYP functional, while improving on
abstraction barriers predicted by B3LYP, leads to somewhat
larger errors for the reaction enthalpies. In general, B3LYP
enthalpies of reaction are in better agreement with experiment
while the BHLYP predictions deviate from their B3LYP
counterparts by up to 2.7 kcal mol-1.

It is surprising to note that UMP2 gives estimates of∆H(298)
that are 8-20 kcal mol-1 lower than the corresponding
experimental values (see Table 4); additionally, this anomaly
does not disappear when the larger cc-pVTZ basis is used.

TABLE 5: Thermodynamic Quantities (kcal mol-1) for Nonsymmetric Reactions Using ROHF Referencesa

MP2 B3LYP BHLYP CCSD(T)

DZ TZ DZ TZ DZ TZ DZ TZ expt

HCC‚ + H2 f HCCH + ‚H
∆Eq 3.2 2.1 - - 1.4 1.8 3.5 2.3
∆Hq(0) 3.8 3.1 - - 2.0 2.4 4.3 3.3
∆Hq(298) 2.3 2.7 - - 1.9 2.2 2.7 2.9
Ea(298) 3.5 3.9 - - 3.1 3.4 3.9 4.0 2.0b

Ea(298)- W 3.2 3.6 - - 2.9 3.2 3.6 3.8 2.0b

∆E -35.5 -36.9 -32.1 -31.4 -33.3 -32.8 -28.6 -30.9
∆H(0) -33.6 -35.7 -29.8 -29.0 -31.7 -31.4 -26.6 -29.5
∆H(298) -34.6 -36.4 -30.1 -29.3 -32.4 -32.0 -27.7 -30.2 -28.9c

HCC‚ + CH4 f HCCH + ‚CH3

∆Eq 1.8 0.7 - - 1.0 1.6 2.6 2.2
∆Hq(0) 1.5 0.4 - - 1.0 1.2 2.2 1.7d

∆Hq(298) 0.5 -0.6 - - 1.3 1.5 0.9 0.5d

Ea(298) 1.7 0.6 - - 2.5 2.6 2.1 1.7d 1.0e

Ea(298)- W 1.6 0.5 - - 2.4 2.6 2.0 1.6d 1.0e

∆E -26.7 -29.5 -28.3 -29.5 -29.3 -30.6 -24.1 -27.2
∆H(0) -28.0 -31.2 -28.8 -30.0 -31.1 -32.5 -25.4 -29.0
∆H(298) -28.3 -31.2 -28.4 -29.6 -31.0 -32.3 -25.8 -29.0 -28.2c

HCC‚ + C2H4 f HCCH + ‚C2H3

∆Eq 2.3 1.0 - - 1.9 2.7 2.7
∆Hq(0) 1.3 -0.1f - - 0.7 1.1 1.7
∆Hq(298) -0.1 -1.4f - - 0.9 1.3 0.5
Ea(298) 1.1 -0.2f - - 2.1 2.5 1.7 N/A
Ea(298)- W 1.0 -0.3f - - 2.0 2.5 1.7 N/A
∆E -20.5 -22.7 -23.8 -24.8 -23.6 -24.5 -18.8 -21.5
∆H(0) -21.2 -24.7 -24.0 -24.8 -24.7 -25.8 -19.5 -22.6
∆H(298) -21.6 -24.5 -23.6 -24.5 -24.8 -25.8 -20.0 -22.7 -21.8c

HCC‚ + HC(CH3)3 f HCCH + ‚C(CH3)3

∆Eq -0.8 - - - - -0.4
∆Hq(0) -0.8 - - - - -0.4f

∆Hq(298) -1.3 - - - - -0.9f

Ea(298) -0.1 - - - - 0.3f -0.1h

Ea(298)- W -0.2 - - - - 0.2f -0.1h

∆E -33.6 -36.2 -39.8 -41.1 -39.0 -40.2 -31.5
∆H(0) -34.7 -37.3f -40.3 -41.6g -40.5 -41.7g -32.6f

∆H(298) -34.7 -37.3f -39.6 -40.9g -40.2 -41.3g -32.6f -36.6c

HCC‚ + C6H6 f HCCH + ‚C6H5

∆Eq 1.6 0.0 - - - - 2.0
∆Hq(0) 0.7 -0.9f - - - - 1.1f

∆Hq(298) -0.1 -1.6f - - - - 0.4f

Ea(298) 1.1 -0.4f - - - - 1.6f 0i

Ea(298)- W 1.0 -0.5f - - - - 1.5f 0i

∆E -18.7 -20.8 -22.4 -23.6 -21.9 -22.8 -17.4
∆H(0) -18.8 -20.9f -21.8 -22.9g -22.2 -23.2g -17.5f

∆H(298) -17.7 -19.9f -22.1 -23.2g -22.2 -23.1g -16.5f -21.9c

a “-” indicates the absence of a transition state (barrier) corresponding to a collinear hydrogen abstraction.b Reference 70.c Reference 66.
d ∆ZPVE, thermal, and Wigner tunneling corrections evaluated at RCCSD(T)/cc-pVDZ level.e Reference 71.f ∆ZPVE, thermal, and Wigner tunneling
corrections evaluated at RMP2/cc-pVDZ level.g ∆ZPVE and thermal corrections evaluated using the cc-pVDZ basis set.h Reference 72.i Reference
108.

11168 J. Phys. Chem. A, Vol. 110, No. 38, 2006 Temelso et al.



However, when we employ a restricted reference via RMP2,
as shown in Table 5, this significantly improves the∆H(298)
results compared to the UMP2 values. This observation
highlights the problems of spin contamination when UHF
references are used and underscores the need to carefully
consider the choice of reference wave function in computations
involving these radical-molecule reactions. In the next section,
we examine the extent of spin contamination in the UHF-based
results. We attribute most of the difference between UMP2 and
experimental∆H(298) values to the uneven effect of spin
contamination between reactants and products. Apart from the
MP2 method, the choice of restricted or unrestricted orbitals
makes little difference in most of the theoretical reaction
enthalpies, with most changes being 2 kcal mol-1 or less. Figures
4 and 5 display the differences between results obtained using
restricted and unrestricted references for computations of barrier
heights and reaction energies, respectively.

3.4. Spin Contamination. One potential problem with
computations based upon unrestricted orbitals is that they can
feature significant contamination by higher-multiplicity spin
states. Although highly correlated methods such as UCCSD(T)
have been shown to be rather insensitive to spin contamina-
tion,109,110 significant problems can arise for lower-order
methods, including UMP2.111-114 Table 6 examines the degree
of spin contamination for several species considered here using
the UMP2 and UCCSD(T) methods. Spin contamination is
considered to be a minimal problem in density-functional
theory115 and it is not well-defined;113 nevertheless, Table 6 also

includes UB3LYP and UBHLYP results for comparison. These
DFT methods are not significantly affected by spin contamina-
tion, as indicated by expectation values of〈Ŝ2〉 which are very
close to the ideal 0.75 for a doublet radical. Although the spin
contamination in the UMP2 wave function for some radicals
such as‚C(CH3)3 and‚CH3 is fairly small, it is significant for
the ‚CCH, ‚C2H3, and ‚C6H5 radicals. Spin contamination in
the ethynyl radical in particular is a well-known problem and
it has been used to explain the inaccurate isotropic hyperfine
couplings predicted by most ab initio methods using spin-
unrestricted formalisms.99 Note that significant spin contamina-
tion is also observed for the transition states considered. Because
the degree of spin contamination is similar (〈Ŝ2〉 ≈ 1.05) for
‚CCH and the transition states for reactions of‚CCH, the spin
contamination errors largely cancel when computing activation
barriers. However, in several of the reactions considered, there
is less spin contamination in the products, leading to an
erroneous lowering of the UMP2 enthalpies of reaction. In the
case of the reaction HCC‚ + C6H6 f HCCH + ‚C6H5, the
highly spin contaminated phenyl radical product (〈Ŝ2〉 ) 1.21)
leads to a significant raising of the UMP2 value for∆H (298).

Although using an ROHF reference conveniently alleviates
spin contamination by quartets and larger multiplets from our
doublet systems, it has been known to occasionally give
artifactual results that have no physical basis,77,78 and even in
the present study, RMP2 predicts nonsymmetric transition states
for our three symmetric reactions (see Figure 1 and the previous
discussion of transition state geometries). Fortunately, this

Figure 3. Schematic of the collinear reaction of ethynyl radical with
isobutane; quantities computed at the UMP2/cc-pVDZ level of theory.

Figure 4. Effect of spin contamination on reaction barriers∆Eq.

Figure 5. Effect of spin contamination on energies of reaction∆E.

TABLE 6: 〈Ŝ2〉 for Selected Species Using a cc-pVDZ Basis
Seta

UMP2 UB3LYP UBHLYP UCCSD(T)

Reactants and Products
‚CH3 0.76 0.75 0.76 0.75
‚CCH 1.04 0.77 0.79 0.75
‚C2H3 0.91 0.76 0.78 0.75
‚C(CH3)3 0.76 0.75 0.76 0.75
‚C6H5 1.21 0.76 0.77 0.74

Transition States
H-H-H 0.78 0.76 0.77 0.75
CH3-H-CH3 0.78 0.76 0.76 0.75
HCC-H-CCH 1.13 0.77 0.80 0.75
H-H-CCH 1.04 0.79 0.75
CH3-H-CCH 1.03 0.75 0.75
C2H3-H-CCH 1.08 0.75
C(CH3)3-H-CCH 1.04 0.75
C6H5-H-CCH 1.04 0.75

a For a doublet state,〈Ŝ2〉 should be 0.75.
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unphysical result disappears for the more robust RCCSD(T)
method.

3.5. Electron Correlation Effects Beyond CCSD(T).One
would expect the reactants and products in the present study to
be dominated by a single electron configuration, so that the
single-reference methods employed here should give fairly
reliable results. Indeed, our computations did not show signs
of any severe electronic near-degeneracies in any of the reactant
or product species. However, the transition states involve bonds
which are in the process of being formed and broken, and
additional electron configurations may contribute significantly
to the zeroth-order wave function. In this case, the reliability
of single-reference methods might be degraded, and it might
be necessary to employ multireference methods to achieve high-
accuracy results.60

To test for the possible importance of electron correlation
effects beyond those described by CCSD(T), where feasible we
have performed full configuration interaction (FCI) computations
which exactly solve the electronic Schro¨dinger equation within
the given one-particle basis set. Table 7 shows that, for the
systems where we could afford the very expensive FCI
computations, the CCSD(T) and FCI barriers are very similar
(within 0.15 kcal mol-1), indicating that CCSD(T) is sufficient
to describe electron correlation effects in these systems. The
difference between CCSD(T) and FCI for the reaction energies
∆E of the two nonsymmetric reactions is 0.20-0.25 kcal mol-1,
somewhat larger than the differences observed for barrier
heights. This correction remains, however, a very small fraction
of the overall reaction energy. Analysis of the FCI wave
functions for the species in Table 7 demonstrates that none of
the leading coefficients,C0, is below 0.91, and none of the
second largest coefficients,C1 is greater than 0.14. Additionally,
T1 diagnostic116,117for our RCCSD(T)/cc-pVDZ computations
of transition states was never above the value of 0.02; Lee and
co-workers argue that multireference systems typically feature
values above this. Thus the similarity of CCSD(T) to FCI, the
leading FCI coefficients, and the T1 diagnostics agree that these
simple hydrogen abstraction reactions do not appear to have a
large multireference character.

3.6. Abstraction Tool.For mechanosynthesis of diamond to
be realized, it is imperative that the abstraction and deposition
tools have favorable thermodynamics, facile kinetics, and good
positional control.6-11 The most natural tool for these purposes
would be something like a scanning probe microscopy (SPM)
tip,7 which has already been used for sub-nanometer manipula-
tion of atoms.15 Given its low barriers and high exothermicities
for the hydrogen abstraction reactions discussed above, the
ethynyl radical might be an excellent choice for attaching to an
SPM tip to form a hydrogen abstraction tool.6,17-19 Assuming

that the ethynyl moiety might be attached via a hydrocarbon
connector, as a somewhat larger model system we have
considered an ethynyl radical attached to atert-butyl group as
shown in Figure 6.

One interesting question to ask of this model is whether it
exhibits any energetically accessible but undesirable alternative
reactions which might hamper its function as a tool for
abstracting hydrogens from a hydrocarbon surface. In particular,
we considered the possibility that the tooltip might react with
itself, with the radical tip forming bonds with carbon or
hydrogen atoms of thetert-butyl base. In a limited search for
such reactions, we found only one relevant transition state, that
of a hydrogen auto-abstraction, depicted in Figure 7. This
transition state is 57 kcal mol-1 up in energy at the UMP2/cc-
pVDZ level of theory and hence is not expected to be easily
accessible at modest temperatures.

Another important consideration in evaluating possible ab-
straction tools is their structural rigidity. If a candidate tool is
too flexible, it may exhibit large-amplitude oscillations which
could impair the positional selectivity of the abstraction process.
In particular, if the bending frequencies of the radical tip are
too low, then modest temperatures will be sufficient to populate
highly excited vibrational levels of these bending modes. The
isolated ethynyl radical,‚CCH, features an experimentally
determined118 bending frequency of 372 cm-1, which might be
considered an intermediate value between high-energy and low-
energy bending modes. We note that the theoretical computation
of vibrational frequencies using UMP2, UB3LYP, UBHLYP,
or UCCSD(T) are typically accurate to a few percent, but the
errors for radicals can be somewhat higher.119 We see unusually
large discrepancies between different theoretical methods or
between theory and experiment for ethynyl-type radicals, and
the UCCSD(T)/cc-pVDZ prediction for the degenerate bending
frequency of ‚CCH is 310 cm-1, somewhat farther from
experiment than one might expect for this high level of theory.

TABLE 7: Effect of Higher-Order Electron Correlation
beyond RCCSD(T) on Barrier Heights,∆Eq, and Reaction
Energies,∆E (kcal mol-1)a

RCCSD(T)/6-31G FCIb/6-31G FCI-RCCSD(T)

H2+H‚ f H‚+H2

∆Eq 14.83 14.80 -0.03

HCC‚ + H2 f HCCH + ‚H
∆Eq 5.99 6.02 0.03
∆E -26.19 -25.94 0.25

H‚ + CH4 f H2 + ‚CH3

∆Eq 19.76 19.62 -0.14
∆E -43.68 -43.87 -0.20

a The core 1s orbitals on carbon are frozen for correlated calculations.
b Full configuration interaction (FCI) constitutes an exact treatment of
electron correlation within a given basis set. Figure 6. A generic abstraction tooltip modeled as an ethynyl radical

moiety attached to atert-butyl base.

Figure 7. A transition state leading to hydrogen auto-abstraction.
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Nevertheless, ab initio computations should provide at least
reasonable estimates of these bending frequencies in related
systems. We determined the bending frequency of the propynyl
radical (CH3CC‚) to be 169 cm-1 at the UCCSD(T)/cc-pVDZ
level of theory, a somewhat lower frequency than that of‚CCH.
For our model tooltip in Figure 6, with an ethynyl group attached
to atert-butyl base, the UMP2/cc-pVDZ level of theory predicts
a value of 202 cm-1, again an intermediate value, for the
bending mode of the ethynyl group. These results suggest that
precise positional control might become difficult at elevated
temperatures unless modifications are made to introduce more
rigidity into the system. At low temperatures, however, a
bending frequency of around∼ 200 cm-1 should be sufficient
to prevent large uncertainties in the position of the radical tip.
The C-C-C bending potential for the model tooltip (using the
simple C-C-C internal coordinate, which is very similar to
the corresponding normal mode) is shown in Figure 8. The
fractional Boltzmann populations,fn, for the evenly spaced
energy levelsn of a harmonic oscillator of frequencyν (in Hz)
at temperatureT are given by

Using the value of 202 cm-1 and ignoring any coupling of the
C-C-C bending mode with other modes, the Boltzmann
populations of itsn ) 0, 1, 2, and 3 levels are 62, 24, 9, and
3%, respectively, at 298 K. Estimating the classical turning
points from the bending potential in Figure 8, the positional
uncertainties at the end of the tooltip for these vibrational levels
are around 0.12, 0.15, 0.19, and 0.24 Å, respectively. Consider-
ing the distance of 2.5 Å between two adjacent hydrogens on
diamond C(111) surface terminated with hydrogens,17 the
positional uncertainty even for a vibrationally excited tooltip is
miniscule. On the basis of this analysis, the tool should have
good positional selectivity at modest temperatures.

Finally, it is conceivable that the presence of unusually low-
lying excited electronic states might affect the operation of
radical tooltips if those excited states have unfavorable features
in contrast to those noted for the ground state. As mentioned

previously, the A2Π state lies only 0.458 eV above the ground-
state according to experiment.94 Our computations suggest that
this excited state is unreactive in collinear hydrogen abstraction
reactions because it fills the sigma orbital which was singly
occupied and reactive in the ground state. Although 0.458 eV
is a small gap on the scale of electronic excitation energies,
nevertheless, we do not expect it to significantly impair the
operation of ethynyl-based tooltips at modest temperatures. First
of all, this first excited-state remains linear, like the ground state
(see Figure 2), so that if this state were accessed, it should not
by itself contribute to any positional uncertainty in the tooltip.
Second, rovibrational energy levels within the A2Π electronic
state are significantly perturbed by levels of the X2Σ+ electronic
state,93,120 meaning that nominally unreactive levels of the A
state may borrow some reactive character due to their mixing
with the X state. Third, and most importantly, using the
experimental energy gap of 0.458 eV yields a very small
Boltzmann population for the A statesonly ∼10-8 at 298 K.
At liquid nitrogen temperature of 77 K, that ratio becomes truly
negligible at∼10-30. If, despite these small probabilities, the
A 2Π electronic state were to be accessed, it may not be long-
lived. Unfortunately it is not possible based on current data to
estimate the lifetime of all the potentially relevant vibronic levels
of nominal A 2Π character, but we note that a study by Wittig
and co-workers121 indicates spontaneous emission lifetimes of
at least some of these levels to be on the order of 20-60 µs
(the same order of magnitude one would expect by scaling
spontaneous emission lifetimes of isoelectronic species122,123by
the cube of the ratio of the energy gaps between the ground
and excited states).124,125

Of course the electronic structure of actual tooltips will differ
somewhat from that of the simple ethynyl radical, and it is
important to ask if the gap between the ground and first excited
states might decrease for larger molecular systems. In partial
exploration of this question, we computed the UCCSD(T)
vertical and adiabatic excitation energies for the low-lying
excited states of the ethynyl and propynyl radicals and for our
model tooltip. Table 8 shows that both the vertical and adiabatic
excitation energies for the Xf A transitions are low for these
species. For our proposed abstraction tool (Figure 6), using the
UCCSD(T)/cc-pVDZ adiabatic excitation energy of 0.20 eV,
we estimate the ratio of the Boltzmann population of the excited
state to the ground state to be∼10-4 at 298 K and∼10-14 at
77 K. We therefore expect that the tooltip radical should remain
in its ground electronic state at modest temperatures of operation.
Regarding the contribution to reaction error rate caused by
tooltip unreactivity in the excited state and the required transition
time from excited to ground state, if a∼10-4 error rate at 298
K or a ∼10-14 error rate at 77 K is acceptable then the speed
of tool operation is unconstrained by the required transition time.

4. Conclusions

The abstraction of hydrogens from prototypical hydrocarbon
molecules has been studied using high level ab initio techniques.
The calculated activation barriers and enthalpies of reaction are
found to be in good agreement with experiment. In general,
MP2 overestimates barriers and is particularly sensitive to spin
contamination of the reference wave function. Density functional

TABLE 8: Comparison of UCCSD(T) Vertical ( Tv) and Adiabatic (Te) Excitation Energies (in eV) for Lowest-Lying Excited
States

basis ‚CCH Tv Te ‚CCCH3 Tv Te ‚CCC(CH3)3 Tv Te

cc-pVDZ 12Π 0.62 0.35 12E 0.46 0.20 12E 0.46 0.20
cc-pVTZ 12Π 0.70 0.43 12E 0.51 0.26

Figure 8. UMP2/cc-pVDZ-C-C-C bending potential for abstraction
tooltip. All other internal coordinates of the tool were constrained to
their UMP2/cc-pVDZ optimized values. The bending coordinate chosen
keeps the ethynyl group coplanar with one of the C-C bonds of the
tert-butyl base.

fn ) (1 - e-hν/kbT)e-nhν/kbT (12)
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methods, namely B3LYP and BHLYP, significantly underes-
timate barriers due to self-interaction errors. The more reliable
CCSD(T) method predicts barrier heights and enthalpies of
reaction which are generally in excellent agreement with
experiment. The hydrogen abstraction activation energy from
sp2 and sp3 carbons by ethynyl radical is less than 3 kcal mol-1.
For the reaction of ethynyl radical with isobutane, the abstraction
reaction is barrierless. This makes ethynyl-type radicals appeal-
ing as possible tooltips for use in the mechanosynthesis of
diamond, particularly at low temperatures where they would
have a high degree of positional selectivity and control.
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