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Uranium is a pollutant whose mobility is strongly dependent on its oxidation state. While U(VI) in the form
of the uranyl cation is readily reduced by a range of natural reductants, by contrast complexation of uranyl
by carbonate greatly reduces its reduction potential and imposes increased electron transfer (ET) distances.
Very little is known about the elementary processes involved in uranium reduction from U(VI) to U(V) to
U(IV) in general. In this study, we examine the theoretical kinetics of ET from ferrous iron to triscarbonato
uranyl in aqueous solution. A combination of molecular dynamics (MD) simulations and density functional
theory (DFT) electronic structure calculations is employed to compute the parameters that enter into Marcus’
ET model, including the thermodynamic driving forces, reorganization energies, and electronic coupling matrix
elements. MD simulations predict that two ferrous iron atoms will bind in an inner-sphere fashion
to the three-membered carbonate ring of triscarbonato uranyl, forming the charge-neutral ternary
Fe2UO2(CO3)3(H2O)8 complex. Through a sequential proton-coupled electron-transfer mechanism (PCET),
the first ET step converting U(VI) to U(V) is predicted by DFT to occur with an electronic barrier that
corresponds to a rate on the order of∼1 s-1. The second ET step converting U(V) to U(IV) is predicted to
be significantly endergonic. Therefore, U(V) is a stabilized end product in this ET system, in agreement with
experiment.

Introduction

Uranium pollution, a consequence of uranium mining as well
as nuclear research and development, is a problem that is
complicated by many factors. Foremost of these is that uranium
mobility is highly dependent upon its oxidation state. U(VI) is
highly soluble and therefore mobile in oxic aqueous environ-
ments in the form of the divalent dioxouranium cation UO2

2+.
Electron transfer (ET) to U(VI) reduces it to less soluble forms,
yielding the precipitation of insoluble uranium phases and
effective immobilization.1 Hence, many strategies are being
developed to immobilize uranium by reduction. These include
abiotic reactive barriers charged with reductants such as Fe(0),
as well as the use of dissimilatory metal-reducing bacteria.2-5

Another factor complicating matters is the pivotal role of
uranium complexation. In both the hexavalent and pentavalent
oxidation states, the uranyl cation is a linear molecule with five
or six available coordination sites in the equatorial plane around
the uranium atom.6,7 In the tetravalent state, uranium localizes
its electrons taking on octahedral or higher (7-, 8-, or 9-fold)
coordination.8,9 Uranyl is capable of forming strong complexes
with oxyanions such as carbonate, filling coordination sites in
the equatorial plane. Uranium groundwater speciation is domi-
nated by uranium carbonate complexes when dissolved CO2 is
present.10

Carbonate has a significant effect on uranium chemistry in
the environment by enhancing its solubility proportionally to
carbonate concentration11,12and increasing it in systems where
no significant hexavalent uranium is present.13,14 Except in
certain biologic mechanisms,15 carbonate is known to inhibit
uranium reduction to U(IV) completely.16 Even under reducing
conditions, uranium can incorporate itself into carbonates or

ferric oxides as a hexavalent species.17-20 From a thermo-
dynamic standpoint, complexation of U(VI) by carbonate drives
its reduction potential to significantly more negative values,
eliminating a wide range of otherwise useful target reductant
species. Complexation can further modify the ET behavior of
a species by modifying the intrinsic electron affinity of a
molecule, as well as possibly creating a steric hindrance that
impedes the close approach of a reductant species. Hence,
complexation with carbonate affects the driving force for ET
as well as the mechanism, and therefore the rate of the reaction.
It has been shown that the electrochemical behavior of the uranyl
carbonate system is kinetically limited via electrode methods.21

Those same electrochemical methods have been used to
determine the redox potential of the U(VI)/U(V) couple in
carbonate solutions:-0.820,-0.760,-0.778, and-0.3 versus
SHE.16,21-23

Uranium reduction behavior is complicated by the fact that
in many studies it has been observed to be influenced strongly
by ET kinetics.24,25Homogeneous reduction of U(VI) by Fe(II)
in aqueous solution was found to be slow even though partial
reduction was predicted to be exothermic; instead it required
the presence of solid phases to catalyze the reduction reaction.26-28

Yet in most cases the intermediate oxidation state U(V) is short-
lived, often consumed quickly by rapid ET in disproportionation
reactions.29 Very little information is available on the chemical
conditions controlling uranium ET kinetics in general, due in
large part to a limited number of reliable techniques for
quantitatively identifying U(V).16,21,30,31Rates for the elementary
U(VI)-U(V) self-exchange ET reaction are estimated to be
slow.32

While the electronic structure of U(VI) is well understood in
solid oxide phases, it is unclear how this structure transforms
upon stepwise reduction. U(IV) is found to have little or no
double-bonding character of the ligating bonds in solid-phase
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oxides such as UO2, and pathways to octahedral, or higher,
coordination from the linear uranyl molecule as a result of
stepwise reduction of U(VI) are unknown. As will be shown in
this study, the later stages of this process may involve
protonation of axial oxygen atoms during the conversion from
U(V) to U(IV). However, we will show below for triscarbonato
uranyl that this second ET step is thermodynamically uphill.
Therefore the rate for the second ET step is not relevant here.
Proton-coupled electron transfer (PCET) is an important aspect
in the ET chemistry of many systems including, as will be
demonstrated here, U(VI) to U(V) ET. As such, in part of this
study we examine the role PCET mechanisms play in determin-
ing the ET rate. Although PCET is a very underdeveloped topic
in geochemical systems, we note here that this aspect for the
uranium system may demonstrate a possible tie between the
ET behavior and solution conditions such as pH, a link that
has been given very little previous attention in the uranium
literature.24,33

In this study we present a detailed, theoretical analysis of
the homogeneous ET behavior of uranyl carbonate in aqueous
solution, specifically for the case where the reductant is Fe(II).
The theoretical apparatus is based on Marcus’ two-state ET
model. The computational approaches involve the use of
molecular dynamics (MD) simulations and Hartree-Fock (HF)
and density functional theory (DFT) molecular orbital calcula-
tions. The focus is to compute the stepwise ET kinetics for the
reduction of triscarbonato U(VI) by two Fe(II) atoms. MD
simulations are used to model the interaction between aqueous
Fe(II) and triscarbonato U(VI). Predictions for the structure and
thermodynamic stability of the ensuing ET encounter complex
are given. While no thermodynamic stability data for this
particular complex are available to our knowledge, triscarbonato
uranyl is known to form a strong complex with two Ca
cations.1,34 Therefore it is likely that the complex with two
divalent iron cations is similarly stable. Here we will show this
to be the case using MD simulations. Then we apply ab initio
calculations to the computation of the two ET rates for stepwise
intramolecular reduction of U(VI) by the two Fe(II) atoms. We

compute the driving forces, reorganization energies, and elec-
tronic coupling matrix elements that enter into Marcus’ ET
model. This approach aims to determine a fundamental under-
standing of the kinetic behavior for uranium reduction by ferrous
iron in the presence of carbonate.

Electron Transfer Model. The applied ET model is very
similar to that reported by Rosso and co-workers35-38 in several
earlier studies involving Fe(II/III) ET. For additional details,
the reader is referred to those studies and to standard texts and
reviews of modern ET theory. Primary categories of reactions
in the current system are encounter complex formation, ET, and
PCET. Because the relevant initial oxidation states in the
encounter complex are two Fe(II) atoms and one U(VI) atom,
we will use II/II/VI to denote the initial electronic configuration
Fe(II)/Fe(II)/U(VI), II/III/V for the intermediate configura-
tion after the first ET step, and III/III/IV for the final config-
uration after the second ET step.

In all cases the iron atoms are treated as having a high-spin
electronic configuration, such that Fe(II) is always in at2g

4eg
2d6

state and Fe(III) is always in at2g
3eg

2d5 state. The majority
electron spins on the two iron atoms were taken as spin-parallel
(ferromagnetic), with the minority spin on each iron atom
comprising the donor electrons for the two ET reactions.
Because these minority spin electrons each go into an empty U
5f orbital,39-41 the total spin multiplicity is preserved through
ET (spin multiplicity ) 9); hence the ET reactions are “spin-
allowed”, which is a requirement in modern ET theory.42

For each ET step, within the encounter complex, we utilize
the approach outlined by Marcus43 based on two diabatic ET
statesψA and ψB. The stateψA corresponds to the electronic
state of the ET “reactants”, andψB corresponds to the electronic
state of the ET “products” (Figure 1). Hence, for the first ET
step,ψA is the II/II/VI state andψB is the II/III/V state. For the
second ET stepψA is the II/III/V state andψB is the III/III/IV
state.

ET is a Franck-Condon process, which means that ET is
instantaneous relative to the rate of motion of nuclei. The
potential energies of the three electronic states can be viewed

Figure 1. Diagram showing the specific application of Marcus theory to this system. Diabatic potential energy surfaces are shown as parabolic
functions, separately for both the intrinsic (dashed line) and solvent (solid line) contributions. The thermodynamic free energy is shown as∆G°.
Since the adiabatic curve does not account for solvent, we added the solvent component to estimate the total diabatic energy barrier, which is
represented as the difference between the two horizontal lines in the crossing region.
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as having approximately quadratic dependence on nuclear
coordinates in the encounter complex, which we will refer to
as the internal coordinates, and in the surrounding solvent water,
which we will refer to as the external coordinates. For any of
the three electronic states, at equilibrium their energies cor-
respond to minima in their respective potential energy surfaces.
Thermally promoted fluctuations in the nuclear coordinates can
lead to nuclear configurations for which the energies of states
ψA andψB are equal, the condition required for ET to occur.
This coincidence condition corresponds to a crossing point
between two potential energy surfaces (Figure 1).

The height of the barrier at the crossing point is the diabatic
activation energy (∆G* ′) for ET. For potential energy surfaces
that are similarly parabolic with respect to the nuclear coordi-
nates, the diabatic activation energy is related in a simple fashion
to the reorganization energy (λ) and the thermodynamic driving
force for the ET step (∆G°) as given by

The latter term,∆G°, is the free energy difference between the
energies of the reactants and products in their equilibrium
nuclear configurations (Figure 1). The reorganization energy is
the energy to distort the reactant’s nuclear configuration into
the product’s nuclear configuration without having moved the
electron (Figure 1). It is composed of two main contributions,
one from distortion of bonds in the ET encounter complex, the
internal partλI, and another from changing the polarization of
the surrounding solvent, the external partλE.

Electronic interaction within the encounter complex between
the donor and acceptor, such as that arising from superexchange
interaction through bridging ligands, reduces the activation
energy to ∆G* (Figure 1). This effect is captured by the
electronic coupling matrix element (VAB), which is the inter-
action integral in a two-by-two configuration interaction problem
for ψA andψB at the crossing-point.VAB effectively “smoothes”
the intersection region, reducing∆G* ′ by the amount equal to
VAB, which gives the adiabatic barrier height∆G*.

In the following section, we outline our methods for the
calculation of, among other things, the reorganization energy,
the electronic coupling matrix element, and the driving force
for each ET step.

Computational Methods

Molecular Dynamics Simulations.All of the MD simula-
tions presented in this paper were performed with the computer
code DL_POLY.44 These calculations are based on the Born
model of solids.45 In this model, atoms are represented as point-
charge particles that interact via long-range Coulombic forces
and short-range interactions. The latter are described by
parametrized functions and include a representation of the
electron cloud repulsion, van der Waals attraction, and, where
appropriate, many-body terms such as an angle-dependent term
reproducing covalent effects in the carbonate anion.

Our model also accounts for the polarizability of anions by
means of a mechanical shell model, which was first introduced
by Dick and Overhauser.46 In this model, a polarizable ion
consists of two particles, a core and a shell, which are linked
by a harmonic spring. All the simulations were performed in
the NPT ensemble (constant number of particles, constant
pressure, and constant temperature) and NVE ensemble (constant
number of particles, constant volume, and constant energy) at
300 K and zero pressure. The Nose´-Hoover thermostat47 and

the Hoover barostat47,48kept temperature and pressure constant
with parameters for a relaxation time of 0.5 ps. The Ewald
summation method49 was used to calculate electrostatic forces.
An 8 Å cutoff was used for the short-range interactions, and
the real part of the Ewald sum. The Verlet Leapfrog algorithm
was used to integrate the equations of motion with a time step
of 0.2 fs. The shells were given a mass of 0.2 au, their motion
treated as that of the cores, following the adiabatic shell model
first introduced by Mitchell and Fincham.50

The potential-based molecular dynamics approach relies upon
the quality of the potential set employed; however, in most cases,
we made use of previously tested potential parameters, and
where this was not possible, new or modified potential
parameters were validated against relevant experimental and
theoretical data. The intra- and intermolecular interactions of
water were described by the shell model of de Leeuw and
Parker51 with the modified hydrogen-bond potential of Kerisit
and Parker.52 The atomic charges and the potential parameters
used to model the uranyl ion were taken from Guilbaud and
Wipff.53,54In addition, we converted this model to a polarizable
model by adding shells on the uranyl oxygens. The core-shell
spring constant was that of Lewis and Catlow.55 The potential
parameters for the water-uranyl interactions were based on
those of Guilbaud and Wipff.53,54 The shell model version of
the Guilbaud and Wipff uranyl model gives good agreement
with theoretical and experimental characterizations of water
coordination to the uranium ion in aqueous solution and the
water cavity around uranyl oxygen ions as described by Hagberg
et al.56 (see Supporting Information). The atomic charges, core-
shell spring constant, and potential parameters employed for
the carbonate molecule were derived by Pavese et al.57 and have
been used many times successfully, principally to model calcium
carbonate minerals52,58-60 but also carbonate ions in aqueous
solution.61 This model has been used in combination with the
de Leeuw and Parker water model on many occasions.52,58,61

The uranium-carbonate oxygen potential was taken to be
the same as the uranium-water oxygen potential. Furthermore,
a four-body potential was added to keep the six carbonate
oxygens, which are directly coordinated to the uranium ion, in
the same plane during an energy minimization of the gas-phase
triscarbonato uranyl complex. Many times this was found to
be the most stable configuration of the triscarbonato uranyl
complex.62-64 The predicted structures of the triscarbonato
uranyl complex in the gas phase and in solution compare well
with experimental and theoretical values (see Supporting
Information). The potential parameters for the interactions
between iron(II) and water were based on the iron-water
potential of Curtiss et al.65 and have been described previously.66

This potential was modified to be compatible with the water
model used in this work. Finally, the iron(II)-carbonate oxygen
potential was based on the iron(II)-oxygen potential of Lewis
and Catlow55 and modified to give a good estimate of the lattice
parameters of siderite (FeCO3) and its bulk modulus (see
Supporting Information). All the potential parameters used in
this work are reported in Table 1 of the Supporting Information.

Quantum Mechanical Calculations.The MD simulations
predicted the most stable structure and composition for the
encounter complex in the II/II/VI electronic state. The predicted
composition was [Fe(II)Fe(II)U(VI)O2(CO3)3(H2O)8]0. Two
coordinating sites in the 6-fold coordination spheres of the two
Fe atoms were occupied by carbonate oxygen atoms. The
remaining Fe coordination sites were occupied by water oxygen
atoms. The goal of the quantum mechanical calculations was
to predict the minimum energy structures for this complex in

∆G* ′ )
(λ + ∆G°)2

4λ
(1)
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the II/II/VI, II/III/V, and III/III/IV electronic configurations at
the DFT level of theory. We used the code NWChem67 for these
calculations. In each of the three electronic configurations, the
total charge on the cluster is zero. We performed the energy
minimizations on each cluster in the gas phase using the three-
parameter hybrid HF/DFT exchange-correlation functional
B3LYP.68,69

As mentioned previously, Fe(II) and Fe(III) atoms have high-
spin d6 and d5 ground states, respectively.70 UO2

2+ has a closed-
shell singlet ground state with 12 valence electrons originating
in the O 2p, and U 5f, 6d and 7s atomic orbitals.39 UO2

+ has a
doublet ground state with the additional electron occupying a
U 5f orbital. UO2 has a triplet ground state in solid-phase UO2

with two singly occupied U 5f orbitals. We optimized the
II/II/VI, II/III/V, and III/III/IV configurations with a total spin
multiplicity of 9, consistent with the transfer of iron atom
minority spin electrons to open U 5f orbitals. The majority spins
on the iron atoms have been assumed to align parallel.

We preoptimized the three structures at the B3LYP level
using the 6-31G(d) basis set for H, C, O, and Fe and the
LANL2DZ basis set for U for computational expediency. The
preoptimized structures, and their wave functions, were used
as the initial guess for final optimizations with a more robust
basis set. The final basis set was as follows: 6-311++G(d,p)
for H, O, and C, “Ahlrichs TZV” with Hay-Wadt diffuse and
polarization functions for Fe, and the Stuttgart relativistic large-
core basis set for U.71-79 Total electronic energy differences
from the final optimized structures were used to compute the
values of∆G° for the ET steps, assuming that these differences
can be used to approximate the Gibbs free energy differences.

For each of the two ET steps, it is important to be able to
predict the nuclear configuration at the curve crossing-points.
To do this, we used the linear synchronous transit (LST) method
to approximate the reaction coordinate. This approximation is
reasonably accurate where relatively small nuclear displacements
are involved,80 as has been shown for the separate iron36 and
triscarbonato uranyl components of our system.81 The LST
method assumes that the ET reactant and product geometries
can be linearly combined to produce intermediate structures,
according to

whereX represents a set of nuclear coordinates for the reactants
(r) and products (p) and their linear mixture (n), andε is the
mixing parameter that refers to the extent of progress along the
reaction pathway. As was done for the equilibrium configura-
tions, a spin multiplicity of 9 was used to compute the wave
functions for the intermediate configurations by the LST method.

We used the quasi-diabatic method described by Farazdel et
al.80 to computeVAB, as implemented in NWChem.67 At the
intersection, the splitting can be obtained by solving the secular
equation

whereHij ) 〈ψi|H|ψj〉 andi andj are equal to A or B,H is the
total electronic Hamiltonian,SAB ) 〈ψA|ψB〉, andE is the energy
eigenvalue. The two roots of the secular equation give the upper
and lower adiabatic surfaces (Figure 1). The energy difference
between the two adiabatic surfaces at the crossing point is
computed as

For computation ofλ, we took advantage of the separability
of the internal and external parts. The internal part was computed
by the direct method described in Rosso et al.35 This involves
calculating the energy of the product' electronic state in the
nuclear configuration of the reactant, the so-called charge-
reversed (excited-state) condition. However, in the current case,
the appropriate wave functions for the charge-reversed state
could not be obtained; in practice, B3LYP seems to overestimate
the delocalization of the electron, perhaps owing to the self-
interaction error.82-87 This made it difficult to obtain the pure
product state in the reactant nuclear configuration, and vice
versa. Attempts to obtain converged wave functions in the
charge-reversed state often converged to the ground state instead.
So to approximate the diabatic surfaces, we fit parabolas through
the minima in the DFT potential energy surfaces and estimated
diabatic crossing-points as∆G* + VAB, where ∆G* is the
adiabatic crossing-point barrier height computed by DFT. We
used these fit surfaces to estimateλI (Figure 1).

The external reorganization energy (λE) was computed by
use of Marcus’ continuum expression, which gives88

wherer1 andr2 are radii for the donor and acceptor cavities,r
is the distance between their centers,dop is the optical dielectric
constant (taken as 1.77 for water), anddstat is the static dielectric
constant (taken as 78.39 for water).89 Values ofr were taken
from the final optimized structures. Cavity radii were chosen
by averaging the computed lengths of M-O bonds. We took
the average of theλE values for both products and reactants
evaluated at the adiabatic crossing point (Figure 1).

Given the computed values of∆G° (taken as∼∆E), λ, and
VAB from the quantum mechanical calculations, first-order ET
rate constants were computed from

whereνn is taken as a typical M-O stretching frequency, 1013

s-1.70 This equation assumes adiabatic behavior, which is
justified given the computed values ofVAB we will present
below. It also assumes nuclear tunneling effects are negligible,
a reasonable assumption at ambient temperature.90,91

Results and Discussion

Encounter Complex Formation. We first equilibrated the
triscarbonato uranyl complex in a cubic box containing 247
water molecules for 200 ps in the NPT ensemble. Then, an Fe-
(II) atom was introduced by replacing a water molecule in the
vicinity of the triscarbonato uranyl complex and the system was
equilibrated for 200 ps in the same conditions. We then carried
out a series of independent molecular dynamics simulations in
the microcanonical ensemble (NVE) to determine the potential
of mean force of the Fe(II)-triscarbonato uranyl ion pair.

In each calculation, the distance between the centers of mass
of the iron atom and triscarbonato uranyl complex was kept
fixed. This means that we make the assumption that the reaction
coordinate for the association process is the vector defined by
the two centers of mass. As the triscarbonato uranyl complex
can rotate with respect to the centers of mass vector, our choice
of reaction coordinate is an approximation, which could result
in the energy barriers being misrepresented slightly. However,

2VAB ) (1 - SAB
2)-1[1/4(HAA - HBB)2 -

(HAA + HBB)HABSAB + HAAHBBSAB
2 + HAB

2]1/2 (4)

λE ) (∆e)2(1/2r1 + 1/2r2 - 1/r)(1/dop - 1/dstat) (5)

ket ) νn exp[-((∆G° + λ)2/4λ - VAB)/kT] (6)

Xn ) εXp + (1 - ε)Xr (2)

|HAA - E HAB - ESAB

HAB - ESAB HBB - E | ) 0 (3)
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this approach is sufficient to identify the preferred association
sites and compute the free energy change of the overall
association process. This energy change is obtained by integrat-
ing the average force required to keep the two species at each
set distance from the maximum separation to the point of
interest.

A total of 30 calculations were performed to obtain points
between 3.4 and 9.2 Å. In each calculation, the system is
equilibrated for 2 ps and the average force is collected over
100 ps. The potential of mean force is shown in Figure 2. In
the region between 9.2 and 8.6 Å, the hydration shells of the
two species are complete, and there is some hydrogen bonding
between the two shells. As the two species approach closer than
8.6 Å, a water molecule of the triscarbonato uranyl hydration
shell is displaced and a water molecule from the iron hydration
shell forms a hydrogen bond with a carbonate oxygen. As the
two species draw nearer, a second hydrogen bond is formed
from about 6.8 Å. A minimum in the free energy, shown as
“solvent-separated” in Figure 2 (see Supporting Information for
a figure of each complex mentioned in this section), is reached
when a third hydrogen bond between a water molecule of the
iron hexaaquo complex and a carbonate oxygen is formed at a
distance of 5.5 Å. However, this minimum is shallow, and our
calculations suggest that the residence time of iron in this site
is likely to be short. From there, there is a small energy barrier
(∼3 kJ/mol) for the hexaaquo iron complex to lose two water
molecules and bind to a carbonate group in a bidentate fashion
(“1×bidentate” in Figure 2). According to Figure 2, this is not
a minimum in free energy but a short flattening of the curve.
However, this might be due to our choice of the reaction
coordinate. There is a strong driving force for the iron atom to
then move to a position where it is coordinated to two oxygen
atoms from two separate carbonate groups at a distance of about
3.6 Å, labeled “2×monodentate” in Figure 2. In addition, the
large energy barrier for dissociation suggests that the iron
residence time at this site is remarkably long. The free energy
change of the overall process is calculated, from the potential
of mean force at 3.6 Å, to be-95 ( 6 kJ/mol. The error bars
in Figure 2 were estimated by calculating the standard deviation
of the mean when the simulation was divided into five blocks.
Furthermore, the overall interaction energy change can be
computed from the difference in energy between the simulations
at 9.2 and 3.6 Å and is found to be-157( 8 kJ/mol. Therefore,
assuming that the interaction energy change is a good ap-

proximation for the enthalpy change, our calculations suggest
a significant entropic contribution (about 60 kJ/mol) to the free
energy change for complex formation.

There is a second possible route for the iron atom to attach
at the 2×monodentate site. Rather than forming a third hydrogen
bond, the hexaaquo iron complex can lose a water molecule to
bind directly to a carbonate oxygen atom that is not coordinated
to the uranium ion, “1×monodentate” in Figure 2. This mini-
mum is relatively shallow too, and hence we expect this con-
figuration of the complex to have a similar lifetime as that of
the solvent-separated ion pair. The small difference in free
energy between the two routes for distances shorter than 5.0 Å
is due to uncertainties. To conclude, the potential of mean force
clearly shows that the 2×monodentate site is the most energeti-
cally favored site and is kinetically stable.

To give some approximation of the lifetime of iron in the
association sites mentioned above, we carried out two MD
simulations whereby the iron atom was initially positioned either
at the 1×monodentate or at the solvent-separated site. Both
simulations were run for 200 ps. Figure 3 shows the distance
between the iron atom and three of the carbonate oxygen atoms
for the first 60 ps of each simulation. In the first simulation
(Figure 3, top panel), the iron atom escaped from the 1×mono-
dentate site after 20 ps to bind to a second oxygen of the same
carbonate group. After residing in this site for another 15 ps, it
then moved again to bind at the 2×monodentate site, where it
stayed for the remaining of the simulation. In the second
simulation (Figure 3, bottom panel), the iron atom first resided
for about 15 ps at the solvent-separated site and then moved to
the 1×bidentate site for 25 ps. Finally, it moved to the
2×monodentate site, where it stayed for the remaining of the
simulation. Although we cannot compute precise average
residence times from so few events, these calculations show
that the residence time of iron in the solvent-separated,
1×monodentate, and 1×bidentate sites is short and on the order
of a few tens of picoseconds. In summary, these calculations
confirm the main conclusion drawn from the potential of mean
force: the 2×monodentate site is clearly the most favorable
association site, and iron and triscarbonato uranyl can form a
very stable ternary complex.

Finally, we investigated the association of the iron tris-
carbonato uranyl complex with a second iron atom. We did not
compute a second potential of mean force, as it was not expected
to be significantly different. However, we calculated the energy
change due to the second iron associating at the 2×monodentate
site from three separate molecular dynamics calculations,
namely, those of Fe(II), [FeUO2(CO3)3]2-, and [Fe2UO2(CO3)3]
in solution. The energy change is reduced to-119 ( 21 kJ/
mol. Although the energy change has slightly decreased, it is
still large and negative, which strongly suggests that the
association of an additional iron atom will result in the formation
of a stable species.

Equilibrium Structures and Energies. Given the predictions
of the MD simulations, we were led to conclude that the
2×monodentate docking structure was most appropriate for each
of the two Fe(II) atoms complexing the triscarbonato uranyl
molecule. This gave the final encounter complex a composition
of [Fe2UO2(CO3)3(H2O)8]0. This cluster then became the focal
point of our intramolecular ET kinetic calculations performed
via DFT. The initial goals of the DFT calculations were to (1)
find minimum energy structures for the II/II/VI, the II/III/V,
and the III/III/IV electronic configurations; (2) determine the
relative energies of these electronic configurations; and (3) from
these relative energies, infer pathways for ET. Here we first

Figure 2. Potential of mean force of the Fe(II)-triscarbanato uranyl
ion pair. Routes 1 and 2 represent two possible association mechanisms.
“1×” and “2×” indicate how many carbonate groups are binding the
iron atom in a monodentate or bidentate fashion. See text for a more
detailed description of the labels and Supporting Information for figures
of the complexes.
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discuss structural details of the optimized clusters in the
II/II/VI, II/III/V, and III/III/IV electronic configurations.

Table 1 lists selected structural parameters for the II/II/VI,
II/III/V, and III/III/IV electronic configurations optimized by
DFT. The initial energy minimization was performed on the
II/II/VI electronic configuration, starting from a nuclear con-
figuration derived from the MD simulations. The iron atoms
are bonded to two oxygens from two separate carbonates
(2×monodentate), and the remaining four coordination sites on
each of the two iron atoms are occupied by water molecules.
The optimized geometry for the II/II/VI configuration consists
of nearly the same bonding topology as suggested by the MD
simulations, although the lack of hydrogen bonding to sur-
rounding bulk water in quantum mechanical calculation leads
to some subtle differences. The coordination of the uranium
atom in the equatorial plane is 5-fold, consisting of two pairs
of oxygen atoms from two carbonate ligands, and the fifth
equatorial oxygen atom is from the third carbonate ligand
(Figure 4). This third carbonate ligand bridges the two coordina-
tion spheres of the iron atoms. These aspects are the same in
the MD and DFT predictions (see Supporting Information).

However, in the DFT calculations, an oxygen atom on the third
carbonate ligand is the acceptor site of a proton transfer (PT),
transforming it into a bicarbonate ligand; the proton originates
from a nearby water molecule attached to an iron atom during
the energy minimization process (Figure 4). Also, the planarity
of the equatorial carbonates is slightly broken in the DFT
calculation. Both the intramolecular proton transfer and the
decrease in the planarity of the carbonate ring may arise from
the gas-phase treatment in the DFT calculation. It is possible
that inclusion of a polarizable continuum model (PCM) to
describe the remaining absent solvent would have changed the
propensity for the proton transfer to occur. However, we expect
it to be of little consequence to the computed ET rate parameters
such as the reorganization energies and electronic coupling
matrix elements in this system due to the peripheral nature of
the proton transfer. Use of a PCM model was also found to be
computationally unwieldy.

Starting from the II/II/VI optimized structure, energy mini-
mization of the II/III/V electronic configuration yields a structure
that differs in four main respects (the initial asymmetry,
specifically the OH ligand, determined which iron would oxidize

Figure 3. Graphs showing the distance between iron and three carbonate oxygens in two simulations of [FeUO2(CO3)3]-2 in solution: (top panel)
the iron atom is initially placed at the 1× monodentate site; (bottom panel) the iron is initially placed at the solvent-separated site.
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when the electronic configuration was changed). First, one of
the five equatorial U-OCO2 bonds extends by 0.43 Å to 2.78
Å (Table 1), effectively reducing the number of equatorial
oxygen atoms to four, accompanied by slight adjustment of the
other two carbonate ligand positions. Second, the average Fe-O
bond distance decreases for the oxidized iron atom, as expected
from the smaller ionic radius of Fe(III) relative to Fe(II). Third,
the average U-O distance increases in accordance with the
change in the oxidation state of the uranium atom from U(VI)
to U(V). And fourth, a proton from a water ligand on the Fe(III)
atom transfers to an oxygen atom on a carbonate ligand that
bridges the Fe(III) atom to the U(V) atom (Figure 5). This is
the second water molecule to undergo dissociation in the same
iron solvation shell, in agreement with the tendency of Fe(III)
to hydrolyze more readily than Fe(II).70 Hence, the comparison
of the minimum energy structures for the II/II/VI and II/III/V
configurations suggests that the first ET step is accompanied
by an intramolecular PT that takes place between a water
molecule of the first solvation shell of an iron atom and the
carbonate ring.

For the III/III/IV configuration, two main features were found
in this optimized structure. First, two protons, one from water
ligands of each iron atom, transfer to the axial oxygen atoms
of the central uranium cation (Figure 6 ). A second observation

regarding this structure is that the coordination on one of the
Fe atoms is reduced from six to five. This is a result of re-
coordination of the third carbonate with the uranium; it might
not have occurred if additional explicit waters of solvation were
present.

In their minimum energy nuclear configurations, the com-
puted energy difference for the first ET step (II/II/VIf
II/III/V) is -30.4 kJ/mol, and for the second step (II/ III/Vf
III/III/IV) it is +13.9 kJ/mol at the DFT level of theory.
Assuming that the total electronic energy differences are
reasonable estimates for the free energy differences, the calcula-
tions suggest that the III/III/IV configuration is energetically
unfavorable relative to the II/III/V configuration, and therefore
the III/III/IV configuration will not be an end product of ET in
this system. In other words, we find that the II/III/V is the most
stable electronic configuration in this ternary complex. This

TABLE 1: Calculated Metal -Oxygen Distances and ET (Fe-U)
Distances

from Fe1 to from Fe2 to from U to

atom distance (Å) atom distance (Å) atom distance (Å)

II/II/VI Configuration
OH2O 2.344 OH2O 2.302 OUO 1.780
OH2O 2.220 OH2O 2.113 OUO 1.775
OH2O 2.163 OH2O 2.200 OCO 2.454
OOH 1.950 OH2O 2.277 OCO 2.362
OCO 2.761 OCO 2.090 OCO 2.352
OCO 2.010 OCO 2.018 OCO 2.434

OCO 2.493
avg 2.241 avg 2.167 avg 2.236
U 3.864 U 4.065

II/III/V Configuration
OH2O 2.218 OH2O 2.287 OUO 1.827
OH2O 2.118 OH2O 2.234 OUO 1.826
OOH 1.896 OH2O 2.189 OCO 2.486
OOH 1.896 OH2O 2.231 OCO 2.422
OCO 2.026 OCO 2.070 OCO 2.776
OCO 2.233 OCO 1.980 OCO 2.557

OCO 2.622
avg 2.065 avg 2.165 avg 2.359
U 3.856 U 3.973

II/III/V int Configuration
OH2O 2.224 OH2O 2.239 OUO 1.833
OH2O 2.117 OH2O 2.185 OUO 1.827
OH2O 2.109 OH2O 2.270 OCO 2.486
OOH 1.896 OH2O 2.184 OCO 2.440
OCO 1.923 OCO 2.132 OCO 2.518
OCO 2.061 OCO 1.970 OCO 2.530

OCO 2.968
avg 2.055 avg 2.202 avg 2.372
U 3.747 U 4.047

III/III/IV Configuration
OOH 1.879 OH2O 2.417 OUOH 2.077
OOH 1.878 OH2O 2.209 OUOH 2.098
OOH 1.928 OH2O 2.105 OCO 2.437
OH2O 2.342 OOH 1.843 OCO 2.522
OCO 2.046 OCO 2.001 OCO 2.454
OCO 3.283 OCO 1.922 OCO 2.537

OCO 2.537
avg 2.226 avg 2.083 avg 2.380
U 4.073 U 3.991

Figure 4. Diagram of the computed minimum energy structure for
the II/II/VI electronic configuration, showing the protonated bridging
bicarbonate. The yellow sphere is the uranium atom, red spheres are
oxygen atoms, blue spheres are iron atoms, gray spheres are carbon
atoms, and white spheres are hydrogen atoms.

Figure 5. Diagram of the computed equilibrium structure for the II/
III/V electronic configuration. See Figure 4 caption for atom legend.
The monodentate carbonate bond is extended. The protonated carbonate
in the upper right is transferred during the II/II/VIf II/III/V ET.

Figure 6. Diagram showing the computed minimum energy structure
of the III/III/IV electronic configuration. See Figure 4 caption for atom
legend. Protons have transferred to the axial oxygen atoms on the
uranium cation.
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result is consistent with the well-established finding from
experiment that the stability of U(V) is substantially enhanced
by carbonate complexation of the uranyl cation.15,21,22Therefore,
with respect to the reduction rate of U(VI) in this complex, the
ET rate of primary importance is the first step, which is
accompanied by a single PT.

Electron-Transfer Pathways.To predict the kinetics of the
first ET step, we need to compute the height of the ET barrier.
This requires that we have an accurate nuclear configuration
for the transition state. In the past we have had success using
the LST approach to approximate the transition-state structure
for ET,92-94 and we apply this approach here. However, in this
case, the DFT calculations just described suggest two possible
pathways for the II/II/VIf II/III/V conversion. The first is a
sequential ET/PT pathway, where ET is followed by PT or vice
versa. The second is a concerted ET/PT, where the transfers
occur simultaneously. Both pathways fall under the general
category of PCET. In his recent review on this topic, Mayer95

outlines the distinction between the two pathways as arising
from whether a reaction intermediate must be invoked; that is,
an intermediate structure or reaction between the ET and PT.
Concerted PCET is considered as not requiring an intermediate
but also does not require that the ET and PT occur simulta-
neously. Here we evaluate the barriers for both the sequential
and concerted PCET pathways for the II/II/VIf II/III/V step,
where again the ET is the transfer of an electron from the Fe(II)
atom to the U(VI) atom and the PT is the transfer of a proton
from a first-shell water molecule to a carbonate ligand. We
define the sequential pathway (hereafter PCETseq) as the ET
step followed by the PT step, with the ordering arising from
the finding that the ET should be slower than the PT in this
case and therefore is more likely to be rate-limiting for the
sequence. We define the concerted pathway (hereafter PCETcon)
as the ET and the PT occurring simultaneously.

By application of the LST approach to the optimized
structures of the II/II/VI and II/III/V configurations, the potential
energy surfaces for both PCET pathways can be estimated.
Given the values computed for the electronic coupling matrix
element, discussed below, we find that both PCET pathways
fall within the adiabatic regime. Thus the potential energy
surface on which the PCET reaction evolves is the adiabatic
surface (Figure 7). For the PCETcon, the barrier maximum is
located at an energy of 109.6 kJ/mol above the equilibrium
energy of the II/II/VI configuration and at a mixing parameter
value of∼0.4 on the reaction coordinate (Figure 7, top panel).
Thus the PCETcon is characterized by an adiabatic barrier height
of +109.6 kJ/mol (relative to the potential energy of the
reactants) and a driving force of-30.4 kJ/mol.

For the PCETseq pathway, we require an additional energy-
minimized structure, which is the one in the II/III/V electronic
configuration except without the accompanying PT. To achieve
this, we ran an energy minimization equivalent to the others
starting from the optimized structure for the II/II/VI electronic
configuration, except with the O-H distances fixed. We refer
to this configuration as II/III/Vint, where int indicates intermedi-
ate. Selected structural details for this energy minimized
structure are listed in Table 1. In its equilibrium nuclear
configuration, the energy of II/III/Vint was found to lie+6.9
kJ/mol higher in energy than the equilibrium energy for the
II/II/VI configuration. Therefore, this is the energetic location
for the intermediate in the PCETseqpathway. Application of the
LST method to the ET step and separately to the PT step yields
barrier heights of+51.0 kJ/mol relative to the II/II/VI config-
uration (for the ET step), and+24.2 kJ/mol relative to the

II/III/V int configuration (for the PT step). Thus the adiabatic
potential energy surface for the PCETseqpathway is composed
of two barriers (Figure 7, bottom panel), with the barrier for
the ET step approximately twice as large as the barrier for the
PT step.

Electronic Coupling. The electronic coupling at the crossing
points for both the concerted and sequential PCETs is of interest
for determining whether the ET components of these reactions
fall under the adiabatic or nonadiabatic (also called diabatic)
regimes. For the nonadiabatic regime, passage through the
crossing point does not necessarily lead to the ET products being
formed, with the transition probability depending on the square
of VAB. For the adiabatic regime, the system evolves on an
adiabatic potential energy surface resembling a double-well
potential and the transition probability at the crossing point is
treated as 100%, independent ofVAB. Using the methods
outlined above, we computeVAB values using HF wave
functions at the crossing-point geometries derived by DFT. We
do this because the DFT treatment leads to partial electron
delocalization near the crossing-point regions, as is self-evident
in the potential energy surfaces shown in Figure 7, and therefore
the diabatic states are not accessible in the DFT approach. For
the crossing point in PCETcon, we computeVAB ) 85.8 kJ/mol,
and for the crossing point in PCETseq, we computeVAB ) 6.8
kJ/mol. Both values are above the typical room-temperature
adiabaticity criterion of 2.4 kJ/mol,96 which means that both
forms of PCET can be treated as adiabatic.

Figure 7. Adiabatic (solid) and diabatic (dashed) potential energy
surfaces for the concerted (top panel) and sequential (bottom panel)
proton-coupled electron-transfer pathways. The adiabatic curves were
computed at the DFT level of theory with a reaction coordinate based
on the LST method. The reaction coordinate scales from 0 to 1 for the
PCETcon pathway. For the PCETseq pathway, the reaction coordinate
scales from 0 to 1 for the ET step and 1 to 2 for the PT step. The
diabatic curves were approximated as parabolas passing through the
sum of the adiabatic barrier height plus the calculated values of the
electronic coupling matrix elements.
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Reorganization Energy.The above analysis indicates that
both forms of PCET for the II/II/VIf II/III/V ET process are
adiabatic. Therefore the ET rate can be determined directly from
the potential energy surfaces simply by knowing the barrier
height. However, because of the methodological approach taken,
this would ignore the possibility that the external reorganization
energy could be significant relative to the internal reorganization
energy and thereby modify the barrier height. Therefore it is of
interest to evaluate bothλI and λE, quantities related to the
diabatic potential energy surfaces, to estimate the magnitude
of this effect. As described in the Computational Methods sec-
tion, we approximated the diabatic potential energy surfaces
by fitting quadratic functions to energetic minima and diabatic
barriers estimated as the adiabatic barrier height plusVAB (Fig-
ure 7). This allowed an estimate ofλI, to which we added the
value forλE computed from Marcus’ continuum equation.

Values ofλI computed from the DFT potential energy surfaces
in combination with the computed values ofVAB are 242.5 kJ/
mol (sequential) and 924.1 kJ/mol (concerted). The reorganiza-
tion energy of the solventλE was calculated to be 144.3 kJ/
mol. The total values ofλ then becomes 386.8 and 1068.3 kJ/
mol, respectively. The contribution of the solvent to the
reorganization energy, and therefore the barrier height, is clearly
significant.

Overall Rates of Reaction

The calculated rate for the PCETcon pathway is extremely
slow, at ∼7 × 10-17 s-1, which is effectively zero. The
calculated rates for the two steps within the PCETseq pathway
are 6 × 10-1 s-1 for the ET step and 9× 108 s-1 for the
subsequent PT step. Hence, the PCETseq pathway is predicted
to be overwhelmingly the faster of the two pathways, and
therefore sequential PCET is the predicted mechanism. Given
the sequential nature of the two elementary steps involved, the
slower of the two rates is limiting. Thus we expect that the
conversion of hexavalent uranium to pentavalent uranium in
the current system occurs only at a rate of about 1 s-1. Clearly
the sequential pathway is also the chemically intuitive choice
in this case, because the proton that transfers moves from a
water ligand to a carbonate ligand, neither of which coincides
with the electron donor and acceptor sites. Concerted PCET is
more likely to involve ET and PT with similar donor and
acceptor locations.95

The question of overall reduction rate (k) is important in light
of the need to obtain values that can be compared directly with
experiment. However, no experimental reduction rates for this
system are yet available to our knowledge. A chemist’s first
instinct might be to apply an equilibrium approximation for the
formation of the encounter complex and assume steady state as
follows: k ) Keqket[Fe]2[U]. However, given the-249 kJ/mol
driving force predicted for the formation of the encounter
complex, this approach is not appropriate. A more appropriate
model97 would assume that 100% of the available Fe and
triscarbonato uranyl would form complexes, resulting in the
following expression:k ) ket[M], where [M] is the metal with
a lower concentration.

Collectively, our analysis leads to the conclusion that the
dominant final oxidation state of uranium in this system is
pentavalent. Given that it is already well-known that carbonate
complexation tends to stabilize pentavalent uranium,16,22,81,98our
calculations are consistent with this observation. Given that the
II/III/V f III/III/IV ET process was predicted to be strongly
endergonic and that this step apparently is coupled with
protonation of the two axial oxygen atoms (complicating the

use of the computational approach taken here), we are unable
at this time to assess the potential for production of U(IV) and
subsequent solid phases in this system. From our analysis, this
ET system should steadily progress toward and stabilize
primarily pentavalent uranium.

In summary, this study finds that Fe(II) should form stable
ternary complexes with triscarbonato U(VI) in aqueous solution
and that within these complexes uranium should be reduced
principally to the pentavalent uranium oxidation state. Two
ferrous iron atoms are predicted to bind to the three-membered
carbonate ring of the uranium-carbonate complex. ET from
one of the iron atoms to the central uranium atom is thermo-
dynamically favorable and should occur adiabatically by
sequential ET coupled with a proton transfer, with a slow overall
rate of∼1 s-1. The subsequent reduction of U(V) to U(IV) has
a significant thermodynamic barrier. This latter step also appears
to be coupled with the protonation of the axial oxygen atoms,
as a possible precursor to the transformation of the uranyl moiety
toward 7-fold coordinated U(IV). Thus, a major finding of this
study is that pentavalent uranium is predicted to be stabilized
in this system, likely on time scales that are amenable for
experimental study.
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