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We present a complete 6-dimensional potential energy surface for the benzene dimer obtained using symmetry-
adapted perturbation theory (SAPT) of intermolecular interactions based on—&ttam’s description of
monomers. Ab initio calculations were performed for 491 dimer geometries in a &riglelity basis set
supplemented by bond functions. An accurate analytic fit to the ab initio results has been developed and
low-energy stationary points on the potential energy surface have been found. We have determined that there
are three minima on the surface. Two of them, the tilted T-shape and the parallel-displaced, are nearly
isoenergetic with interaction energies 62.77 and—2.74 kcal/mol, respectively. The third minimum, a
twisted edge-to-edge conformation, is significantly less attractive, with the interaction energy e¢gta82o
kcal/mol. Both the T-shape and sandwich geometries, sometimes assumed to be minima, are shown to be
only saddle points. The potential energy surface is extremely flat between the two lowest minima, the barrier
being only 0.10 kcal/mol above the global minimum. The second-virial coefficient obtained with the new
potential agrees well with experimental results over a wide range of temperatures. The SAPT approach
rigorously decomposes the interaction energy into physical components. The relative importance of these
components has been analyzed.

I. Introduction cannot describe long-range dispersion interaction. Recently, a
) ) . . few DFT-based methods were developed to overcome this

The benzene dimer is a system of great interest. Itis a mOdeldeficiency and applied to the benzene dith&h2831put although
system in studies of---x interaction$ that play key roles in 1o results show large improvements over standard DFT

molecular recognitiod, protein folding? stacking of DNA ¢ tignals, the accuracy is not yet comparable with that of
based, and intercalation of drugs into DNA Although the CCSD(T) results.

system has been studied extensively both experimefitélly Anoth ht lculati fint . .

and theoretically?-2°the features of the benzene dimer potential q nlo e(; a;)ppro_ac toca c;lzas?lons do' 'g erac dlon Ie ngrgles was

energy surface (PES) and the nature of thezx interactions eveloped by Misquitta et ar and independently by Hes-
selmann and Janséhfollowing ideas of Williams and Cha-

are still far from being completely understood. The difficulties i .
arise from the relative weakness of the interaction and the Palowski= This approach is based on symmetry-adapted

shallowness of PES. Because benzene lacks a permanent dipolRerturbation theory (SAP¥)but utilizes the description of the
moment, the major part of the binding force comes from the iNteracting monomers in terms of Kofi$ham (KS) orbitals,
dispersion interactions, which require expensive calculations atOrPital energies, and frequency-dependent density susceptibility
a correlated level of theory. Furthermore, it has been shown (FDDS) functions. The DFT-based SAPT will be called SAPT-
that for the benzene dimer one has to use a high level of theory,(DFT). This method can be shown to be potentially exact for
such as the coupled cluster method with singles, doubles, and@ll major components of the interaction energy (asymptotically
noniterative triples [CCSD(T)], because a low-level approach, for exchange interactions) in the sense that these components
such as the second-order perturbation theory based on thevould be exact if the DFT description of the monomers were
Mgller—Plesset partitioning of the Hamiltonian (MP2), signifi- exact®23%37 Applications to a number of small dimers have
cantly overestimates the binding enef§y?21.2324Also, the shown that SAPT(DFT) provides surprisingly accurate results,
dispersion energy converges slowly with basis set and thereforesometimes more accurate than the standard SAPT at the
large basis sets have to be used. Due to the high costs, the resultsurrently programmed levél:*3 The method has been recently
of previous ab initio calculations have been limited to a few applied to the benzene dimer for selected configuratfefiand
points on the PES. Only one complete modern ab initio potential the results were very close to the much more expensive CCSD-
exists for the benzene dim&However, it was computed using  (T) results. If density-fitting (DF) (also known as the resolution
the supermolecular MP2 and a small, doubleize basis set of identity) techniqué& is employed, the DFSAPT(DFT)
both not adequate for this system. method?3394243phecomes relatively inexpensive. In fact, most
Density functional theory (DFT) methods are much less time- of the time in a SAPT(DFT) calculation is spent in the DFT
consuming than the CCSD(T) method; however, the existing calculations for the monome?#8“3In the present work, because
versions of DFT, when applied within the supermolecular of this high efficiency of the method, we were able perform
approach, fail to reproduce the dispersion interaction, an calculations for 491 dimer geometries with a relatively large
important part of the van der Waals for€l his problem results  triple-G-quality basis set. Such calculations would not be possible
from the local nature of the current density functionals, which with the CCSD(T) approach.
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Il. Method orbitals of a given monomer were expanded in terms of this
monomer’s own basis, the midbond functions, and the isotropic
part of the basis of the other monomer (i.e., the basis without
the polarization functions). The density-fitting approximation
was accomplished using auxiliary basis sets of ref 53 (corre-
sponding to the main basis set used, i.e., aug-cc-pVTZ) for all
B ind(CKS) + ESL(CKS) + EQ,, 4 {(CKS) (1) SAPT terms except electrostatics, where the cc-pVTZ auxiliary
basis set of ref 54 was used and certain calculations required
For definitions of the terms, see ref 38. All the components in for the electrostatic component, described in ref 43, were
eq 1 have a clear physical interpretation and correspond to theperformed in quadruple precision. As was the case with the main
electrostatic (Coulomb interactions of charge densities of the bases, the auxiliary ones were extended with a set of midbond
unperturbed monomers), exchange (effect of Pauli repulsion or, functions, containing five each of the uncontracted spd shells
equivalently, of antisymmetrization of the unperturbed wave Wwith exponents (1.8, 1.2, 0.6, 0.4, 0.2), four f shells with
functions of the monomers), induction (interactions of induced exponents (1.5, 0.9, 0.5, 0.3), and three g shells with exponents
multipole moments with permanent moments of the partner), (1.5, 0.9, 0.3), chosen to approximately reproduce the products
exchange-induction (effect of antisymmetrization of induction ~ of midbond functions. Only the dimer-centered “plus” basis set
wave functions), dispersion (interaction of instantaneous mul- (DC*BS) type$?were used for auxiliary bases (even if the main
tipole moments), and exchangdispersion (effect of antisym-  basis set was of MBS type).
metrization of dispersion wave functions) interactions, respec-
tively. Note that, as in ref 40, we have not used the correction !ll. Fit of Potential Energy Surface
for the terms of order higher than second, which can be extracted The set of 491 dimer geometries was based on a regular grid

from supermolecular Hartreg=ock calculations but is not  constructed in the space of 6 dimer coordinates: two Euler
recommended for nearly nonpolar monomers. o angles of monomer A, three Euler angles of monomer B, and
For SAPT(DFT) calculations, we used our density-fitting  the distanceR between the centers of mass of the monomers.
implementat.ion described in detqil in rgf 43. With density-fit_ting, The grid was based on 128 symmetry-unique angular configura-
the calculations for benzene dimer in a triglgiuality basis tions with several values @t for each configuration, chosen to
set are sped up by more than an order of magnitude with cover the regions of the potential well, the repulsive wall, and
insignificant losses of accuracy compared to the SAPT(DFT) the tail. This regular grid was then extended to 491 geometries
approach without density fittin§*43The DFT calculations  py appending energies computed around various characteristic
for the monomers were performed using the DALTON  points on a potential surface obtained from preliminary fits. The
program. For all calculations, we used the PBEO DFT func- coordinates of all the points (and their precise definition) and
tional>4® with the Fermi-Amaldi asymptotic correction and  the interaction energies are given in the Supporting Informa-

with the Tozer-Handy splicing schem®.With this functional,  tjon 55 A Fortran program for converting the internal coordinates
very accurate results were obtained for small syst&#is3840 into Cartesian can be found in ref 56.

To compute the asymptotic correction, we used the experimental  The potential surface was fitted to a sitsite formula
ionization potential of 0.3397 aAi. Vibrationally averaged

monomer geometry oRcc = 1.3965 A andRcy = 1.085 A V= Z Zuab(rab) 3)

has been taken from ref 49. We used the aug-cc-pVDZ and &Ex &

aug-cc-pVTZ basis sets of Dunning efaln all cases, the bases

were extended with a set of 36 midbond functions, consisting Where the summation runs over sites a of monomer A (atomic
of three s and three p shells with exponents (0.9, 0.3, 0.1), andand off-atomic; see below), sites b of monomer B, and

of two d and two f shells with exponents (0.6, 0.2). The midbond denotes the distance between two such sites. The funagion
functions were placed at a positiog, calculated as a weighted ~ diven by

average of atomatom midpoint$!

In the SAPT(DFT) method, the interaction energy (up to the
second order) is expressed®s

SAPT(DFT) _ =(1)
Eint - Eels

(KS) + ED (KS) + EZ(CKS) +

eXCl

2
Uy, = (l + Za;b r?t)eaab*ﬂaﬂab +
m=

rmb = Z gwab(ra_'_ rb) (2)
acA be b
ab qaqb ab Cﬁ
where a and b index the atoms of monomers A and B, f,(07 Fa— + fo(0n !rak)T 4)
respectivelyry is the position of atom x, and all vectors are fab =680 lab

relative to the origin of the coordinate system. The weiglis . o ]

= ras ®/S af a5 &, Wherera, is the distance between the atoms a May be con_S|der_ed a generahzayon of the popular Bucklngham-
and b, are motivated by theR¥/decay of the dispersion energy, type potential, with an exponential component, the electrostatic
the component requiring the use of bond functighis. may be component involving charges, gy, and the part involving the
noted that choosing a different set of weightg, = mamy/ Cﬁb coefficients, responsible for modeling of the long-range
MaMsg, with m, being the mass of atom x arMy being the dispersion and induction interactions, which decay as inverse
total mass of monomer X, would correspond to placing the powers of the distance. To alleviate the divergent character of
midbond functions midway between the centers of mass of the the latter two terms at short intermolecular distances, these terms
monomers. Although the latter choice can be successfully are multiplied by the TangToennies damping functiof’s
employed in calculations for smaller monomers, it is inappropri-

ate when the spatial extent of a monomer is comparable to the _ o ("
distance between the centers of mass for typical dimer con- fon=1-e ml ()
figurations. m=e

The majority of our calculations were performed with the which are close to 1 for large but continuously go to zero
monomer-centered “plus” basis set (VIBS) schemé? where whenr decreases.
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The sites involved in the summation in eq 3 are all the C
and H atoms, as well as 13 additional off-atomic sites on each
monomer. One set of six off-atomic sites are located on each ™
of the C—H bonds, 0.752 214 A away from the C atom. Another
set of six sites were placed on each bisector between the C
atoms, 1.451 29 A from the geometric center of the molecule.
The last off-atomic site is in the geometric center of the
molecule. Thus, there were 5 symmetry-distinct sites per
monomer. The positions of the off-atomic sites (except for the
central one) were roughly optimized while the site charges were
fit to molecular multipole moments (vide infra). It should be
mentioned that not all types of sites carry all types of interactions
implied by formula (4). Specifically, the charge of the central
site is set equal to zero, which implies that the damping el M2 M3
parameter®2” with either a or b corresponding to the central Figure 1. Minimum structures of the benzene dimer.
site need not be considered. Likewise, only the C and H atomic
sites participate in modeling of the long-range dispersion and
induction interactions, so that the only nonvanishiag’
parameters correspond to &CC, HH, or CH, and similarly
for 6 n = 6, 8, 10. Overall, the fit is determined by 92
parameters (4 chargeg, 15 aap parameters and 1B,
parameters, 9 asymptotic coefficierﬁlﬁ,b, 19 damping param-
eterséﬁb, and 30 polynomial coefficientaﬁf’).

The process of adjusting the parameters in eq 4 consists of
three stages. First, the charggsare obtained by fitting to the
set of multipole moments of the benzene molecule, calculated
at the level consistent with the interaction energy calculation, ~
i.e., using the PBEO KohnSham density generated in the
monomer-centered part of the basis set (i.e., the aug-cc-pVTZ s1
basis). All multipoles through = 6 were used in the fit, with Figure 2. Saddle point structures SB3 of the benzene dimer.
extra weight put on the total charge (i.e., the multiplote 0)
to keep the molecule electrically neutral. The positions of the much stronger than the repulsive regions. As a result of such a
noncentral off-atomic sites were also optimized at this stage. scheme, the unweighted RMSE of the fit calculated for

In the second Stage’ the asymptotic parame{ﬁf’swere important pOintS WIth| < 0 was 0.02 kcaI/mOI, much smaller
asymptotic dispersion and induction energies, computed ab initiothe fit are given in the Supporting Informatiéh A Fortran
on a set of dimer geometries obtained from the original set of Program implementing the fit can be found in ref 56.

491 points by addig 3 A to theR coordinate of each geometry. Our choice of parameters and the fitting procedure ensures
To Compute the ab initio dispersion and induction energies in that the fit behaves COfreCt'y at Iarge intermolecular distances.
the asymptotic region, we used the van der Waals asymptotic The second term on the rhs of eq 4 [or, more strictly, the sum
constants througR 12 obtained from the KohaSham multipole ~ of such terms, as implied by eq 3] represents then the
moments and the coupled KohSham (CKS) static and electrostatic component of the interaction energy, and the third
dynamic polarizabilities, both generated in the aug-cc-pvTZ term, the sum of induction and dispersion components. For
basis set using the PBEO functional. The calculation of the smaller R, starting from about twice the radial minimum
asymptotic constants was performed with the help of programs distance, there is no simple correspondence between the
DISPER and INDUCT from the POLCOR suite by Wormer individual terms of the fitting function and the interaction energy
and Hettem&8 The asymptotic parameters are given in the Components. For such diStanceS, OnIy the sum of all the terms

S3

Supporting Informatio® The computedCs coefficient equal IS meaningful.
to —1726 a.u. is in an excellent agreement with the experimental o _ _
value of —1723 a..p° IV. Characteristic Points on the Potential Energy Surface

In the third and final stage of the fitting process, all the  The fitted potential energy surface of the dimer was explored
remaining parameters in eq 4 were adjusted by least-squaresyith a simple implementation of the eigenvector-following local
fitting to the SAPT(DFT) results at 491 geometries. During this  gptimization metho® using randomly selected configurations
nonlinear fit, the site charges and B’ coefficients, obtained  as starting points. This procedure resulted in three minima, six
independently in the previous stages, were kept constant. Thesaddle points of index 1, and two structures of index 2 and 3,
space of nonlinear parameters, fan ando®”, n= 1, 6, 8, 10, shown in Figures £4. The list of higher-index stationary points
was explored using a variant of the Powell minimization routine. given here is far from completst only includes characteristic
For each set of nonlinear parameter values visited by this routine,“sandwich” structures often studied in the literature. Geometrical
the coefficientsaﬁ,b, m= 1, 2 were obtained by means of a call parameters of all stationary points and the corresponding
to a linear least-squares fit. The weight assigned to configuration interaction energies obtained directly from the fit and from ab
i was dependent on the interaction endeggt this configuration initio SAPT(DFT) calculations at the optimized geometries have
and equal to expBp — Ej)/(kcal/mol)) if E < Ep and Eo/Ej)? been collected in Table 1 and compared to high-level ab initio
otherwise, with the parameté&p chosen as 3 kcal/mol. Thus, data from literature or computed in this work. The results
the low-energy regions of the potential surface were weighted obtained from our fit at literature geometries are also given.
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) TABLE 1: Stationary Points on the Fitted SAPT(DFT)
j Potential Energy Surface

structure symmetry R 6. 6, Er ERC ESCSPMb

M1 Con 3.962 60.96 60.96-2.764 —2.742 —2.699

Mm1e Con 39 63 63 —2.688 —2.48

M1d Con 39 66 66 —2.625 —2.63

\ M1e Con 38 65 65 —2.628 —2.78

8; M2 Cs 4.954 99.63 11.71-2.763 —2.771 —2.795

R M3 Co 6.104 —1.815 —1.816 —1.805

- S1 Cs 4.960 98.59 10.90-2.745 —2.754 —2.782

R S2 Cs 3.973 63.16 58.88-2.734 —2.725 —2.688

' S3 Co 4.982 —2.689 —2.662 —2.683

S¥F Co, 5.0 —2.688 —2.46

sS3 2 5.0 —2.688 —2.61

S Co 4.894 —2.689 —2.74

S4 Cs 4.453 66.89 35.97-2.642 —2.675 —2.611

= S5 s6 s4 G 449 69 39 -—2572 -2.39
Figure 3. Saddle point structures S466 of the benzene dimer. S5 Cu 5.026 —2.427 —2.422 —2.376
S6 Cs 5.908 29.83 19.09-1.763 —1.760 —1.771

. S7  Co 3793 ~1.868 —1.857 —1.679
¢ S8  Dg  3.807 ~1.835 —1.850 —1.682
: S&  Ds 38 ~1.835 ~1.48
S8  Dg 39 ~1.802 ~1.70
. S&  Ds 37 ~1.777 ~181
2R, 01, 0, are the geometrical parameters (in A and deg) shown in
! ! iflt
S8

Figures 1-4. Energies are in kcal/moE, is the energy obtained
calc

from our fit at a given geometnk;" is the calculated SAPT(DFT)
energy.ECSSP(M s the CCSD(T) energy from our calculations or a
literature CCSD(T) value. Structures MM3 are minima, StS6

saddle points of index 1, and S7 and S8 saddle points of index 2 and

s7
Figure 4. Saddle point structures S7 and S8 of the benzene dimer. 3, respectively® This work, except where indicated. Computed as MP2/

aug-cc-pVTZ interaction energy plusCCSD(T)= EocsPM — gMP2

Furthermore, we have calculated MP2 and CCSD(T) energies ypiained using aug-cc-pVDZ. Both basis sets were supplemented with
using our optimized geometries. In Table 1, we present CCSD- midhond functions described in teftTsuzuki et aP' estimated

(T) results obtained from a sum of the MP2 aug-cc-pVTZ CCSD(T) results calculated using models AIMI Il (energies) and AIMI
interaction energy andCCSD(T) = E,C$SD(T)_ E,MtF’2 obtained Il (1- or 2-dimensional geometry optimization§)Sinnokrot and
using the aug-cc-pVDZ basis set. Both basis sets where ShemilP* CCSD(T) results computed as MP2/aug-cc-pVQZ results plus

supplemented with midbond functions described in section Il ACCSD(T)/aug-cc-pvVDZ*, where the asterisk denotes that some
PP * functions were removed from the original basis sefinnokrot et af?

The MP2 and CCSD(T) results were obtained in the frozen-coréstimated complete basis set (CBS) limit CCSD(T) energies computed
approximation with the standard BoyBernardi counterpoise at geometries optimized at the MP2/aug-cc-pVTZ lel@suzuki et
correction using the MOLPRO suite of prografis. al 22 geometry and energy at the CCSD(T) level from the AIMI model
It should be noted that due to the size of the benzene dimer,!l. The geometry of ref 22 is slightly different from our geometry: the
exhaustive explorations of the potential surface with ab initio POttom monomer of S4 in Figure 3 should be rotated by@0und its
methods are not feasible and only limited-dimensionality ©-old axis.
optimizations have been performed in the literature using early studies of Hobza et & The geometric parameters of M1
supermolecular DPf and MP2523 approaches, as well as agree quite well with the results of the crude optimizations at
methods that include higher-order electron correlation effects, the CCSD(T§+2*and MP 23 levels, although the intermonomer
up to the CCSD(T) levett21.2324n view of the fact that electron  distance from the SAPT(DFT) potential is slightly larger and
correlation beyond MP2 is crucial for a proper description of the monomers are tilted somewhat less with respect to the
energetics of the benzene dimer, it is somewhat surprising thatintermolecular axis. The present (fit) result at M1 is 0.15 kcal/
optimal structures derived from low-level methods are generally mol above the estimated CBS-limit value of CCSD(T) interac-
in quite good agreement with higher-level calculations. How- tion energy of ref 23, which contains the MP2 component
ever, apart from 1- or 2-dimensional cross-sections for a handful calculated using the explicitly correlated MPR12 approach
of characteristic dimer configurations, the shape of the potential and ACCSD(T) computed in aug-cc-pVDZ basis set. Note that
surface has not been known. The present work provides thethis comparison is made at a dimer geometry slightly different
first high-level ab initio potential that allows thorough explora- from our M1 geometry (and at slightly different monomer
tion of the interaction landscape and full characterization of geometries), obtained from an MP2/aug-cc-pVTZ optimization
stationary points. in ref 23. The 0.15 kcal/mol difference is consistent with our
The global minimum on the fitted surface is the parallel- estimates of the accuracy of SAPT(DFT) results reported below.
displaced configuration M1, nearly isoenergetic with the tilted The SAPT(DFT) interaction energies for the structures near M1
T-shape minimum M2. In fact, the energetic sequence of these(and for most other structures) are very close to the CCSD(T)
minima is reversed if the actual ab initio energies are consideredresults of ref 24. The Tsuzuki et al. CCSD(T) calculations from
instead of the fit results. The M2 structure has not been reportedrefs 21 and 22 give significantly smaller binding energies.
in the literature; however, a more tilted structure (slipped edge  The structures M1 and M2 are separated by the saddle point
to plane) has been found as the global minimum on the empirical S4 with the energy of only 0.10 kcal/mol above M2. A structure
(fitted to the properties of bulk benzene) dimer potential surface similar to S4 (differing from S4 by the 30otation of the bottom
of Jorgensen and SeverarféeThe latter structure has been molecule around its 6-fold axis) was studied by Tsuzuki et al.
found to be almost isoenergetic with the T-shape structure in in ref 22 at the CCSD(T) level, and a similar conclusion was
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reached about the height of the interconversion barrier betweenTABLE 2: SAPT(DFT) Results Compared to the CCSD(T)
the M1 and T-shaped configurations (the latter approximately %”d MP2 Regult_s for ctih'e '\f]l’ g/lz and \?\/8 ?(trUCthes (Dimer
representing the M2 minimum). Such a low barrier suggests S€ometries Optimized in the Present Workj

that the rovibrational ground-state wave function has a large M1 M2 S8
amplitude in both minima. This effect may be responsible for scr/avDz-b 3.753 1.183 4.271
ambiguities in the experimental assessment of the dimer SCF/avTztb 3.760 1.216 4,223
geometry?—10 Although the microwave spectra of the benzene SCF/avQZtb 4.215
dimer were interpreted by Arunan and Gutow&hsg indicating MP2/avDZ+b —4.298 —3.492 —3.104
the T-shape minimum structure, the possibility that other MP2/avTZth —4.467 —3:599 ~3.252
: \ " MP2/aVQZ+b —3.307
structures, including the parallel-displaced structure, are ener- ccsp(T)/avDz+b —2527 —2.689 —1534
getically close was not ruled out (see also a recent discussion CCSD(T)/aVTZ+-b —1.583
in ref 63). In view of our results, the experimental findings ACCSD(T)/avVDzZtb 1.769 0.803 1.570

should perhaps be reinterpreted to see if they can be reconciled ACCSD(T)/avTztb 1.669

with the existence of two nearly isoenergetic minima structures. ggggg? best estimate :3:6733:90.2 :3;3:50.1 :i:ggi 0.10
Let us note that in the benzene crystal struétureolecular (see text)

pairs similar to both M1 and M2 structures are pre§edgspite SAPT(DFT)/avDZ-b —2.585 —2.701 —1.662

the fact that the cooperative two-body and pairwise nonadditive SAPT(DFT)/avVTZb —2.742 —2.771 —1.850
forces may in general lead to crystal structures very different

. a ACCSD(T)= ESCSP(M — EMP2 The acronyms aVXZb stand for

from those of the dimer. the aug-cc-pVXZ basis set plus midbond functions described in the
Of course, the high symmetry of the benzene molecule implies text. SAPT(DFT) results calculated in the MBS scheme. All

the existence of multiple equivalent minima of the form M1 calculations performed in the present wothiP2/aVTZ+b plus

and M2. Tunneling between the equivalent M1 minima occurs ACCSD(T)/avDZrb.

via the saddle point S2, which is only 0.05 kcal/mol above that v. Estimates of Accuracy

for M1. Therefore, this tunneling may be thought of as an . . . .

essentially free relative in-plane rotation of the two molecules When applying our PES and comparing W'th. experimental

in the M1 configuration. Saddle points S1 and the T-shaped results, one \_Nould like to know how accurate is the_ surface.

S3, with ab initio calculated barrier heights 0.02 and 0.11 kcal/ PU€ 0 the size of the system, only very rough estimates of

mol above the M2 energy, respectively, separate different 2CCUracy can be made. One has to take into account the
equivalent M2 minima. An additional M2M2 transition uncertainties due to the truncation of the level of theory and

mechanism, corresponding to the S5 saddle point, is a|sodue to the use of the finite basis set. The former factor can

possible, with a somewhat higher barrier of 0.35 kcal/mol. The NIy be estimated by examining several levels of theory or by
; : : ; lyzing results from different theories. We will compare
geometries and barrier heights of the saddle points S1, S3, andfn2
S5 suggest very high mobility of the monomer, constituting the SAPT(DFT) rgsults to those from the CCSD(T) method. The
“stem” of the “T” in the near-T-shaped M2 configuration. In Iatter.method is known to pe, in general, the most accurate of
addition to the almost free rotation around the intermolecular practlcallly ap[;lllcz_t#e ab |n|t|8 approacheT. Inlmafn)r/] cases, or;e
axis, this monomer performs large-amplitude librations around can evaluate the differences between two levels of theory simply
its own 6-fold axis. by computing interaction energies in the same basis set. This
Besides the M1 and M2 mini h Iso found h would not work in comparisons of SAPT(DFT) with CCSD(T)
minienfhrﬁsstrﬁctur;nM 3 ng]r:mvségviusg:s?esdoir?uenarlga/nl\(;ngr because the two methods show distinctly different patterns of

; e - convergence in basis set siZ&8with SAPT(DFT) converging
studies of Hobza et 4. The M3 minimum is about 1 kcal/mol faster. Thus, it is the best to compare the two theories at the

!ess attragtivg than the qther two minimf_sl, mogtly (_Jlue to Igrge CBS limit.
interatomic dls.tances, d|m|n|sh|ng the dlsper5|pn interactions. 4 perusal of the SAPT(DFT) results presented in Table 2
The conflguratlon M3 can be easily converted into M2 via the shows that the differences between the interaction energies
saddle point S6, only 0.06 kcal/mol above M3. computed in bases aVDBib and aVTA-b (where aVXZ stands
Other characteristic dimer configurations are the “sandwich” for aug-cc-pVXZ and %b” denotes midbond functions) range
configurations S7 and S8, which turn out to be stationary points petween 0.07 and 0.19 kcal/mol. We have also compared the
of indexes 2 and 3, I’eSpeCtively. Although the interatomic basis set convergence of the MBS scheme used by us with
distances and the geometry of both these structures arethe DCBS one. The use of MBS, which contains 576
somewhat reminiscent of M1, energetically S7 and S8 are aboutfynctions at the aVTZ level, leads to more than 3-fold savings
1 kcal/mol above M1 and very close to the M3 minimum. The of the computer time compared to the use of @S, which
main reason for this difference is the electrostatic interaction, gives 864 functions at the same level. These savings allowed
repulsive in the S7 and S8 structures (except for sRalbut us to compute the required number of points on the PES. To
attractive in the M1 configuration. check the accuracy of the MBS scheme, we computed the
To determine which structures should be observed, the effectsDC™BS results for the stationary points. We found that the use
of vibrational zero-point energy (ZPE) should be taken into of MC*BS leads to an underestimation of the magnitude of the
account. Using our PES, we have found the harmonic ZPEs interaction energies from 0.05 kcal/mol for the M2 structure,
equal to 0.319, 0.315, and 0.313 kcal/mol for M1, M2, and M3 through 0.09 for S8, to 0.11 for M1, relatively small errors
structures, respectively. The harmonic frequencies of the compared the computer time savings. We have also performed
structures are given in the Supporting Informatt®nThe a 1/X8 extrapolation of the dispersion energy to the CBS limit
resulting dissociation energies equal to 2.42 and 2.46 kcal/molusing aVDZ+-b and aVTZ-b DC'BS results (the remaining
for M1 and M2 structures, respectively, are in excellent components are practically converged in aVity. The ex-
agreement with the experimental energy of Z2.4.4 kcal/mol trapolation deepens the results further by 0.05 kcal/mol for M2,
of Grover et al” but significantly above the 1.8& 0.2 kcal/ 0.05 for S8, and 0.10 kcal/mol for M1. On the basis of the
mol result of Krause et dt extrapolations and on the D8S differences with respect to
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the MC'BS results, we can assume that the basis set incom-completely unknown. In fact, this error can be estimated only

pleteness error remaining in the basis aVWkZ(MC™BS form) for a handful of systems. For example, it is about 1% near the
is, depending on configuration, about 60.2 kcal/mol in the minimum of the argon dimei® For the helium dimer, this error
well region. is known exactly and amounts to 3% (ref 67). Thus, if the

To investigate the convergence of the CCSD(T) method with r€lative errors were 3% also for the benzene dimer, for the S8

respect to the basis set size, we performed the CCSD(T)configuration the absolute error would amount to 0.05 kcal/
calculations using several aVXa bases. The results for the ~Mol, smaller than the basis set truncation errors discussed above.
M1, M2, and S8 structures are presented in Table 2. The On the other hand, some models of the benzene molecule

interaction energies for the remaining stationary points are indicate that effects beyond CCSD(T) might be fairly large for
included in the Supporting Informati®f.The S8 sandwich this systenf® which may also be reflected in larger uncertainties
structure has the highest symmetry, and therefore, we were able?f CCSD(T) interaction energies. At the present time, we can
to perform in this case calculations in larger basis sets than for Only assume that these uncertainties will not change the error
the other structures. In particular, the MP2 energies were €stimates given in Table 2 in a significant way. Comparing the
computed in the aVQZb basis and CCSD(T) in aVTZb. SAPT(DFT) interaction energies in the basis a\AtZlisted in
These basis sets are larger than in any published work on theTable 2 to the estimated CCSD(T) CBS limits, we see that these

benzene dimer. The X7 extrapolation was applied to the MP2 ~ €nergies are virtually identical for configurations M1 and M2.
correlation contribution to the interaction energy, and the result For S8, the SAPT(DFT) result is 0.2 kcal/mol below the CCSD-

was added to the SCF energy in the larger basis giviB9 (T) limit. However, for this configuration the difference between
and—3.34 kcal/mol at B-T and T-Q levels, respectively. An the MP2 and CCSD(T) resu!ts is particularly Iarge;_ therefore,
analogous extrapolation from-BT bases gives-1.58 kcal/mol ~ the CCSD(T) theory truncation error may be relatively large

at the CCSD(T) level. Adding to the latter result the difference there. Inany case, we will assume that our potential is accurate
between D-T and T-Q extrapolations for MP2, one obtains {0 @bout 0.2 kcal/mol in the well region. _

the CBS estimate of the S8 interaction energy-4s63-+ 0.05 The results of Tab_Ie 1 s_how that the conclusions reached
kcal/mol, where the error bar is equal to the difference used. @P0Vve based on configurations M1, M2, and S8 should extend
For the remaining two configurations, we can perform onlyD to other geometries of the dimer. For .the structures M3 and
extrapolations at the MP2 level, which give4.54 and—3.66 S1-S6, the agreement of SAPT(DFT) with the CCSD(T) results
kcal/mol for structures M1 and M2, respectively. If we were to [cOmputed as MP2/aVTZb + ACCSD(T)/avVDZzth] is to

add the values oACCSD(T) computed in the basis aVBH vv_|th|n 0.06 kcal/mol. Only for the _S? sandwmh structure_ls_the
to these CBS limits, this would result in a significant overes- difference larger, 0.18 kcal/mol, just like for the very similar
timate of the CCSD(T) interaction energy, as seen for the S8 S8 structure. Let us note that except for the S7 and S8 structures
structure where this procedure giveg.74 kcal/mol, 0.11 kcal/  (Which are almost isoenergetic in both approaches), SAPT(DFT)
mol from the CBS result obtained with larger basis sets. For 91V€S the same energy orderings as CCSD(T). This includes
S8, a better result-1.68 kcal/mol, is obtained by taking the e ordering of the S3 structure (T-shape) and M2 (tilted
computed aVTZb result for MP2. Using this method, one T-shape). Even though the energetic difference between the two

obtains the best estimates of CCSD(T) interaction energy for structures is within the error estimate of our PES, this ordering
the configurations M1 and M2 equal te2.7 + 0.1 and—2.8 should not change at the complete basis set limit because the
+ 0.1 kcal/mol, respectively, with the error bars doubled two structures are very similar and therefore the errors should

compared to the S8 case. be very close.

Our best estimat f the CCSD(T) int " . The results of Table 1 show that the 0.2 kcal/mol estimate
| Lurbest estimates ot the (T) in eraction energies aré ¢ ynq error of the SAPT(DFT) PES, based mainly on the results
in reasonable agreement with those obtained by Sinnokrot et

. . for the structure S8, may represent an upper bound for this error.
gz m;ef? 2? t";nddz.; (see the_ Iazt tw? r?r\:vs olf Th?lbled%f'n retf Thus, structure S8 seems to represent the most difficult case

). Part o e difierences IS due 1o the shightly diterent ¢, o convergence of both SAPT(DFT) and the supermolecular
monomer and dimer geometries in the two sets of results. We approach. A further confirmation of our estimates of the

havz_a computed the MP2 interaction energy for the S8 config- accuracy of our PES comes from comparisons of the computed
uration using the same geometry as in Table 2 of ref 24 and and experimental virial coefficients; see section VII.

the aVTZ+b basis. This calculatiqn gave the interaction energy oy results allow us to make some comment on the often
0.07 kcal/mol below t_he result in our Table 32' Thus, in our ;40 practice of adding th®CCSD(T) contribution computed
geometry, the two estimates by Sinnokrot et ?“‘*‘.’VOU'd be in a small-size basis to the MP2 interaction energy computed
—1.63 and—ljS "C"""".‘O'- The former result 1SN excellent in a much larger basis or possibly extrapolated to the CBS limit.
agreement with our estimate. The latter result is based on theWhereas this method usually works very well, for the benzene
MP2-R12 interaction energy, computed using an explicitly dimer it may result in some overestimation E)f the CCSD(T)
correlated basis set. In our S8 geometry, this interaction energy;.«araction energy because the fairly lay€CSD(T) contribu-

would amount to-3.57 kcal/mol, 0.23 kcal/mol below ouriQ tion is quite sensitive to the basis set size. This energy difference
extrapolated value. Similarly, there are large differences between,, s to increase with the increase of the basis set, and for the

orbital and MP2-R12 interaction energies for M1 configuration, two basis sets considered in the Table 2 the increase is 0.10

but not for S3. We believe that the limit obtained by the |ca/mol, similar to the 0.15 kcal/mol change at the MP2 level.
extrapolation is more reliable than the MPR12 result. The CCSD(T) results obtained by addingCSD(T) computed
However, to partly accommodate the latter result, we have j, 5 small basis to MP2 computed in a moderate-size basis set,
doubled the error bars of our limits for configurations S8 and ¢ ,ch as aVTZb, may actually give a more accurate result than
M1, and these final estimates are listed in Table 2. the former approach. This is the case for the structure S8

The estimated limits of the CCSD(T) interaction energies discussed above. One should also note that due to the use of
allow us to judge the accuracy of the SAPT(DFT) interaction the midbond functions, our aug-cc-pVDZ and aug-cc-pVTZ
energies. Of course, the error of the CCSD(T) method with results are more basis-set saturated than the literature data
respect to the exact interaction energy of the benzene dimer iswithout midbond functions.
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Figure 5. Cross section of the angular configuration of structure M1.
“elst” = electrostatic energy, “exch* the sum of first and second-order
exchange energies, “ind induction energy, “disp*= dispersion energy.
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Figure 6. Cross section of the angular configuration of structure S3.

Labels as in Figure 5.
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Figure 7. Cross section of the angular configuration of structure S8.

Labels as in Figure 5.

VI. Potential Cross-sections and Interaction Energy

Components
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most extensively studied in the literature: M1, S3, and S8.
Detailed numerical data for all the 491 grid points are presented
in the Supporting Informatiopf

Both the M1 and S3 structures are electrostatically attractive
near the minimum. At large distances, the electrostatic interac-
tion remains attractive for S3 but becomes repulsive for M1, in
the region where it becomes dominated by the quadrupole
qguadrupole interaction. It is interesting to note that the often
used argument that the slipped-parallel configuration is the
minimum due to the quadrupcteiuadrupole interaction is
actually not true. This interaction has a minimum far= 6,
~ 41°, where the angles are defined in Figure 1.0At= 0, =
61°, the value for the M1 minimum, the quadrupelguadrupole
interaction is slightly positive because, as a functiorfpft=
65, it changes sign at; = 6, ~ 59.5. The reasons the
electrostatic energy of M1 becomes negative for smatlare
the negative hexadecapelbexadecapole interaction and over-
lap effects. Asymptotically (not shown in the figure), the total
interaction energy becomes positive for M1 as@{R°) decay
of the quadrupolequadrupole interaction is slower than the
O(R%) decay of the dispersion interaction. Compared to S3, in
the M1 configuration all the contributions except for the
electrostatic one are larger in magnitude at the minimum due
to the shorter (on the average) interatomic distances. However,
the larger magnitude of dispersion and induction energies are
canceled by the larger exchange energy of M1 and the resulting
total interaction energy in the minimum is almost equal to that
in the S3 configuration. Because the induction component is
almost completely quenched by its exchange counterpart,
whereas the dispersion one is not (see below), it is in fact the
dispersion interaction that stabilizes M1.

Unlike M1 and S3, the S8 structure is electrostatically
repulsive at a wide range of distances. The electrostatic energy
becomes negative only at the short range due to the overlap
effects, but at these distances the rapidly increasing exchange
repulsion dominates the overall picture. Although the S8
structure is not as strongly bound as M1, its repulsive region
rises more gradually and, at the shortest distance shown on the
picture (3.25 A), S8 is significantly less repulsive than M1. The
stronger M1 repulsion is due to the larger overlap of electron
densities because at the same distance between the centers of
the mass of the monomers, the distance between the ring planes
is shorter for M1.

Comparing M2 and S3 structures, one sees that the tilted
structure of M2 is a result of more favorable dispersion
interactions. Although the electrostatic energy of M21(639
kcal/mol) is slightly less negative than the S3 ord (660 kcal/
mol), the dispersion energy is much more favorabtd.773
vs —4.581 kcal/mol) with only slightly less favorable first-order
exchange (3.448 vs 3.413 kcal/mef).

It should be noted that the second-order exchaimgguction
energy quenches to a large extent the induction contribution
and the sum of these two energies plays a minor role in the
total energy of the dimer, as observed also in ref 24. All the
investigated structures have a very large dispersion component
(which is only slightly quenched by its exchange counterpart),
and for all distances except the extreme long range, dispersion
is the most significant attractive contribution. For the direc-
tionality of the interaction, it is the electrostatic component that

Symmetry-adapted perturbation theory provides insight into depends mostly on the angular configuration, although the
the physical contributions to the interaction energy. In Figures dispersion component plays also some role in the directionality.
5—7, we present the interaction energy components and totalOne example is the tilt of the M2 structure described above.
energies for radial cross-sections through the potential energy Our current SAPT(DFT) results are generally similar to the
surface for angular coordinates corresponding to the structuresSAPT2 results computed by Sinnokrot and Shé&tribr the
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sandwich, slipped-parallel, and T-shape structures, despite the 0

fact that SAPT2 includes electron correlation at a level much

lower than does SAPT(DFT). In particular, SAPT2 is asymp- -200 . H . =
totically equivalent to the MP2 method, which for the benzene _400 . * ¥ "

dimer gives results that differ significantly from the SAPT(DFT) /

or CCSD(T) results. The reason for the overall good perfor- 3 -600 P

mance of the SAPT2 results is cancellation of errors of the '”E . /ii/(

method with errors due to the use of a small basis set, as already 800

noted in ref 24. There are a few significant discrepancies §_1000 y

between the results from the two methods, though. For example, U

the parallel-displaced structure of Sinnokrot and Sherill is more ~ -1200 |4 SAPT(DFT) = .
electrostatically attractive than the T-shape structure, in contrast N periment2 4

to our results. The simple model of Tsuzuki et?Alwhere the ~1400 OPLS o 1
electrostatic component is estimated from monomer properties  _;¢qq . . .

and dispersion is estimated from the difference between the 300 350 400 450 500 550 600 650 700
CCSD(T) and SCF interaction energies, provides a physical T(X)

picture of the interaction that only very roughly agrees with Figure 8. Second virial coefficient of benzene. SAPT(DFT): this work.
the accurate SAPT(DFT) decomposition. There are several Experiment 1. ref 71. Experiment 2: ref 72. OPLS: calculated with
important deficiencies, for example, the electrostatic interaction the empirical potential of ref 62.

for the parallel-displaced structure is repulsive in ref 21, in

contrast to our results. result of a fortuitous cancellation of errors because both the

method and the basis set used are not adequate for benzene
dimer. Moreover, their fit function, of the OPLS form, does
not reproduce their ab initio data, as seen in Figure 2 of ref 25

The fitted potential energy surface has been used in calcula-for the bottom parts of all the wells and for the whole curve in
tions of the second virial coefficienB(T), of benzene, defined  the slipped-parallel configuration.

VIl. Second Virial Coefficient

by the virial expansion The virial coefficient data obtained from the empirical OPLS
B potentiaf2 show that this potential strongly underestimates the
bv_4 +ﬂ + . (6) attractive interactions between benzene molecules, which results
RT v in values ofB(T) significantly less negative than the experi-

mental ones. The reason for this behavior is, of course, the OPLS
potential has been fitted to represent bulk-phase properties of

employed is given by eqs 224 of ref 69 and contains the ~ P€NZene, and as such, it must implicitly account for many-body
lowest-order quantum correction (of the ordet8¥. It should interactions. Because empirical pair potentials account for such

be noted that due to a relatively large mass and large momentsEffects by a distortion of pair interaqtion energigs, this typically
of inertia of the benzene molecule, the quantum contribution '€2ds t0 poor values of purely pairwise properties, sud(&p
to B(T) is generally small and does not exceed 0.6% even for The underbinding of OPLS is in contrast to the situation for

the lowest temperatures considered here. The calculatiberpf  Polar liquids, like water, for which empirical pair potentials tend
involves a 6-dimensional integration over the relative coordi- to be more attractive than the true pair potentials. We now

nates of the dimer. The integral over the angular coordinates K1OW'>"“that the reason for this overbinding is that many-body

was computed using a simple Monte Carlo (MC) procedure _effects _in polar_ systems are domina_lted by the_ inducti_on
sampling with 360 000 configurations. For each of these interactions, which increase the magnitude of the interaction

configurations, the radial integration was performed over the €N€r9y- For benzgne, the many-t?ody force.s. are probably
range from 0 to 70 A by splitting this range into 15 intervals doml_nated by the third-order dispersion nona_dd|t|_ve effects and
and then using a 31-point Stenger quadrdflireeach of these p_ossm?Ié/?ealio by the exfhang.e eﬁehcts,hllke in |t|heff argofn
intervals. The radial integral computed in this way is practically t;:mer..’ T e.OPL.S resu Itsllndlcatet at the ovr(]ara etiect 0
exact compared to the uncertainty of the angular integration. ! re]:se mterggtlolns IS repu ?'\I’e' .Compﬁred to tfte Wafter case,
The latter can be assessed from the MC procedure and amount¥/Nere empirical pair potentials gih&(T) that are often a factor

to about 0.1% for all temperatures considered. of 2 or more larger in magnitude than the experimental véities,

The second virial coefficients computed with the SAPT(DFT) the values oB(T) given by the empirigal potential for .b‘?fﬁzene
potential over a range of temperatures are shown in Figure 829"€€ reasonably well with the experimental and ab initio ones.

and compared to two sets of experimental data. Also shown 'S Suggests that the many-body effects in benzene are not as
are the results obtained with the empirical OPLS potential of SIrond as in water, where the inclusion of three-body forces is
Jorgensen and Severarf@dt is seen that the agreement of the absolutely necessary for the description of liquid. Recenlt results
SAPT(DFT) results with experiment is generally very good over COMputed by Tauer and Shefilifor a few benzene trimer
the whole range of temperatures, the discrepancies being typi-configurations also show that the three-body effects are, in
cally between 2 and 6%. Both sets of experimental values are9eneral, small for this system. Although accurate simulations
slightly above the theoretical ones, which may indicate that the of the condensed phases of benzene WOU'|d. require mclusmn of
SAPT(DFT) potential is a little too attractive on the average. € many-body effects, the two-body ab initio potential alone
The theoretical curve remains too low in the high-temperature should lead to much smaller errors than in the case of water.
region, which may indicate that the repulsive wall of the SAPT-
(DFT) potential is somewhat too soft. The better performance at
low temperatures suggests higher accuracy of the minima wells.  With the low cost of the SAPT(DFT) calculations, we were
Let us note that although tH¥T) values obtained by Cacelli  able to compute several hundred configurations of the benzene
et al?> are also accurate, its agreement with experiment is the dimer. The accuracy of the calculations was estimated to be

wherep, v, R, andT are the pressure, the molar volume, the
gas constant, and the temperature, respectively. The formul

VIII. Conclusions
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