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Extensive testing of the SCC-DFTB method has been performed, permitting direct comparison to data available
for NDDO-based semiempirical methods. For 34 diverse isomerizations of neutral molecules containing the
elements C, H, N, and O, the mean absolute errors (MAE) for the enthalpy changes are 2.7, 3.2, 5.0, 5.1, and
7.2 kcal/mol from PDDG/PM3, B3LYP/6-31G(d), PM3, SCC-DFTB, and AM1, respectively. A more
comprehensive test was then performed by computing heats of formation for 622 neutral, closed-shell H, C,
N, and O-containing molecules; the MAE of 5.8 kcal/mol for SCC-DFTB is intermediate between AM1
(6.8 kcal/mol) and PM3 (4.4 kcal/mol) and significantly higher than for PDDG/PM3 (3.2 kcal/mol). Similarly,
SCC-DFTB is found to be less accurate for heats of formation of ions and radicals; however, it is more
accurate for conformational energetics and intermolecular interaction energies, though none of the methods
perform well for hydrogen bonds with strengths under ca. 7 kcal/mol. SCC-DFTB and the NDDO methods
all reproduce MP2/cc-pVTZ molecular geometries with average errors for bond lengths, bond angles, and
dihedral angles of only ca. 0.01 Å, 1.5°, and 3°. Testing was also carried out for sulfur containing molecules;
SCC-DFTB currently yields much less accurate heats of formation in this case than the NDDO-based methods
due to the over-stabilization of molecules containing an SO bond.

Introduction

During the last several decades, semiempirical molecular
orbital (SMO) methods aimed at reliably reproducing experi-
mentally determined molecular properties, yet scaling only as
N3, have been developed; chief among these have been methods
derived from the neglect of diatomic differential overlap
(NDDO) approximation,1-3 namely MNDO4-5 and its succes-
sors AM1,6 PM3,7 and PDDG/PM3.8-10 Although the latter
methods differ only in their inclusion of extra terms in the core
repulsion formula and the better parameter optimization pro-
cedures afforded by modern computational power,11 the resulting
enhancements to molecular properties are considerable. For
example, the MAEs for heats of formation of a set of 622
neutral, closed-shell molecules containing H, C, N, and O for
these methods are 8.3, 6.8, 4.4, and 3.2 kcal/mol, respectively.
Much of the focus in recent development has been on lowering
these errors while maintaining the generally good agreement
for structural properties; e.g., PDDG/PM3 gives MAEs for bond
lengths, bond angles, and dihedral angles of only 0.013 Å, 1.9°,
3.7°, respectively, versus MP2/cc-pVTZ values on a large test
set.12 Continued development of such fast quantum mechanical
methods is also driven by the interests in applications to large
molecular systems and in mixed quantum and molecular
mechanics (QM/MM) calculations for organic and enzymatic
reactions in solution.13

Mirroring the increased use of density functional theory
(DFT) over the past decade has been the introduction and
development of a semiempirical methodology, density-functional
based tight binding (DFTB), which incorporates tight binding
principles and is parametrized using results based on the local
density approximation (LDA).14,15Here, the central approxima-

tion is that the initial molecular electron density can be
constructed as a superposition of atomic densities, implying that
a self-consistent solution is not needed. The energy expression
(eq 1) is then fully determined after parametrization for

the core repulsion formula, CRF orErep, which is typically
composed of a Chebyshev polynomial fit such thatE0

TB

approximates the energy of LDA calculations on the relevant
diatomics or another suitable system over a range of interatomic
distances.14 The adjustable parameters are the coefficients of
the polynomials, so with the use of 10 polynomials, as in ref
14, there are 10 parameters. These are pairwise terms by atom
type for DFTB, so there are 10 parameters for H-H interactions,
10 for C-H, etc., whereas the terms are atom-based for PM3
and PDDG/PM3. Thus, for hydrocarbons, DFTB contains 30
(3 × 10) parameters in the CRFs, whereas PM3 and PDDG/
PM3 have 14 (2× 7) and 22 (2× 11), respectively. Then, the
number of parameters increases quadratically for DFTB and
linearly for the NDDO methods with the addition of new atom
types.

DFTB has shown promise for hydrocarbons and bulk systems,
but polar molecules can be problematic; for example, the two
CO bonds in carboxylic acids are computed to have nearly equal
lengths.16 Therefore, Elstner et al. extended the DFTB formalism
to account for the charge redistribution in organic molecules.
The resultant method (SCC-DFTB) requires an iterative
solution according to eq 2.16 The Hµν elements are defined by
eq 3, whereS is the overlap matrix, theγs correspond to
Coulomb interactions, and∆qê ) qê - qê

0 represents the
change in the charge distribution. The presence of the second* Corresponding author. E-mail: william.jorgensen@yale.edu.
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term in eq 3 and the need for an SCF cycle provide the principal
differentiation from DFTB. The energy expression is then given
by eq 4

Unlike the NDDO methods, SCC-DFTB explicitly incorporates
the overlap matrix into the Roothaan-Hall equations,17 the
solution of which necessitates one additional matrix diagonal-
ization at the start of the procedure and several additional
matrix-matrix multiplications per iterative step. Therefore,
SCC-DFTB is somewhat slower than methods which utilize
the NDDO approximation, although still scaling as N3. Using
similar compiler options and the same machine, it appears that
SCC-DFTB calculations require about 50% more computer
time than NDDO-based methods. For example, the consecutive
calculation of 100 single-point energies of tri-t-butylmethane
with SCC-DFTB and PDDG/PM3 gave a timing ratio of 1.4.
This timing difference is typical, as similar comparisons for a
number of large molecules give ratios between 1.2 and 2.0.

There are similarities between SCC-DFTB and extended
Hückel theory including use of a valence-only basis set and
inclusion of the overlap matrix in the secular equations.18 In
addition, the diagonal elements of eq 3 are similar to those of
the first approximation suggested by Streitwieser in his descrip-
tion of the ω-Hückel method in 1960.19 However, as with
MNDO and its NDDO variants, the expanded two-center
elements of SCC-DFTB are better able to represent the
electronic structure of molecules. Additionally, both genres of
semiempirical methods are similar in their deviation from their
predecessors by the inclusion of core repulsion terms (Erep in
eq 4), which repair deficiencies in the underlying methods
associated with, for example, the minimal basis sets and
simplified treatment of electron repulsion.

Thus far, benchmarking of SCC-DFTB for organic mol-
ecules has not been extensive; it has focused on reaction energies
and structures of small, acyclic molecules with fewer than five
nonhydrogen atoms.16,20,21Thus, many questions remain con-
cerning the performance for larger molecules and the treatment
of basic issues such as ring strain, steric effects, conjugated
systems, conformational energetics, and intermolecular interac-
tions. The present paper presents a much more comprehensive
comparison of results from SCC-DFTB and the NDDO
schemes focusing on these issues in the standard manner that
has been characteristic of the development of SMO methods.4-12

The SCC-DFTB code used here was obtained from Dr. M.
Elstner, the other SMO calculations were performed with
BOSS22 or a local version of MOPAC,23 and the B3LYP/6-
31G(d) results are from Gaussian 0324 or the NIST database.25

The provided SCC-DFTB code has parameters to treat the
elements C, H, N, O, and S, so the present comparisons have
been restricted accordingly.

Results and Discussion

Isomerization Energies. A good place to start is the
energetics of isomerization reactions since this allows direct

comparisons on the performance for differences in bonding,
conjugation, and steric effects. Results are reported in Tables
1-3 from geometry optimizations with AM1, PM3, PDDG/
PM3, and SCC-DFTB. For comparison with a well-established
DFT method, B3LYP/6-31G(d) results have also been included
using B3LYP/6-31G(d) optimized geometries. The experimental
data and the AM1, PM3, and PDDG-PM3 results correspond
to enthalpy changes at 25°C. In some prior studies, SCC-
DFTB electronic energies have been corrected for vibrational
energy changes to yield enthalpy differences.20,21Besides being
inconvenient for an SMO method, inclusion of the zero-point
vibrational energy changes using frequencies from the B3LYP/
6-31G(d) optimizations is found to have little effect on the MAE
for the SCC-DFTB results in Table 1. Inclusion of the zero-
point vibrational energy change lowers the MAE from 5.0 to
4.9 kcal/mol, further adding the thermal correction for 0 to 298
K makes the MAE 4.7 kcal/mol. It also has little effect on the
B3LYP/6-31G(d) results in Table 1; the MAE is unchanged at
3.1 kcal/mol with the zero-point correction and goes to 2.9 kcal/
mol including the thermal term. Consequently, the vibrational
energy corrections were not made for Tables 2 and 3.

A total of 34 isomerizations is represented in Tables 1-3.
For the hydrocarbons in Table 1, the MAEs increase in the order
PDDG/PM3 (2.4 kcal/mol), B3LYP/6-31G(d) (3.1 kcal/mol),
PM3 (4.3), SCC/DFTB (5.0), and AM1 (6.6). The sequence of
MAEs is similar in all three tables. If the 34 results are
combined, the overall order is PDDG/PM3 (2.7 kcal/mol),
B3LYP/6-31G(d) (3.2), PM3 (5.0), SCC-DFTB (5.1), and AM1
(7.2). If the vibrational energy change including thermal
corrections is included for the SCC-DFTB results, the MAE
may drop to ca. 4.7 kcal/mol based on the results for Table 1.
The newly reparameterized version of AM1 (RM1)11 was also
tried for the 34 isomerizations and it yielded an overall MAE
of 4.2 kcal/mol.

For the hydrocarbons, the isomerizations cover diverse
processes including various pericyclic transformations. For
PDDG/PM3, the only errors larger than 4 kcal/mol are for the
methylacetylene to allene and styrene rearrangements. Errors
with B3LYP/6-31G(d) are small until one gets to the larger
molecules, e.g., the last four entries in Table 1. This pattern
was pointed out previously,8 and branching problems for alkanes
with DFT calculations in general have recently been high-
lighted.26 Prior branching problems with MNDO and AM1 were
resolved well with PDDG/PM3.8 For example, the errors with
numerous DFT methods are 6-12 kcal/mol all overly disfavor-
ing tetramethylbutane compared to octane, and the error with
B3LYP/cQZV3P is 10 kcal/mol, similar to what is found here
with the much smaller 6-31G(d) basis set.26b The errors with
multiple DFT methods such as B88-PW91/TZVP for octam-
ethylhexane compared to tetradecane exceed 30 kcal/mol,26a

whereas the error is 46 kcal/mol for AM1, 9 kcal/mol for PM3,
and 6 kcal/mol for both PDDG/PM3 and SCC-DFTB.

B3LYP/6-31G(d) also has significant trouble with the toluene
to norbornadiene isomerization with a nearly 10 kcal/mol error.
Since the treatment of ring strain does not appear to be
problematic for smaller molecules, it is likely that the nonbonded
interactions in the more congested bicyclic ring system are not
well represented. For SCC-DFTB, the principal deficiencies
are for the examples involving cyclopropene, vinylcyclopropane,
and cyclooctatetraene, whereas the 1,3-butadiene to cyclobutene
transformation is handled well. AM1 and PM3 also have some
difficulties with small rings and the branching examples.

Tables 2 and 3 report the isomerization results for molecules
containing nitrogen and oxygen. A noticeable item in Table 2

∑
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M
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is the 6 kcal/mol error with B3LYP/6-31G(d) for the ethylene-
diamine to 1,2-dimethylhydrazine case. The pattern worsens to
a 12 kcal/mol error for the isoelectronic 1,2-ethanediol to
dimethylperoxide isomerization in Table 3. Zero-point correc-
tions are not the issue; adding the zero-point vibrational energy
change actually worsens the accord by 0.7 and 1.0 kcal/mol in
these two cases, respectively. The ethanol to dimethyl ether
isomerization with a nearly 7 kcal/mol error appears to reflect
a related problem for B3LYP/6-31G(d). PDDG/PM3 performs
consistently; the largest errors are 6-7 kcal/mol and involve
cyclobutylamine and oxirane. With SCC-DFTB, the errors are
ca. 10 kcal/mol for the nitrile to isonitrile case and for the
examples with aziridine and the two lactones.

At first glance, remarkably, the branching example of
hexanoic acid to methyl pivalate is not problematic for B3LYP/
6-31G(d) in Table 3. However, it just reflects a cancellation of
errors; the acetic acid to methyl formate error (-6.5 kcal/mol
in Table 3) is off-setting the error for the pentane to neopentane
component (+4.3 kcal/mol in Table 1). So, if one was seeking
a really poor result with B3LYP/6-31G(d), consider pivalic acid
to ethyl propanoate, (CH3)3CCOOHf CH3CH2COOCH2CH3.
The experimental enthalpy change is+6.3 kcal/mol, whereas

the B3LYP/6-31G(d) result is-5.2 or-4.3 kcal/mol including
the zero-point and thermal corrections.

General Issues for Comparisons of Methods.Though these
isomerization examples are diverse and provide good tests of
the treatment of variations in bonding, steric effects, conjugation,
and ring strain, they are still limited to ca. 60 unique molecules.
They were selected quite randomly by going through the
database of SMO results8 looking for isomers and variety in
the processes. Nevertheless, by either under- or over-representa-
tion of a problem class for any one method, the MAE results
for that method can be distorted.7 Addition of the pivalic acid
to ethyl propanoate example alone would increase the MAE
for B3LYP/6-31G(d) in Table 3 by 1 kcal/mol, and another 3
kcal/mol could likely be obtained with the octamethylhexane
example. The issue also arises in repeated tests for one reaction
type for which a particular method may poorly represent one
key molecule (e.g., hydrogen or water for hydrogenations or
hydrolyzes). A systematic error can result that distorts impres-
sions.

For example, in ref 20 on the parametrization of SCC-DFTB
for sulfur, energetic results are compared for 13 reactions using
SCC-DFTB, B3LYP/6-31G(d), and several SMO methods

TABLE 1: Isomerization Enthalpies for Hydrocarbons (kcal/mol)

a Values from ref 8 and provided in the Supporting Information.b Including zero-point vibrational energy (ZPVE) from B3LYP/6-31G(d)
frequencies. MAE is 4.7 kcal/mol including thermal corrections.c With ZPVE, the MAE is 3.1 kcal/mol; with ZPVE and thermal corrections, it is
2.9 kcal/mol.
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including PM3. PM3 appears to perform poorly with a surpris-
ingly large rms error, 36.6 kcal/mol; however, 8 of the 13
reactions are hydrogenations involving 1-4 equiv of H2. Since
the error in heat of formation (∆Hf) of H2 with PM3 is known
to be 13.4 kcal/mol,7,8 the poor outcome in this test is
preordained. It would be easy to fix the H2 error for PM3 by a
trivial addition to the H-H CRF, but the philosophy in its
development emphasized larger molecules, whereas much
attention has been paid to small molecules in the development
of the CRFs for SCC-DFTB. Nevertheless, it turns out that
SCC-DFTB does not represent carbon monoxide, and carbon
dioxide well, so errors for carbonylations and carboxylations
are substantial, e.g., the SCC/DFTB results for eqs 5-6 are too
endothermic by 10-15 kcal/mol. Clearly, it would be inap-
propriate to judge the performance of SCC-DFTB by empha-
sizing the energetics of, e.g., carbonylations

In order to minimize such problems for overall comparisons of
molecular energetics, a very large collection of molecules needs
to be treated, and it is advisable to consider either heats of
atomization or heats of formation that have been adjusted to

minimize systematic errors. This has been the standard procedure
in the development of the NDDO-based methods4-12 and the
G2 and G3 procedures.27

Heats of Formation. One approach to estimate heats of
formation at 298 K for SCC-DFTB is to use the same
procedure as for the NDDO methods. For the compounds
containing C, H, N, and O, the identical procedure was followed
as in the development of PDDG/PM3.9 Specifically, the energies
of optimized structures for a training set of 134 molecules were
calculated. Heats of formation are computed via eq 7, where
Eel

A (also known aseisol) and∆Hf
A are the electronic energies

and heats of formation of the atoms composing the molecule.

The heats of formation of the atoms are taken as the experi-
mental values, and the electronic energies of the atoms are
treated as adjustable parameters, which are optimized to
minimize the errors for the heats of formation of the molecules
in the training set.8 This removes systematic errors in the atomic
component of the energy change. The same method has been
used in other recent studies to compute heats of formation with

TABLE 2: Isomerization Enthalpies (kcal/mol) for Nitrogen-Containing Molecules

a Values from ref 8.

C2H6 + CO f (CH3)2CdO (5)

C2H6 + CO2 f CH3COOCH3 (6)

∆Hf ) Etot
mol - ∑

A

Eel
A + ∑

A

∆Hf
A (7)
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conventional DFT methods26a,28and in a DFTB approach.29 The
resultant values forEel

A are reported in Table 4 for SCC-
DFTB.

An alternative would be to compute heats of formation for
SCC-DFTB from the total computed energy (eq 4) with
adjustments for the translational, rotational, vibrational andP∆V
changes. In view of the optimization of theEel

A values here and
prior experience,26a,28,29it is extremely unlikely that the latter
procedure would yield a lower MAE. However, it should be
kept in mind that the errors with the present approach for SCC-
DFTB could be lowered if all parameters for the method were
optimized simultaneously along with theEel

A values to mini-
mize the errors in heats of formation. It should also be noted
that the atomic terms in eq 8 cancel in computing the∆H of
any reaction in view of the conservation of atoms, so for the
SCC-DFTB results this is equivalent to equating the∆H298

with the total energy change at 0 K. For the unimolecular
processes in Table 1, this approximation had a 6% effect on
the MAEs. A final point is that only the lowest-energy
conformer for a molecule is considered in the present∆Hf

calculations, as usual.26a If there was uncertainty, a conforma-
tional search was performed. This approximation has been
analyzed and normally yields errors of less than 1 kcal/mol for
flexible molecules with fewer than 30 atoms and under 2 kcal/
mol for cases with 50-60 atoms.26a

The resultant∆Hf MAEs for AM1, PM3, PDDG/PM3, and
SCC-DFTB on the combined training and test sets are given
in Table 5, and complete documentation of the results for the
622 molecules is provided in the Supporting Information (SI).
The MAE of 5.8 kcal/mol for SCC-DFTB is between those
for AM1 (6.8 kcal/mol) and PM3 (4.4 kcal/mol) and signifi-
cantly larger than for PDDG/PM3 (3.2 kcal/mol). It is known

TABLE 3: Isomerization Enthalpies (kcal/mol) for Oxygen-Containing Molecules

a Values from ref 8.

TABLE 4: Atomic Heats of Formation and Fitted Electronic Energies for Computation of Heats of Formation with
SCC-DFTB

H C N O S

∆Hf
A (kcal/mol) 52.102 170.89 113.00 59.559 66.4

Eel
A (eV)a -7.7196445 -39.779913 -59.990944 -85.978530

Eel
A (eV)b -7.7215000 -39.778071 -59.987014 -85.967125 -63.649332

a Including training molecules with NsO bonds.b Excluding training molecules with NsO bonds.
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that PM3 generally performs better for heats of formation than
many DFT methods28,30 and that PDDG/PM3 represents a
significant improvement over PM3.8-10

An inspection of the principal sources of error reveals that
SCC-DFTB predicts heats of formation for molecules contain-
ing one or more NO bonds to be too low. In the training set,
the errors for nitromethane, nitroethane, 1-nitropropane, 2-ni-
tropropane, methyl nitrate, and ethyl nitrate are 40-80 kcal/
mol. When there is just a solitary NsO bond as in isoxazoles,
the underestimate is less, 15-30 kcal/mol, so an additive effect
is indicated. As discussed below, the computed structures of
the molecules with NsO bonds are fine. It is likely that the
SCC-DFTB Erep could be better parametrized for NsO, so a
second∆Hf fit and testing were performed, which excluded all
systems that contained both nitrogen and oxygen atoms. This
lowered the MAE for the reduced set of 581 molecules to 4.4
kcal/mol, a result comparable to that from PM3 (4.2 kcal/mol
on this reduced set). The MAE for the 254 hydrocarbons only
changes from 4.8 to 4.7 kcal/mol. Owing to this issue, molecules
with NsO bonds were also not included in Tables 2 or 3.

As with most SMO methods and as indicated in Tables 1-3,
a problem class for SCC-DFTB is highly strained compounds,
e.g., the∆Hf values are too positive by 10-20 kcal/mol for
most mono- and bicyclic molecules containing three-membered
rings. Four-membered rings are handled comparatively well,
and remarkably the∆Hf error is only 8 kcal/mol for cubane.
There are also some difficulties with another standard problem
class, molecules with adjacent heteroatoms (e.g., azides, tetra-
zole, and ozone). Notably, the homologation and branching
errors that are problematic for some NDDO methods are less
severe with SCC-DFTB. For example, the∆Hf error only
increases from 1 to 7 kcal/mol in going from propane to decane
with SCC-DFTB, whereas it is 1 to 13 kcal/mol with AM1.
Also, the ∆Hf errors are only 0.5 and 1.8 kcal/mol for
neopentane and 2,3,4-trimethylpentane with SCC-DFTB, whereas
they are 7.4 and 6.1 with AM1, 4.3 and 3.4 with PM3, and 1.6
and 1.3 with PDDG/PM3. SCC-DFTB has relatively higher
errors for nonaromatic molecules with multiple bonds, e.g.,
ethylene (7.0) and 1,3-butadiene (9.6), than the other SMO
methods.

As mentioned above, SMO methods all have difficulties with
some small molecules owing presumably to their often unique
bonding characteristics including bond lengths. For example,
H2 is a problem for PM3 with an error of 13.4 kcal/mol and for
PDDG/PM3 (22.2 kcal/mol), whereas it is handled compara-
tively well by AM1 (5.2) and SCC-DFTB (6.2). N2 is a
problem case for PM3 (17.6), PDDG/PM3 (9.5), and AM1
(11.2), whereas it is fine with SCC-DFTB (2.9). On the other
hand, CO is not problematic for PDDG/PM3 (0.3 kcal/mol),
whereas it is a problem for MNDO (20.5), AM1 (20.7), PM3
(6.7), and SCC-DFTB (12.2). Special cases like H2 can, in
general, be easily remedied by an addition to the CRFs, but
overall the motivation for such finely targeted adjustments is
not compelling.

The heats of formation for some ions and radicals, none
containing NsO bonds, are listed in Table 6. All methods
perform less well than on the set of neutral, closed-shell species.
This arises from the increased variations in bonding and
electrostatics and especially from the exclusion of radicals and
ions in the training set. The MAE from SCC-DFTB, 13.9 kcal/
mol, is 4-7 kcal/mol higher than from the other SMO methods
[e.g., PDDG/PM3 (10.0 kcal/mol)]. It may be noted that the
MAEs of 4.7 or 4.8 kcal/mol obtained here with SCC-DFTB
for 254 hydrocarbons are very similar to the result of 4.6 kcal/
mol obtained for 83 hydrocarbons by the DFTB method of
Voityuk.29 This is coincidental as he also reports MAEs
excluding C60 of 7.0 and 5.6 for AM1 and PM3, which are 2-3
kcal/mol higher than for the hydrocarbon results in Table 5.
The differences stem from Voityuk’s inclusion of 15 radicals
among the 83 hydrocarbons that were used in optimizing his
DFTB method. As one can see in Table 6, there is a known7b,8

systematic error with hydrocarbon radicals such that their heats
of formation are underestimated with MNDO, AM1, PM3, and
PDDG/PM3 by ca. 10 kcal/mol. So, (15× 10 kcal/mol)/83 adds
2 kcal/mol to the MAEs. This comes under the discussion of
the last section of overemphasizing one type of molecule or
reaction, which is known to be a weak spot for a particular
method.

Other Energetics.Some conformational energy differences
and intermolecular interaction energies have also been compiled
in Tables 7 and 8. These should be viewed as initial surveys in
view of the limited sizes of the data sets. Molecules with NsO
bonds were again excluded.

Fifteen prototypical conformational energy changes are
considered in Table 7. In this case, SCC-DFTB with an MAE

TABLE 5: Mean Absolute Errors in Calculated Heats of
Formation for Neutral Molecules Containing the Elements
C, H, N, and O (kcal/mol)a

N AM1 PM3
PDDG/
PM3 SCC-DFTB

hydrocarbons 254 5.6 3.6 2.6 4.8
all molecules 622 6.8 4.4 3.2 5.8
training set 134 5.9 4.1 2.6 6.9
test set 488 7.0 4.4 3.4 5.5

a All data are in the Supporting Information.

TABLE 6: Heats of Formation of Ions and Radicals
(kcal/mol)

exp.a AM1 PM3
PDDG/
PM3 SCC-DFTB

methyl cation 262.9 252.4 256.6 256.7 284.2
ethyl cation 215.6 216.8 222.5 220.3 235.4
isopropyl cation 190.9 191.9 197.3 192.9 202.0
tert-butyl cation 176.0 173.9 177.8 171.5 177.3
allyl cation 226.0 226.2 232.7 231.9 247.4
tropylium cation 203.0 210.5 221.0 222.4 222.2
benzyl cation 215.0 222.1 227.4 226.7 231.1
H3O+ 139.0 143.5 159.1 157.1 134.5
CHO+ 199.0 187.5 176.9 175.4 186.1
NH4

+ 155.0 150.6 153.4 149.6 167.0
CH2NH2

+ 178.0 176.3 185.3 182.4 192.0
methyl radical 34.8 31.3 29.8 25.9 59.0
ethyl radical 25.0 18.2 17.3 15.6 45.2
propyl radical 16.8 11.5 12.2 10.6 39.4
isopropyl radical 22.3 6.8 5.5 4.5 32.8
sec-butyl radical 17.0 0.2 0.3 -0.4 27.1
tert-butyl radical 11.0 -2.8 -5.9 -6.4 20.6
allyl radical 40.0 38.6 39.6 36.9 56.8
CHO radical 10.4 -1.0 -9.3 -11.6 16.6
methoxy radical -0.5 -3.7 -6.8 1.3 13.2
methoxy anion -33.2 -38.5 -37.9 -28.3 -23.5
ethoxy anion -47.5 -45.5 -44.8 -38.4 -31.4
phenoxide anion -40.5 -41.0 -44.1 -45.3 -34.9
methyl anion 33.2 57.7 51.5 43.3 57.2
ethyl anion 35.1 34.5 31.7 31.3 31.4
isopropyl anion 28.2 16.9 15.1 18.6 22.0
tert-butyl anion 16.0 2.7 -0.4 4.9 12.1
allyl anion 29.9 27.6 25.2 20.6 34.0
hydroxide ion -32.7 -14.1 -17.5 -14.6 -3.5
methylamine anion 30.5 33.1 21.7 19.8 58.6
MAE 7.0 9.8 10.0 13.9

a Exptl. values as compiled in ref 8. Computed results here for
radicals are from RHF calculations as in ref 7; the results in ref 8 for
radicals are from UHF calculations.
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of 1.2 kcal/mol performs better than the NDDO schemes by
0.2-0.6 kcal/mol. RM1 was also checked and it yields results
very similar to AM1 including an MAE of 1.5 kcal/mol for
this data set. Some improvement with SCC-DFTB could be
expected since its inclusion of the overlap matrix in the secular
equations reintroduces four-electron “Pauli repulsions”, which
should improve the description of rotational barriers.12,32

Nevertheless, all four SMO methods generally err by underes-
timating the energy of the less stable form. There are also some
qualitative errors, particularly for propanal and piperidine.
Propanal is problematic for all of the SMO methods since they
uniformly find the cis conformation to be erroneously higher
in energy than the skew form. The greater error with SCC-
DFTB may reflect a specific problem in theErep for CsO or
HsO. For conformational energetics, the B3LYP/6-31G(d)

results are clearly superior to the SMO methods with only one
minor qualitative error (ethanol) and an MAE of only 0.4 kcal/
mol.

The prediction of intermolecular interaction energies is
generally a weak point for the NDDO-based methods,7,8 though
PDDG/PM3 does well for halide ion-molecule affinities.9 It
has been pointed out previously that PM3 describes poorly
intermolecular Coulombic interactions and relies on the defor-
mation of the electronic charge density to provide net bind-
ing.35,36 The results in Table 8 illustrate the pattern for neutral
systems. For the weak complexes with interaction energies less
than 7 kcal/mol, the NDDO-based methods and SCC-DFTB
typically underestimate the interactions by ca. 50%. SCC-
DFTB does significantly better for the cyclic dimers of formic
acid and formamide, which primarily accounts for its improved
MAE (1.9 kcal/mol) over the MAEs of 3.2, 4.5, and 4.1 kcal/

TABLE 7: Conformational Energetics (kcal/mol)

ref ∆Ea B3LYP/6-31G(d) AM1 PM3 PDDG/PM3 SCC-DFTB

butane
anti vs gauche

0.7 0.8 0.7 0.6 0.3 0.5

butane
anti vs cis

5.7 5.7 3.3 4.0 3.9 3.8

ethane
anti vs eclip.

2.8 1.6 1.2 1.4 1.1 2.3

methylcyclohexane
eq. vs ax.

1.8 2.1 1.4 1.1 0.9 0.9

cis-1,3-dimethylcyclohexane
eq,eq vs ax,ax

5.5 5.9 5.2 2.2 3.2 3.4

propene
eclip. vs anti

2.0 2.1 0.6 0.7 0.7 1.1

1,3-butadiene
trans vs skew

2.49 3.5 0.8 0.7 0.7 1.5

piperidine
eq vs ax

0.53 0.3 -2.7 -2.2 -3.0 0.3

ethanol
trans vs gauche

0.12 -0.3 -1.6 -1.8 -2.1 -0.2

ethyl methyl ether
trans vs gauche

1.5 1.4 -0.4 -1.0 -1.8 0.8

propanal
cis vs skew

0.95 1.2 -0.6 -0.7 -1.1 -4.4

butanone
cis vs skew

1.07 1.6 0.1 0.1 0.3 0.3

acrolein
trans vs cis

2.0 1.7 0.2 0.4 0.8 0.8

methyl formate
Z vs E

4.75 5.1 5.6 1.9 1.8 2.7

N-methylacetamide
Z vs E

2.3 2.5 1.6 0.4 1.9 2.2

MAE 0.4 1.4 1.8 1.8 1.2

a Values from ref 12 and 31.

TABLE 8: Intermolecular Interaction Energies (kcal/mol)

ab
initioa AM1 PM3 PDDG/PM3 SCC-DFTB

H2O‚‚‚H2O -4.80 -5.4 -3.5 -3.7 -3.3
H2O‚‚‚MeOH -4.90 -5.1 -1.7 -2.6 -3.1
H2O‚‚‚Me2O -5.51 -2.2 -1.7 -3.4 -2.6
MeOH‚‚‚MeOH -5.45 -2.7 -1.7 -3.2 -3.4
H2O‚‚‚H2CO -5.17 -2.7 -1.5 -1.8 -2.4
HCOOH‚‚‚HCOOH -13.93 -6.4 -8.6 -4.0 -13.4
NH3‚‚‚NH3 -2.94 -1.4 -1.4 -1.3 -1.9
NH3‚‚‚H2O -6.36 -2.0 -1.5 -1.8 -3.4
HCONH2‚‚‚H2O -8.88 -7.5 -2.2 -3.6 -5.4
HCONH2‚‚‚HCONH2 -13.55 -8.1 -3.3 -5.4 -11.8
H2O‚‚‚CH3NH3

+ -18.76b -13.1 -12.7 -13.2 -17.5
H2O‚‚‚CH3CO2

- -19.22b -15.9 -15.8 -16.2 -19.8
MAE 3.2 4.5 4.1 1.9

a CCSD(T) results from ref 32.b RHF/6-31G(d) BSSE result from ref 33.
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mol for AM1, PM3, and PDDG/PM3. RM1 was also checked
for the complexes in Table 8; its MAE is 5.0 kcal/mol, and
now the weak complexes are all too well bound, e.g., the∆E
for methanol dimer is-16.4 kcal/mol. In this area, all SMO
methods perform far less well than classical force fields that
describe intermolecular interactions using Coulombic interac-
tions between atoms with point charges plus, typically, Lennard-
Jones potentials.33,37 SMO methods are not suitable for simu-
lations of condensed-phase systems such as liquid water or
alcohols. Thus, a standard approach for QM/MM simulations
of reactions in solution is to use SMO calculations to describe
the reacting system and to treat the intermolecular interactions
with a force field using partial charges for the reacting system
derived from the SMO wavefunction.38

Structures and Dipole Moments.In addition to the energetic
data, a comparison of molecular geometries and dipole moments
has been compiled in Table 9. For the molecular structures, the
comparisons are made to the recent collection of MP2/cc-pVTZ
results.12 The SMO methods all yield fine molecular structures
with average errors of 0.01-0.02 Å for bond lengths, 1-2° for
bond angles, and ca. 3° for dihedral angles. Overall, the SCC-
DFTB results best reproduce the reference MP2/cc-pVTZ
structural parameters. A detailed inspection shows no major
problems. Of the 218 bond lengths considered here, none deviate
by more than 0.05 Å from the reference values. Concerning
NsO bonds, the results are within 0.02 Å for all relevant
molecules, nitromethane, ethyl nitrate, and nitric acid. However,
CN triple bonds are consistently 0.030-0.040 Å too short,
whereas CH bonds in aldehyde groups are 0.035-0.045 Å too
long.

Bond angles and dihedral angles determined by SCC-DFTB
are similarly excellent. Only three out of 126 bond angles (HCC
in bicyclobutane, NNH in hydrazine, and HON in nitric acid)
differ from the reference structures by more than 5° and all are
within 10°. As with NDDO methods, particularly MNDO, the
largest errors arise when the central atom is oxygen, but SCC-
DFTB still gets these correct to within 2-3°. The CCCO
dihedral angle of skew propanal is the only outlier among the
34 dihedral angles tested; SCC-DFTB finds it to be 149.5°
versus 122.3° from MP2/cc-pVTZ. This structure is also an
outlier for the NDDO methods, with AM1, PM3, and PDDG/
PM3 yielding 131.0°, 130.6°, and 131.3°, respectively.

Finally, the MAEs for the dipole moments for 47 molecules
in comparison with gas-phase experimental values are listed in
Table 9. As with the structures, the SMO results are all
reasonable, though the MAE is 0.15 D larger with SCC-DFTB
than the other methods. The largest errors for SCC-DFTB occur
for nitrogen-containing molecules, where the calculated dipole
moments are substantially smaller than the experimental ones,
e.g., the errors are 1.1 D for acetonitrile and pyridine and ca.
0.5 D for amines. These results are consistent with the more
extensive study of dipole moments by Kalinowski et al. in the
course of their development of a CM3 charge model for SCC-
DFTB.39

Performance for Sulfur. Since SCC-DFTB has also been
parametrized for sulfur,20 additional comparisons were pursued
using the sulfur-containing set of ref 10. Halogen-containing
species were excluded in view of the lack of SCC-DFTB
parameters, and transition states were excluded owing to the
absence of an automated procedure for their location in the
SCC-DFTB code. For heats of formation, the electronic energy
for sulfur was determined by minimizing the errors for heats of
formation as described above using a training set of 81 sulfur-
containing molecules, whereas theEel

A values for H, C, N, and
O were kept fixed at the results from the second fit, which
excluded compounds with both N and O atoms (Table 4). The
resulting∆Hf MAEs for the SMO methods are compared in
Table 10. The results are substantially worse for SCC-DFTB
with an MAE of 18.2 kcal/mol than for any of the NDDO
methods.

Similar to the problem with NsO bonds, SsO bonds yield
energies which are too low. Geometries are not an issue; the
structural results reported in Reference 20 were reproduced here
including for SO2 and dimethylsulfate. The energy errors for
SsO containing molecules typically range from 30 to 60 kcal/
mol, except, curiously, for ethynesulfenic acid, benzenesulfenic
acid, and methanesulfenic acid, which have differences from
the experimental heats of formation of only 4.3, 7.3, and 2.8
kcal/mol. The heats of formation of molecules containing both
sulfur and oxygen but without SsO bonds, however, are
adequate. For example, the errors for thioacetic acid and S-ethyl
thioacetate are less than 5.0 kcal/mol. Summaries of the
structural results and dipole moments are also included in Table
10. The performance of the SMO methods is similar, and there
are no striking problems. The somewhat larger errors with
SCC-DFTB and PM3 for bond lengths are largely due to
contraction of the SN distance for the ammonia-SO2 and
dimethylamine-SO2 complexes by about 0.6 to near 2.0 Å.

Conclusions

The present comparisons of results from SCC-DFTB and
the NDDO-based SMO alternatives have provided a clearer
picture of the strengths and weaknesses of the methods. The
focus was on energetics of reactions, which are well represented
by isomerization energies and heats of formation. The energetic
errors for reactions of CHNO-containing molecules with SCC-
DFTB are similar to those from PM3 and substantially greater
than those from PDDG/PM3, which also outperforms B3LYP/
6-31G(d) calculations. Besides known branching problems for
DFT methods, the present results with B3LYP/6-31G(d) indicate
that there are additional deficiencies for bridged, bicyclic
molecules and numerous simple bond-switching processes such
as carboxylic acid to ester, and diol to peroxide. As a final
comparison among the NDDO methods including the newly
reparameterized version of AM1 (RM111).

Table 11 lists the MAEs for heats of formation for the full
dataset8-10 of 1356 molecules, radicals, ions, and complexes

TABLE 9: Mean Absolute Errors for Additional Molecular
Properties of CHNO-Containing Species

N AM1a PM3a
PDDG/
PM3a SCC-DFTB

bond lengths (Å) 218 0.017 0.012 0.013 0.012
bond angles (deg.) 126 1.5 1.7 1.9 1.0
dihedral angles (deg.) 30 2.8 3.2 3.7 2.9
dipole moments (Debye) 47 0.23 0.25 0.23 0.39

a Values from ref 12.

TABLE 10: Mean Absolute Errors for Sulfur-Containing
Species

N AM1 PM3
PDDG/
PM3 SCC-DFTB

training set MAE
(kcal/mol)

81 7.5 7.1 5.6 13.7

test set MAE (kcal/mol) 143 11.3 12.3 5.6 20.8
overall MAE (kcal/mol) 224 9.9 10.4 5.6 18.2
bond lengths (Å) 61 0.06 0.08 0.05 0.07
bond angles (deg.) 42 5.1 8.0 5.2 6.3
dipole moments (Debye) 24 0.34 0.43 0.49 0.38
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containing the elements C, H, N, O, P, S, F, Cl, Br and I; silicon-
containing systems were excluded since RM1 parameters for
Si have not been reported. PDDG/PM3 gives the lowest overall
MAE (5.0 kcal/mol), and it is not out-performed for any subset,
whereas RM1 does represent a significant improvement over
AM1 and PM3.

The quality of molecular structures from the SMO methods
including SCC-DFTB is similar and high. Intermolecular
energetics need more analyses, but the description of hydrogen
bonds weaker than ca. 7 kcal/mol is poor from all of the SMO
methods. Conformational energy differences are notably im-
proved with SCC-DFTB over the NDDO-based methods,
though B3LYP/631G(d) greatly outperforms all SMO methods
in this case. Evaluations for sulfur-containing molecules and to
a lesser extent for nitrogen-containing ones were hampered by
apparent errors in the treatment of NsO and SsO bonds with
SCC-DFTB. Other issues that make SCC-DFTB less attractive
at this time than PM3 or PDDG/PM3 are the lack of parameters
for additional atom types including halogens, the larger number
of parameters in the core repulsion formulas, and their quadratic
rather than linear growth with addition of new atom types.
However, the present results emphasize that further improve-
ments can be made to all of the SMO methods, and it is
auspicious that their development is seeing resurgence and added
variety.
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TABLE 11: Mean Absolute Errors for ∆H f from
NDDO-Based Methods for All Molecules, Radicals, Ions, and
Complexes

∆Hf MAE (kcal/mol)

N AM1 PM3 RM1 PDDG/PM3

All 1356 9.2 7.2 5.5 5.0
CH 254a 5.6 3.6 3.8 2.6
CHNO 622a 6.8 4.4 4.0 3.2
+ FClBrI 442b 11.1 8.1 5.6 5.6
+ S 249c 10.6 10.5 6.4 6.4
+ P 43c 18.2 21.5 20.9 17.9

a Dataset from ref 8.b Dataset from ref 9.c Dataset from ref 10.
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