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Intermolecular interactions involving aromaticelectron density are widely believed to be governed by the
aromatic molecular quadrupole mome®at,. Arene—cation binding is believed to occur primarily with negative
®,, aromatics, and arerenion binding is believed to occur largely with positi@, aromatics. We have
performed quantum mechanical computations that show the cation binding of p@jtiseomatics and the
anion binding of negative®,, aromatics is quite common in the gas phase. Thelectron density of
hexafluorobenzene, the prototypical positide, aromatic (experimenta®,, = +9.5+ 0.5 DA), has a Lt
binding enthalpy of-4.37 kcal/mol at the MP2(full)/6-311G** level of theory. The RHF/6-311G** calculated

©,, value of 1,4-dicyanobenzeneis11.81 DA
—12.65 kcal/mol and a Nabinding enthalpy

, yet it has an MP2(full)/6-311G** Liibinding enthalpy of
of—3.72 kcal/mol. Ther-electron density of benzene, the

prototypical negativé®,, aromatic (experiment#,, = —8.7+ 0.5 DA), has a F binding enthalpy of-5.51
kcal/mol. The RHF/6-311G** calculate®,, of CeHal, is —10.45 DA, yet it has an MP2(full)/6-3H1+G**
calculated F binding enthalpy 0f-20.13 kcal/mol. Our results show that as the arom@ticvalue increases
the cation binding enthalpy decreases; a plot of cation binding enthalpies versus a®mgties a line of
best of fit with R?2 = 0.778. No such correlation exists between the aron@giozalue and the anion binding

enthalpy; the line of best fit haB” = 0.297.

These results are discussed in terms of electrostatic and

polarizability contributions to the overall binding enthalpies.

Introduction

Noncovalent interactions involving aromatteelectron den-
sity! are important in organic reaction developniemtnd
enzyme-substrate recognitioh.The cations interaction of
aromatics is ubiquitous in chemistry, and recent work describes
the importance of the interaction in ion channtlgrotein
folding,® acetylcholine esterase activityalectin protein func-
tion,” and small-molecule organic reaction mechanidriige
anionzt interaction has not been investigated for as long as the
cationst interaction; however, there is an impressive body of
computational works detailing anierarene interactions with
electron-poor aromatics. These studies can generally be divide
into work where the aromatic is a substituted benZene work

where electron-poor heteroaromatics such as triazines are

employed®®¢10 Experimental studies have begun to show solid-
state examples of aniam-interactions involving electron-poor
aromaticsi! and very recently an NMR spectroscopic study
suggested the presence of an anioimteraction in solutiori2
again where ther-system is an electron-poor aromalic.

The cation binding of aromatig-electron density (cation-
interaction) has primarily been studied using electron-rich
aromatics with a negative molecular quadrupole mom®pt!
and anion binding (anion-interaction) has largely been studied
with electron-poor, positivé®,, aromatics Cation<r interac-
tions involving positive®,, aromatics and anion-interactions
with negative®,, aromatics have generally been assumed to
be repulsive. The rationale for neglecting the latter two
interactions, and leaving half of all possible aromatic caton-
and anionz interactions uninvestigated, is based on a first-
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principles approach. The measuraldg, for CgHg is —8.7 +

0.5 DA 14 and the common explanation for the negative value
is the{— + —} electron density distribution one encounters
when going from onex-cloud, through the hydrocarbon
framework, onto the othet-cloud (thez-axis in Figure 1). The
cation-binding ability of benzene, or any negat®g aromatic,
has been explained as an electrostatic attraction between the
cation and one of the negative ends of the aromatic quadrupole
moment (typeA interaction, Figure 1). Th@,, value of GFg

is +9.5+ 0.5 DA 4 and this is commonly used to describe the
electron density distribution along threaxis in GFs as{+ —

d+}. The anion-binding ability of positiv®,, aromatics is then

explained as an electrostatic attraction between the anion and
one of the positive ends of the aromafg;, (type B interaction,
Figure 1).

More recently, the importance of aromatieelectron density
polarizability has been demonstrated for typé&® and B°¢:¢
interactions. In both cases the energy due to the polarizability
of the aromatics-electron density and the energy due to
electrostatics were the major contributors to the total binding
energy. The effect of aromatic-electron density polarizability
in aromatic binding is depicted pictorially in Figure 2, efis
and 2, and this offers a modification of the first principles
approach illustrated in Figure 1. Inspection of égnd2 leads
to the hypothesis that if-electron density polarizability is an
important factor in typé\ andB interactions, then there is every
reason to expect positiv®,, aromatics will bind cations (type
C interactions, Figure 2) and negati®s, aromatics will bind
anions (typeD interactions, Figure 2) as depicted by &gsnd
4 (Figure 2). Even though the importancesstlectron density
polarizability in interactions involving aromatics is well estab-
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Figure 1. Cation binding of a negativ®,, aromatic (benzene), typfe interaction, and anion binding of a positi@, aromatic (hexafluorobenzene),
type B interaction.
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Figure 2. Aromatic z-electron density polarizability in type&, B, C, andD interactions.

lished, typeC andD interactions are still treated as exceptions experimentally determined valuAl,gs = —22.13+ 1.39 kcal/
to the rule. Three aromatics with small positi®,, values mol).18 For the purpose of determining aromatic-anion binding
(1,3,5-trifluorobenzene: 0.57 DAstriazine: 0.90 DA; 2,5- enthalpies, the aromatics were reoptimized at the MP2(full)/
dichloropyrazine: 1.47 DA) were recently shown to bind"Na  6-311++G** level of theory along with the F anion and the
(type C interactions), but the researchers attributed this to the aromatic-arene complexes. All of the MP2(full)/6-311G** and
negligible®, valuest® Another recent study demonstrated that MP2(full)/6-311H--+G** calculated structures were characterized
the aromatic 1,4,5,8,9,12-hexaazatriphenylene, véth = via frequency calculations and the aremation and arene
—8.53 DA, binds Br (typeD interaction); however, the authors  anion binding energies were corrected for basis set superposition
explicitly note the binding occurs despite the aromatic having error (BSSE) using the counter-poise methd@he basis sets
a negative quadrupole moméht. noted above are not parametrized for iodine, and thus for
Here we report the results of a quantum mechanical study calculations involving iodo-substituted aromatics the MIDI!
that expands on the previously developed theories and showshasis set was employed for the iodine atoms. To comment on
that, in the gas-phase, theelectron density of a large number the energy due to electrostatics and the energy due to polariz-
of positive®,, aromatics will bind cations, even in cases where ability, Morokuma-Kitaura decomposition calculatiofsvere
the aromatics have large positi@; values. We will also show  performed on selected cation- and anion-complexes. These
that thesr-electron density of a large number of negat®e, calculations were performed at the RHF/6-311G level of
aromatics binds anions, even in cases where the aromatics havéheory?! All calculations were performed using Gaussiat?03
large negativéd,, values. The relationships between aromatic- except for the MorokumaKitaura decomposition calculations,
cation binding enthalpies and the aromatic molecular quadrupolewhich used GAMES$3
moment and between aromatic-anion binding enthalpies and the
aromatic polarizability are also discussed. Results and Discussion

The Lit and Na complexes of the positiv®,, aromatics in
Table 1 were calculated irCg,, C4,, and C,, symmetry,

For the purpose of determining the aromatic quadrupole depending on the symmetry of the aromatic, and the absence
moments©,,, all aromatics were optimized and characterized of imaginary frequencies confirmed the structures were minima.
via frequency calculations at the RHF/6-311G** level of theory. The data unequivocally illustrates that positi®g, aromatics
This method has been shown to give excellent agreement withbind cations (Table 1). Th®,, value of 1,3,5-tricyanobenzene
experiment’ and this is borne out in our calculations; the is+21.12 DA, yetit has a li binding enthalpy of-4.12 kcal/
experimental quadrupole moments for benzene and hexafluo-mol. The N& binding enthalpy of 1,4-dicyanobenzene-i8.72
robenzene are-8.7 + 0.5 DA and +9.5 + 0.5 DA kcal/mol even though the aromatic ha®g, value of+11.81
respectively, and the RHF/6-311G** calculated values-&8¢76 DA. Itis not until the®,, value of the aromatic approaches 30
DA and+10.06 DA. For the purpose of determining aromatic- DA that the arenelLi™ complex becomes repulsive, whereas
cation binding enthalpies, the aromatics were reoptimized at the arene-Na' complex becomes repulsive at about 20 DA. It
the MP2(full)/6-311G** level of theory along with the tiand is worth noting that hexafluorobenzene, the prototypical positive
Na' cations and the aromatic-cation complexes. This level of ®,, aromatic, has a L binding enthalpy of-4.37 kcal/mol.
theory agrees very well with experiment; the calculatedd= An additional, but not unexpected, result of our study is the
Na' binding enthalpy at this level of theory isH,9s = —24.51 relationship between the aromat®,, value of positive©®,;
kcal/mol, and this is just outside the standard deviation for the aromatics and the cation binding enthalpies (Figures 3 and 4).

Computational Methods
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TABLE 1: MP2(full)/6-311G** Calculated Li * and Na* important part of Dougherty’s work was demonstrating that as

Binding Enthalpies of Positive @, Aromatics® the aromati®,, value approached zerg becomes negligible
Li* binding Na* binding and other factors, such as-electron density polarizability,
(kcal/mol) (kcal/mol) account for the cation-binding capability of certain aromatfcs.

aromatic ©,,(DA) AEsgsse AHaosssse AEopsse AHazosssse As part of these studies Dougherty showed that the binding
energy not due to electrostatics was constant, about 12 kcal/

CeFal2 +0.51 -—16.47 —15.45 —6.61 —5.82 o1 o .
CeHsFs +0.69 -19.89 —1855 -1030 —9.27 mol.>* Since the molecular quadrupole moment describes the
CoFCly +2.96 —12.71 —1155 —-3.97 —3.08 electron density distribution of the aromatic, and because we
CoHoFs +4.08 —14.97 —13.73 —-5.68 —4.71 show here a direct correlation between the cation binding of
gfi?gz ig-ig _1;-32 _13'35) _?-gi _(2)-;71 positive ©,, aromatics and the aromati®,, value, it is
62 ‘ o o o s reasonable to suggest that the variation in binding energy of
CsFs +10.06 5.56 437  +141 4231 L " S
CHiCN), +11.81 —13.88 —12.65 —461 —3.72 the Lit- and N&-complexes of positivé®,, aromatics is also
CsH3(CN);  +21.12  —5.02 —4.12 +2.13 +2.78 primarily due toEee Taken with Dougherty’s results, this would
CeHx(CN), +27.84 +2.54 +3.36 +759 +8.13 mean the cation-binding of all aromatics, those with positive
aThe ©,, values were calculated at the RHF/6-311G** level of and negatived,, values, is governed by electrostatics. We
theory. performed MorokumaKitaura (MK) decomposition calcula-

) o ) ) tions for three of the cationarene complexes in Table 1, and
A plot of the Li™ AHaeg binding enthalpies versus,, gives @ for benzene, to address this issue, and the results are shown in
good linear correlationR? = 0.778, Figure 3a), and this is  Taple 3. The results show a pattern similar to the results reported
significantly improved when the aromatics that contain CN by Dougherty for negativ®,, aromatics. The binding energy
groups are separated from the aromatics with no CN substituentsye to polarizability Ey, is constant, and the variation in total
(Ré = 0.997 and¥? = 0.888, respectively, Figure 3b). Figure 4 pinging energy is due to the variationBiae The absolute values
shows almost identical trends for Naomplexes of the positive ¢y the total binding energieE(:mk), the Eee values, and the
©,; aromatics. These results are in agreement with work reportedEpol values calculated using the MK method should be consid-
by Dougherty and co-workers on the cation binding of negative greq with skepticism, since it is not possible to employ electron
©,, aromatics where they showed the total cation binding energy .qrejation when performing MK calculations; however, the
(Eo) of the aromatic is directly related to the electrostatic yongs do allow for insights. It is noteworthy that the average
contribution Eee) to the overall binding* The relationship Epol for the four arene'Na* in Table 3 is—10.5 kcal/mol. This
between our results and Dougherty’s results is not surprising is cjose to the—12 kcal/mol energy constant that Dougherty
since ©;, describes the electrostatic potential; however, it is ,<cribed to all nonelectrostatic terdfsand this suggests the
worth noting that we are observing this correlation for positive binding energy not due to electrostatics for catiamene
©z; aromatics, whereas Dougherty's work demonstrated the ¢, pjexes of positive and negati@s, aromatics can primarily

correlation for negativé®,, aromatics. be attributed to the binding energy due to polarizability. It is

we ?Isq c_?_IcE)JIIat;qﬁ:the(‘:Fcomzlgxes of thf n%gativ@dzlz worth noting the electrostatic component of the binding energy
aromatics in 1abl€ < IKsy, L4y, ANAL2, SYMMELY, AEPENdING ¢4 hositive ©,, aromatics is repulsive, yet tHewe term still

ont_the symmletry Ofttlk?e ?romanc. Unlllkeltt}[g case of trlledal;ene 3accounts for the variation in the total binding energy, just as

cation complexes, he irequency caicuiations reveale or Dougherty illustrated for negativ®,, aromatics’*

imaginary frequencies for each areraion complex. Deya and ) . .

co-workers found that th€s, symmetric GFs—F~ complex also . Dr_awmg ”O”_‘ what Dougherty elucidated about cation

had two imaginary frequenci€sUpon relaxing the symmetry blndlnghof neg_anvé_azz_aron;atlcs_ and what We_presEntled sb?ve

constraints they determined a local minimum structure that @Pout the cation binding of positiv®,, aromatics, the lack o
correlation between the anion binding of negat®g aromatics

corresponded to the Fattacking an aromatic C-atom inSr ' g
fashion. We relaxed the symmetry constraint on thEl4€,— and the aromati®,, value leads to the prediction thage does
not vary for the anion binding of negativ®,, aromatics.

F~ complex and obtained the same result; the structure of the ) . S
Furthermore, since the anion binding energy of nega@ye

local minimum corresponded tq 8r attack of the F on one . ; : ;
of the C—F carbon atoms. Even though the fluoride complexes aromatics does vary for differently substituted aromatics, we
expect another term in the total anion binding energy to vary.

in Table 2 are not minima, the fact that negat®g aromatics L )
bind anions is still significant, dispelling the idea that the "€ MK decomposition calculations on the Fcomplexes of
7-electron density of negativ®,, aromatics only binds cations.  the negative®,, aromatics in Table 4 show this pair of
For instance, th®,, of CeHBrs is —4.32 DA, vet it has a F p_red|ct|ons is hglf right. Th£_3|e term does_m fact vary for_
binding enthalpy of-11.18 kcal/mol. o_hﬁerently substituted aromatics, cqntradlc_tlng_ the first predic-
In contrast to the cation binding of positi®,, aromatics, ~ tion; however, thek,q term also varies, validating the second
there is no correlation between the EH,gs binding enthalpy prediction. The fact t.haE'e|e varies, yet there is no correlgtlon
of negative®,, aromatics and the aromat®,, value. When between the anion binding enthalpy of nega@gz aromatics
the F AHagg binding enthalpy is plotted against ti@,, of and the aromatic®,, value, can be reconciled sindg
negative®,, aromatics, the line of best fit gives &% = 0.297 contributes more to the overall binding th&R. The MK
(Figure 5). Thus®,, does not serve as a predictor for the anion calculations show that thEyo value is completely due to the
binding of negatived,, aromatics. polarizability of the aromatic, and thus it appears the aromatic
As we already noted, Dougherty showed that the electrostatic "iNg polarizability may be responsible for the variation in the
component e of the total binding energy is all that varies in ~@nion binding capability of negativ®,, aromatics.
the Na-binding of a series of negativ®,, aromaticg* In a An important question arises with regard to the role of
broader sense, Dougherty has shown conclusively and elegantlyaromatic ring polarizability in the anion binding of negative
that the electrostatic component of the arepation binding ®,; aromatics: what part of the aromatic ring is polarized. The
energy is all that needs to be considered when predicting theassumption might be that the aromatieelectron density is
trend in cation-binding for negatived,, aromaticsi® An polarized; however, closer inspection of the anion binding
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Figure 3. Plot (a): Li" AHagsbinding enthalpy of positivé®,, aromatics versus aroma#®,,. Plot (b): aromatics separated based on the presence
of cyano groups.
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Figure 4. Plot (a): Na AHxgsbinding enthalpy of positivé®,, aromatics versus aromai,,. Plot (b): aromatics separated based on the presence
of cyano groups.

TABLE 2: MP2(full)/6-311 ++G** Calculated F~ Binding TABLE 3: Morokuma —Kitaura Decomposition Calculations
Enthalpies of Negative®,, Aromatics? for Aromatics Complexed with Nat?

F~ binding (kcal/mol) aromatic 0., (DA) Ecle Epol Erot Mk
aromatic Oz (DA) AEO,BSSE AHzgg,BSSE CeHsF3 0.69 2.66 —10.61 —-3.18
CoHaCla 176 701 —705 CeH2F4 4.08 8.49 —10.17 2.10

CesFs 10.06 19.88 —9.23 12.40
CoHaF> —217 —4.29 —4.95 CeH “876 1806  -12.18  —21.68
CeHaCly —3.47 —5.31 —5.79 66 ' ' ' '
CeH2Brs —4.32 —10.91 —11.18 aThe ©,, values were calculated at the RHF/6-311G** level of
CsH4Br2 —4.78 —5.50 —5.90 theory. The binding energy due to electrostatiEsi), the binding
CeHal2 —7.73 —3.26 —4.09 energy due to polarizabilityH,,), and the total binding enerdsiomx
CeHals —8.39 —5.92 —5.30 were calculated at the RHF/6-311G level of theory using the Moro-
CeHs —8.76 2.56 —0.14 kuma—Kitaura decomposition method. All energies are in kcal/mol.
aThe ©, values were calculated at the RHF/6-311G** level of

TABLE 4: Morokuma —Kitaura Decomposition Calculations

theory. for Negative ®,, Aromatics Complexed with F~2
F- Binding of Negative 6,, Aromatics aromatic 0, (DA) Ecle Epol Etot,mk
0 - CsHsCls -1.76 —4.88 —9.22 —15.19
E CsHaF, -2.17 —0.49 —6.54 —9.52
= 2 CeHaCl, -3.47 028  —7.96 -9.61
2 4 e CsHe —8.76 9.28 —3.95 3.35
> *
E‘l 6 s \ * aThe ©,, values were calculated at the RHF/6-311G** level of
= R =0.297 \. theory. The binding energy due to electrostatiEse), the binding
it 8 energy due to polarizabilityH,o), and the total binding enerdsto, vk
S 1o were calculated at the RHF/6-311G level of theory using the Moro-
2 . kuma—Kitaura decomposition method. All energies are in kcal/mol.
-12 .
10 B - -4 2 0

binding of GHal, does not fit into this trend; however, a
different basis set was used for iodine than for the rest of the
Figure 5. F~ AHaesbinding enthalpy of negativ®,, aromatics versus  elements (MIDI! instead of 6-3H+G**), and this may be the
aromatic®... reason for the discrepancy. To determine the importance of
enthalpies in Table 2 suggests otherwise. It appears anion-halogen substitution in the anion binding of negati@g;
binding increases with greater halogen substitution and with aromatics, and possible lack of importance mfelectron
substitution of more polarizable halogen atoms. For instance, polarizability, we calculated single point energies for the F
the F-binding of GH4Br, and GH2Br, are—5.90 and—11.18 binding of H,, F,, Cl, Bry, and b using the F—X bond distance
kcal/mol and the F binding of GH4F,, CsH4Cl,, and GH4Br» (d) and the F—X—X bond angle ¢) from the optimized
are —4.95, —5.79, and—5.90 kcal/mol, respectively. The F F~—arene complexes. (3 hydrogen atoms or halogen atoms)

8, (DA)
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TABLE 5: MP2(full)/6-311 ++G** Single Point Binding Energies for F~—X,, Where X = H,, F,, Cl,, Br,, and 1,2

J. Phys. Chem. A, Vol. 110, No. 46, 20062709

arene interaction AEbind,BSSE d (A) o (O) AEpred,BSSE AHzgngSSE

CeHsCls F~—H, —0.67 3.45 132.19 —9.65 —7.05
F~—Cl, —2.55 3.97 138.62

CeHa4F F—H, —0.51 3.71 131.35 —3.38 —4.95
F—F —0.67 3.90 133.97

CeH4Cl, F—H, —0.55 3.66 131.90 —6.58 —5.79
F—Cl, —2.20 4.13 138.44

CeH2Bry F—H, —0.64 3.55 133.38 —16.07 —11.18
F~—Br; —3.70 4.15 141.45

CeH4BI F—H, —0.56 3.64 132.10 —8.90 —5.90
F~—Br; —3.33 4.23 139.98

CeHal2 F—H, —0.55 3.64 131.69 —10.35 —4.09
F—I, —4.08 4.33 141.27

CeHsls F~—H, —0.60 3.59 132.60 —14.75 —5.30
F—I, —4.32 4.28 142.02

CeHs F—H, —0.29 4.15 127.66 —-1.74 -0.14

aThe F-X bond distancesl( and the F—X—X bond angles) are from the optimized F-arene complexes. The MIDI! basis set is used for
iodine; all other atoms are described by the 6-831G** basis set. The nature of ttetanda values are described in Figure 8Eeqis described
by eq 1. TheAHzgs gssevalues are from Table 2. Th&E and AH values are in kcal/mol.

TABLE 6: MP2(full)/6-311G** Single Point Binding Energies for Li *—X,, Where X = Hj, F5, Cly, Bry, and 12

arene interaction AEpind,ssse d(A) a () AEpred sse AHagg sse

CoF4l2 Lit—F, —-0.74 3.33 144.71 —7.06 —13.48
Lit—I, —2.05 3.97 151.22

CeHzF3 Lit—F, —-0.72 3.35 144.72 —-3.51 —18.55
LiT—H, —0.45 3.16 142.58

CsF2Cly LitT—F —-0.73 3.35 144.49 —3.55 —11.55
LiT—Cl» —0.52 3.68 148.24

CeH2F4 LiT—F —0.70 3.36 144.88 —3.67 —-13.73
Lit—H, —-0.44 3.17 142.44

CoF4Br2 LiT—F —-0.71 3.36 144.47 —4.49 —10.20
Lit—Br, —-0.83 3.83 149.42

CsF4Cl, LiT—F —-0.71 3.36 144.47 —3.86 —-8.21
Lit—Cl, —-0.51 3.70 148.15

CeFs LiT—F —-0.78 3.38 141.30 —4.68 —4.37

aThe Li*—X bond distancesd) and the Li—X—X bond anglesd) are from the optimized Li—arene complexes. The MIDI! basis set is used

for iodine; all other atoms are described by the 6-311G** basis set. Th

e nature @bttt values are described in Figure 8E,eqis described

by eq 1. TheAH,gs gssevalues are from Table 1. Th®E and AH values are in kcal/mol.
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Figure 6. F-—X; (X = hydrogen atom or halogen atoms) single point
energies were calculated taking the ¥X bond distanced) and the
F~ —X—X bond angle ¢) from the optimized F—arene complexes.

as shown in Figure 6. The-XX bond distances for i F,, Cly,
Bry,, and b were calculated at the MP2(full)/6-3FHG** level
of theory (the MIDI! basis set was used foj).l For each
F~—arene complex we determined the-FX, binding energy
with the appropriated and o values. Using these binding
energies we calculated a predicted binding enetd.q based
on the total number of FX; interactions.

AEpfedz 3*(AEbind for F__Hz) + 3*(AEbind for F__C|2)

1)
Equation 1 shows howEqswas calculated for gHsCls. Table

5 summarizes the X5 binding energy calculations for all of
the arene-anion complexes in Table 2. The most striking result
from Table 5 is tha\Epreqis greater tham\Hygg in every case
but GH4F2. On average AEpeq is 164% of AHzgs This
comparison omits §Hg since the F binding enthalpy of

benzene is close to zero rendering any discussion based on

percentages moot. If we also omit the iodo-substituted aromatics,
since calculations of these complexes employed the inferior
MIDI! basis set for iodine AEgreq is 123% of AHzee These

calculations certainly suggest the anion-binding enthalpies of
the F—arene complexes are a result of the anion-halogen
interactions and not the interaction between the anion and
aromaticrr-electron density polarizability. To test the veracity
of this approach, we repeated the above calculations for the
LiT—arene complexes. ThetiX; binding energies, along with
AEpeq and AHagg, for the Lit—arene complexes in Table 1,
omitting the cyano-substituted aromatics, are collected in Table
6. Employing eq 1 to calculatAEyeq does not overestimate
the AHygg Lit—arene binding enthalpies as was the case for
the analogous Fcalculations. Instead\Eyreqis smaller than
AHagg In every case but £, and on averag@Epyweq is only
46% of AH,gs At the least, the F—X» and Li*—X, calculated
binding energies suggest that the anion-binding enthalpy of halo-
substituted aromatics is due to the anion-halogen interaction;
however, the cation-binding enthalpy of halo-substituted aro-
matics is not due to the cation-halogen interaction. Furthermore,
the F—X3 binding energy must be the result of polarizability
since the interaction is between an anion and an electronegative
atom. If we couple these results with the Morokunfataura
calculations it appears that the anion-binding enthalpy of halo-
substituted aromatics is due to the polarizability of the halogen
atoms.

Conclusions

The research presented here shows that positive and negative
®,, aromatics will bind both cations and anions. We have also
discussed the relationship between the aronf@ticvalue and
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the aromatic-cation binding enthalpy, and our results are in line K. S.J. Phys. Chem. 2004 108 1250-1258. (f) Mascal, M.; Armstrong,

i A.; Bartberger, M. D.J. Am. Chem. So002 124, 6274-6276. (Q)
with the work of Dougherty and researchers on negaBye Quinonero, D.; Garau, C.; Rotger, C.; Frontera, A.; Ballester, P.; Costa,

aromatics. No correlation was found between anion-binding A: peya, P. M.Angew. Chem., Int. E®002 41, 3389-3392.
enthalpies and the aromat®;, value for negatived,, aromat- (10) (a) Garau, C.; Quinonero, D.; Frontera, A.; Ballester, P.; Costa,
ics. Morokuma-Kitaura decomposition calculations show the A.; Deya, P. M.J. Phys. Chem. 2005 109, 9341-9345. (b) Zheng, W.;

maior ntri r h verall anion-bindin ner is th Wong, N.-B.; Tian, A.J. Phys. Chem. 2005 109, 1926-1932.
ajor contributor to t e 0 ?.a anion-bind g ene gy s the (11) (a) Gamez, P.; van Albada, G. A.; Mutikainen, I.; Turpeinen, U.;
energy due to the polarizability of the aromatic and this value Reedijk, JInorg. Chim. Acts2005 358 1975-1980. (b) Fairchild, R. M.;

varies between aromatics. Based on this we believe there mayHolman, K. T.J. Am. Chem. So€005 127, 16364-16365. (c) Demeshko,
be a correlation between the aromatic-anion binding enthalpy S.; Dechert, S.; Meyer, K. Am. Chem. So@004 126, 4508-1509.
and the aromatic polarizability, a topic that has been briefly _ (12) Berryman, O. B.; Hof, F.; Hynes, M. J.; Johnson, D. @hem.

. Commun2006 506-508.
looked into by Deya and co-worket®, and we are currently (13) A previous study suggested anicarene complexes involving

exploring this issue. Interestingly, it may not be the polarizability negative®,, aromatics were observed in solution; however, based on the
of the aromaticr-electron density that is responsible for the systems studied and the figures presented in the publication it appears that

i~ Aani indi ; ; i the binding energy was probably due to areaeene face-to-face interac-
aromatic amo.n b'”d'f‘g but rather it may be the pOI.arlza.bllle tions. Schneider, H.-J.; Werner, F.; Blatter,JI.Phys. Org. Chenl993
of the aromatic substituents. The results showing anion binding g 590-594.
by electron-rich, negativ®,, aromatics are particularly note- (14) Battaglia, M. R.; Buckingham, A. D.; Williams, J. ©hem. Phys.
worthy with respect to experimental efforts. All of the experi- Lett. 1981 78, 421-423.

i i _ iti (15) (a) Tsuzuki, S.; Yoshida, M.; Uchimaru, T.; Mikami, Nl Phys.
ek o e ieraclons mply lcton-hoa PO o) Shct 0100 75 0) i L, 3, e .
2z ¢ ' ) ! A | g Proc. Natl. Acad. Sci. U.S.A998 95, 5976-5980.
e|eCtI’OI’1-I’ICh, negaﬂv@zz aromatics Sh0u|d be COI’]SIdeI’ed (16) (a) Garau, C.; Frontera, A.; Quinoneroy D.; Ba”ester’ P.; Costa,
experimentally tenable. A.; Deya, P. M.Chem. Phys. Let2004 399 220-225. (b) Garau, C,;
Frontera, A.; Quinonero, D.; Ballester, P.; Costa, A.; Deya, PIJNPhys.

. . Chem. A2004 108, 9423-9427.
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