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We present a new density functional called M06-HF. The new functional has full Hartree-Fock exchange,
and therefore it eliminates self-exchange interactions at long range. This leads to good performance in TDDFT
calculations of both Rydberg and charge-transfer states. In addition, the functional satisfies the uniform electron
gas limit, and it is better than the popular B3LYP functional, on average, for ground-electronic-state energetics.

Introduction

Density functional theory (DFT) is now the electronic
structure method of choice for accurate calculations of the
properties of large molecules in their ground electronic state.1

Wave function theory (WFT) methods of competitive accuracy
have computational costs that scale less favorably with system
size2 and typically become unaffordable for many kinds of
applications when the number of atoms reaches 15-25.

Time-dependent DFT (TDDFT) with the linear response
approximation provides a way to extend DFT to excited
electronic states dominated by single excitations,3-9 and when
it works well, e.g., for localized valence excitations, it provides
many of the same computational efficiencies that DFT provides
for ground electronic states.9 For both ground and excited
electronic states, the efficiencies of DFT and TDDFT ultimately
derive from its ability to treat electron correlation within a
convenient set of equations, the Kohn-Sham equations,10 for
one-electron orbitals.

Unfortunately, both DFT and TDDFT fail for certain kinds
of systems. For example, many density functionals are unable
to treat the polarizability of conjugated systems,11 and thus they
fail for the ground-state energy of systems such as protonated
polyenes.12 This failure may be attributed to an incorrect long-
range behavior of the effective potentials generated by the
density functionals that have been popularly used because of
their accuracy for broad areas of other thermochemical predic-
tions. This incorrect long-range behavior results from self-
interaction error in local DFT exchange functionals (including
so-called semilocal functionals like GGAs). The breakdown for
systems with medium-range electron-electron coupling can be
ameliorated by employing improved functionals,12 although it
remains a concern. For large classes of excited electronic states
though, one often cannot avoid the problems caused by the
incorrect long-range behavior of DFT effective potentials, and
this is a very serious limitation to the usefulness of TDDFT.9

Two important classes of excited states that have proved
troublesome in this regard are Rydberg states and charge-transfer
states. In fact, for both of these classes of excitation, a variety

of specialized functionals and ad hoc algorithms have been
proposed.13-24 For example, Dreuw and Head-Gordon16 have
suggested a method for treating charge transfer by combining
DFT with wave function configuration interaction calculations.
Various authors have suggested asymptotic correction schemes
for treating Rydberg states14,15,17and charge-transfer states,22-24

and methods based on partitioning the Coulomb operator have
also been proposed.18-21 Although these ad hoc solutions have
considerable value for practical work, they are not well suited
to many practical applications where valence, Rydberg, and
charge-transfer excitations occur in the same energy range or
even mix or where one needs simultaneously accurate treatments
of ground and excited states.

One way to correct the long-range errors in DFT effective
potentials is to mix full Hartree-Fock exchange with DFT
correlation. Unfortunately, exchange and correlation functionals
in DFT must be well matched, and so far functionals containing
full Hartree-Fock exchange, although they eliminate the most
severe errors in TDDFT for Rydberg and charge-transfer states,
do not have satisfactory performance in most of the other areas
that make DFT useful. Because the most popular general-
purpose density functional is B3LYP,25-28 a reasonable objective
would be to develop a functional that has full Hartree-Fock
exchange, thereby eliminating long-range self-interaction error,
but that also has overall average performance as good as or
better than B3LYP. The present letter presents such a functional,
which will be called M06-HF.

The M06-HF approximation to the exchange-correlation
energy has the following functional form

where EXC
M06 is the same functional form (but with different

values of the parameters) as for the local M06-L29 functional
andEX

HF is the nonlocal Hartree-Fock exchange energy. Both
terms in eq 1 are functionals of the occupied Kohn-Sham
orbitals, which are optimized self-consistently to minimize the
total energy. The total energy is the sum of the Kohn-Sham

EXC
M06-HF ) EXC

M06 + EX
HF (1)
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kinetic energy, the Coulomb energy (nucleus-nucleus, nucleus-
electron, and electron-electron), and the exchange-correlation
energy. Note that the M06-L exchange-correlation functional,
like other “hybrid meta” functionals,30-33 depends on local spin
density, the reduced gradient of local spin density, and spin
kinetic energy density. Functionals that depend on the latter
quantities as well as local spin density are sometimes called
“semilocal”, although mathematically there is only “local” and
“nonlocal”, and in this mathematical classification they are local,
which is the language we use here. Hartree-Fock exchange,
however, is nonlocal. Note thatEX

HF is not scaled down (as, for
example, in B3LYP,25,26,28TPSSh,32 or M05-2X,33 where it is
multiplied by 0.2, 0.1, or 0.56, respectively); therefore we call
this full Hartree-Fock exchange.

At this point some comments are in order. First of all, we
note that the Coulomb energy includes both the interaction of
the electron distribution with the external potential (Coulomb
attraction to the nuclei) and its interaction with itself. The later
term is calculated classically and so it includes the interaction
of a given electron with itself; the exchange part of the
exchange-correlation functional must cancel this self-interac-
tion, but this is impossible for a local functional. This is one
reason why local functionals cannot be exact.34 Hartree-Fock
exchange corrects this error, and full Hartree-Fock exchange
in eq 1, in the absence of exchange inEXC

M06, would correct it
completely.

Because theEXC
M06 contains both local exchange and local

correlation energy, M06-HF has both local and nonlocal
exchange. One might question whether including full Hartree-
Fock exchange plus a certain amount of local exchange is
“double counting.” In this respect, we note that semiempirical
exchange-correlation density functionals are sometimes opti-
mized under various constraints (correct asymptotic limits,
correct uniform electron gas limit, exact limit for one-electron
systems, and so forth) but sometimes are optimized without such
constraints or, usually, with only some of them (a review is
provided elsewhere35); the present functional, like most other
functionals, does not attempt to enforce all known constraints,
but we do enforce the correct uniform electron gas limit for
M06-HF. We also note thatEXC

M06 enforces the condition of
being free of self-correlation and that Hartree-Fock exchange
is longer range than the local exchange functional used here.
Therefore the M06-HF functional tends to the Hartree-Fock
result at long range, and it therefore eliminates self-interaction
in that limit. It does not eliminate self-exchange at short range
for nonuniform densities, and therefore, like most functionals,
it has a small amount of exchange even for one-electron systems.
By incorporating additional dependence on spin kinetic energy
density, it is not difficult to modify the exchange functional to
make the self-exchange vanish completely for one-electron
systems, and we explored this possibility; however, it generally
degrades the performance for many-electron systems, and so
we abandoned that approachsthe issue of short-range self-
exchange is an interesting subject for future work.

The use of an unnormalized exchange potential at short range
is reminiscent, in some respects, of the Hartree-Fock-Slater
approximation for which Slater,36 averaging the exchange
potential over the entire Fermi sphere, derived an exchange
potential 1.5 times larger than the uniform-electron-gas value
derived by applying the variational method to the energy of a
uniform electron gas by Ga´spár,37 Kohn and Sham,10 and Cowan
et al.38 The averaging procedure may be generalized39,40 for
energies above the Fermi level. It is well-known that the uniform
electron-gas approximation underestimates the exchange ener-

gies of atoms.41 In the exact functional, the corrections must
come from more complicated terms such as those that depend
on gradients or nonlocal terms. Nevertheless, in the absence of
such terms, it has been argued that increasing the exchange
functional, although its effect vanishes exponentially at long
range, provides a better approximation to the correct self-
interaction-free exchange physics at medium range, especially
for calculations of ionization potentials, optical spectra, and
polarizability.42 It is not clear if these arguments are relevant
to the success of M06-HF, which includes gradients, kinetic
energy density, a correlation functional, and nonlocal exchange
as well as strictly local exchange, but they illustrate that a wide
variety of approaches are available for modeling the unknown
exact nonlocal exchange-correlation functional.

The parameters in the first term of eq 1 were optimized
against a training set of benchmark data. In particular, we
optimized the parameters to minimize the following training
function:

where the terms are defined as follows: the root-mean-squared
error (RMSE) per bond (PB) for the MGAE109 database43 of
109 main-group atomization energies, the RMSE for the IP13
database44 of 13 main-group ionization potentials, the RMSE
for the EA13 database44 of 13 main-group electron affinities,
the RMSE for 8 small-molecule proton affinities (PA8),12 the
RMSE for the 76 barrier heights in the HTBH38 (hydrogen-
transfer barrier heights) and NHTBH38 (other barrier heights)
databases.45 The RMSE for 4 energies of bond dissociations
producing alkyl and alkoxy radicals (ABDE4),46 the RMSE for
the 17 total atomic energies of from H to Cl,47 the RMSE for
the 13 energetic data in theπIE312 (isomerizatiion energies of
π systems), PA-P512 (proton affinities of conjugated polyenes),
and PA-SB512 (proton affinities of conjugated Schiff bases)
databases, and the RMSE for the 31 noncovalent complexation
energies in the HB6/0448 (hydrogen-bonding pairs), CT7/0448

(ground-state charge-transfer complexes), DI6/0448 (complexes
bound by dipole forces), WI7/0546 (complexes bound by weak
interactions due to medium-range correlation energy), and PPS5/
0546 (π-π stacks) databases.

All parameter optimizations and tests of density functionals
in the present Letter are carried out at fixed geometries taken
from previous work;29,33,46our experience indicates that when
reasonably accurate geometries are used (as they are here) this
is not a serious limitation for parametrization and testing of
density functionals. The geometries and basis sets used for all
calculations presented here are specified in Supporting Informa-
tion.

In optimizing the parameters, we constrained M06-HF to
satisfy the uniform electron-gas limit. All optimized parameters
for M06-HF are listed in Table 1; the notation is defined in our
previous paper.29

The performance of M06-HF was then tested for spectros-
copy. We judge the performance for spectroscopy primarily in
terms of the mean unsigned errors (MUEs) for non-charge-
transfer (non-CT) and charge-transfer (CT) excitations in a test
set. The first of these is defined as

Q ) [RMSEPB(MGAE109)+ RMSE(IP13)+
RMSE (EA13)+ RMSE(PA8)+ RMSE(BH76)+
RMSE(ABDE4)+ RMSE(AE17)+ RMSE(π13) +

10RMSE(NCCE31) ]/8 (2)

MUE(non-CT))
0.5*MUE(valence)+ 0.5*MUE(Rydberg) (3)
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TABLE 1: Optimized Parameters in the M06-HF Methods

M06-HF

parameters ai cCRâ,i cCσσ,i di dCRâ,i dCσσ,i

0 1.179732E-01 1.674634E+00 1.023254E-01 -1.179732E-01a -6.746338E-01a 8.976746E-01a

1 -1.066708E+00 5.732017E+01 -2.453783E+00 -2.500000E-03 -1.534002E-01 -2.345830E-01
2 -1.462405E-01 5.955416E+01 2.913180E+01 -1.180065E-02 -9.021521E-02 2.368173E-01
3 7.481848E+00 -2.311007E+02 -3.494358E+01 -1.292037E-03 -9.913890E-04
4 3.776679E+00 1.255199E+02 2.315955E+01 -2.352983E-04 -1.146165E-02
5 -4.436118E+01
6 -1.830962E+01
7 1.003903E+02
8 3.864360E+01
9 -9.806018E+01

10 -2.557716E+01
11 3.590404E+01

a A parameter that was constrained during the optimization; other parameters were optimized without constraints. The constraints area0 + d0 )
0; cCRâ,0 + dCRâ,0 ) 1; cCσσ,0 + dCσσ,0 ) 1. The latter two constraints serve the same normalization purpose as in ref 29, but the first constraint
is different. In ref 29 we requireda0 + d0 ) 1 to normalize the local exchange in the uniform electron gas limit, whereas here, because we use
full Hartree-Fock exchange, these two coefficients are constrained to sum to zero so that the local exchange vanishes in the uniform electron gas
limit.

TABLE 2: Excitation Energies (eV) for N2, CO, HCHO, Tetracene, NH3‚‚‚F2, and C2H4‚‚‚C2F4
a

molecule type state transition TPSSh B3LYP B98 PBE0 BMK M05-2X M06-HF HF accurateb

N2 Rydberg 1Πu πu f 3sσg 11.91 12.04 12.20 12.32 12.72 13.36 13.48 14.05 13.24
1Σu

+ σg f 3pσu 11.20 11.62 11.81 11.87 12.60 13.16 13.40 14.83 12.98
1Πu σg f 3pπu 11.46 11.78 11.97 11.99 12.59 13.16 12.45 13.21 12.90
1Σg

+ σg f 3sσg 10.90 11.24 11.44 11.47 12.19 12.75 12.99 13.98 12.20
3Σg

+ σg f 3sσg 10.72 10.99 11.15 11.17 11.92 12.32 12.06 13.05 12.00
valence 3Πu σu f πg 10.75 10.63 10.85 10.74 11.30 11.10 11.25 11.28 11.19

1∆u πu f πg 9.94 9.72 9.75 9.89 9.92 10.19 10.20 8.77 10.27
1Σu

- πu f πg 9.72 9.31 9.32 9.34 8.85 8.35 6.47 7.93 9.92
3Σu

- πu f πg 9.72 9.31 9.32 9.34 8.85 8.35 6.47 7.93 9.67
1Πg σg f πg 9.32 9.24 9.30 9.31 9.28 9.15 8.71 9.77 9.31
3∆u πu f πg 7.97 7.97 8.10 7.90 8.39 8.82 9.51 7.62 8.88
3Πg σg f πg 7.48 7.55 7.69 7.50 7.76 7.63 7.55 5.85 8.04
3Σu

+ πu f πg 7.03 7.06 7.07 6.93 7.27 7.24 7.53 3.45 7.75
CO Rydberg 1Σ+ σ f 3dσ 10.14 10.47 10.59 10.68 11.38 11.99 12.99 13.55 12.40

1Π σ f 3pπ 10.06 10.27 10.45 10.49 10.99 11.61 11.62 12.59 11.53
3Π σ f 3pπ 10.01 10.24 10.35 10.42 10.90 11.46 11.28 12.37 11.55
1Σ+ σ f 3pσ 9.96 10.21 10.38 10.42 10.95 11.53 11.68 12.56 11.40
3Σ+ σ f 3pσ 9.93 10.19 10.29 10.35 10.86 11.41 11.24 12.28 11.30
1Σ+ σ f 3s 9.64 9.83 10.02 10.05 10.55 11.09 10.98 11.88 10.78
3Σ+ σ f 3s 9.43 9.56 9.68 9.70 10.23 10.62 9.83 10.96 10.40

valence 1∆ π f π* 10.17 10.04 10.11 10.20 10.37 10.35 10.18 9.96 10.23
1Σ- π f π* 10.01 9.71 9.76 9.78 9.55 9.13 7.61 9.38 9.88
3Σ- π f π* 10.01 9.71 9.76 9.78 9.55 9.13 7.61 9.38 9.88
3∆ π f π* 8.61 8.64 8.79 8.61 9.11 9.12 9.45 7.88 9.36
1Π σ f π* 8.52 8.40 8.46 8.44 8.45 8.30 7.91 8.80 8.51
3Σ+ π f π* 7.87 7.92 7.99 7.84 8.25 7.98 8.00 6.34 8.51
3Π σ f π* 5.77 5.85 6.04 5.73 6.15 6.04 6.19 5.28 6.32

H2CO Rydberg 1A2 n f 3db1 7.57 7.94 8.04 8.12 8.59 9.40 9.87 11.22 9.22
1A2 n f 3db1 7.03 7.35 7.48 7.54 7.97 8.76 8.86 9.69 8.38
1B2 n f 3pa1 6.93 7.16 7.32 7.37 7.82 8.41 8.44 9.28 8.12
3B2 n f 3pa1 6.89 7.10 7.23 7.27 7.72 8.26 8.01 8.93 7.96
1A1 n f 3pb2 6.87 7.15 7.31 7.37 7.67 8.54 8.71 9.52 7.97
3A1 n f 3pb2 6.84 7.10 7.21 7.28 7.58 8.41 8.33 9.18 7.79
1B2 n f 3sa1 6.29 6.43 6.62 6.67 7.19 7.68 7.69 8.54 7.09
3B2 n f 3sa1 6.17 6.32 6.47 6.49 7.06 7.58 7.25 8.13 6.83

valence 1B1 σ f π* 9.14 9.03 9.09 8.90 9.08 9.00 8.50 9.71 8.68
3A1 π f π* 5.43 5.48 5.59 5.29 5.83 5.49 5.74 2.21 5.53
1A2 n f π* 4.08 3.92 3.96 3.94 3.90 3.72 3.16 4.42 3.94
3A2 n f π* 3.26 3.20 3.28 3.15 3.24 3.11 2.72 3.45 3.50

tetracene valence B2u La 3.40 3.45 3.48 3.52 3.66 3.71 3.79 3.90 3.39
CT B3u Lb 2.34 2.41 2.44 2.48 2.68 2.74 3.04 2.95 2.88

NH3···F2 CT 3A1 n f σ* 1.49 2.22 2.59 2.83 4.29 5.38 9.36 11.12 9.46
C2H4‚‚‚C2F4 CT 3B2 π f π* 6.36 7.03 7.19 7.41 8.73 9.60 12.62 13.88 12.63

a The augmented Sadlej pVTZ basis set13,61 was employed for the calculations of the N2, CO, and HCHO molecules; the 6-31+G(d,p) basis set
was employed for the calculations of NH3‚‚‚F2; the 6-31G* basis set was employed for the C2H4‚‚‚C2F4 complex; and the 6-311G(2d,p) basis set
was employed for tetracene.b The accurate data for N2,

49 CO,50 HCHO,51 and tetraacene52 were taken from experimental studies, the accurate
charge-transfer excitaion energy for C2H4‚‚‚C2F4 was taken from a previous paper by Tawada et al.,18 and the accurate charge-transfer excitation
energy for the NH3‚‚‚F2 complex was calculated at the SAC-CI/6-31+G(d,p) level of theory. The accurate excitation energies for tetracene were
taken from Grimme.62
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where MUE(valence) is the mean unsigned error for the 20
valence transitions of N2, CO, formaldehyde, and tetracene in
Table 2 and MUE(Rydberg) is the mean unsigned error for the
20 Rydberg transitions of N2, CO, and formaldehyde in Table
2. The second is

The distances of the two CT pairs of eq 4 are defined in Figure
1, which also shows the orientation of the subunits. The results
for the all transitions are in Table 2, along with accurate
results18,49-52 to which we compare. The MUEs are in Table 3.

Tables 2 and 3 also contain results for B3LYP and five other
high-quality functionals: TPSSh,32 B98,53 PBEh,54 BMK,55 and

M05-2X.33 Finally, Tables 2 and 3 contain results for the time-
dependent Hartree-Fock approximation9 (equivalent to the
random-phase approximation56-58), which is here abbreviated
as HF (just as, for example, TDB3LYP is here abbreviated as
B3LYP).

Table 3 shows that M06-HF performs better than HF for all
three classes of excitation. However, it is not as good as other
high-quality density functionals for valence excitations. The
situation turns around, however, for Rydberg transitions, where
M06-HF has an MUE of 0.39 eV, much better than the 0.86-
1.33 eV of TPSSh, B3LYP, B98, and PBEh and almost as good
as the 0.31-0.35 eV of M05-2X and BMK. In fact, averaged
over an equal number of valence and Rydberg transitions, M06-
HF still outperforms TPSSh, B3LYP, and PBEh. As a side point,
we note that Table 3 shows truly excellent performance for
BMK and M05-2X for non-CT transitions; these methods have
not previously been applied in the context of TDDFT, and they
can be highly recommended when there are no long-range
charge-transfer states.

The situation for the second to last row of Table 3 is entirely
different. M06-HF is excellent for CT transitions, and no other
method gives useful results. In fact, the table shows that high
Hartree-Fock exchange is not the entire story, because M06-
HF is much better than HF. Therefore, in the last row of Table
3 where all three types of transition are weighted 1/3, M06-HF
is a factor of more than 2.5 better than the second best method,
which is M05-2X.

One might wonder whether it is meaningful to compare errors
as large as 2.42 and 4.93 eV, both of which are too large for
the methods yielding them to be useful. However, in other and
more complex molecules one might encounter states with partial
CT character, and the methods with smaller errors for these
prototype test cases would be expected to do better for such
molecules. However, in such a case it would be best to employ
M06-HF, which is the only method to have errors below 1.0
eV for both non-CT and CT transitions.

One might ask whether this improved performance for
spectroscopy has been achieved at a cost of unacceptably poor
performance for ground-electronic-state energetics. This is
answered by Table 4, which compares the performance of M06-
HF for such energetic quantities to the performance of the other
high-quality density functionals for several databases based on
ground-state main-group energetics. These databases were
explained below eq 2.

Figure 1. Structures of C2H4‚‚‚C2F4 and NH3‚‚‚F2 complexes.

TABLE 3: Mean Unsigned Errors (eV) for Excitation
Energies

type
TPSSh

10a
B3LYP

20
B98
19

PBEh
25

BMK
42

M05-2X
56

M06-HF
100

HF
100

valence 0.24 0.28 0.24 0.29 0.30 0.37 0.71 1.08
Rydberg 1.33 1.07 0.92 0.86 0.35 0.31 0.39 1.18
non-CT 0.78 0.67 0.52 0.58 0.33 0.34 0.55 1.13
CT 4.93 4.44 4.25 4.08 3.10 2.42 0.09 0.99
allb 2.17 1.93 1.80 1.75 1.25 1.03 0.40 1.08

a The number below each functional is the percentage of Hartree-
Fock exchange.b MUE (all) ) [MUE(valence)+ MUE(Rydberg)+
MUE(CT)]/3.

MUE(CT) ) [|error in CT transition of tetracene| +
|error in NH3‚‚‚F2 at 6 Å| +

|error in C2H4‚‚‚C2F4 at 8 Å|]/3 (4)

TABLE 4: Mean Unsigned Errors (kcal/mol) for Energetics in the Ground Electronic State

database TPSSh B3LYP B98 PBEh BMK M05-2X M06-HF HF

MGAE109 (PB) 0.98 0.91 0.64 0.91 0.47 0.48 0.64 30.83
IP13 3.17 4.72 3.21 3.23 4.21 3.54 3.76 17.92
EA13 2.81 2.29 1.84 2.76 1.56 2.03 2.35 26.96
PA8 2.78 1.02 1.44 1.19 1.07 1.23 2.21 3.19
ABDE4 9.35 8.62 4.87 4.98 1.67 0.61 4.56 35.17
NHTBH38 6.84 4.59 3.37 3.61 1.33 1.75 2.48 9.12
HTBH38 5.97 4.23 4.16 4.22 1.32 1.34 2.06 6.28
πIE3a 7.21 6.24 6.26 5.65 3.89 2.99 1.13 2.67
PA-P5a 8.57 5.79 7.25 5.73 4.29 2.07 3.89 12.70
PA-SB5a 7.82 5.90 7.29 6.53 5.08 3.90 0.77 10.90
HB6 0.60 0.76 0.55 0.34 0.82 0.30 0.52 2.44
CT7 1.30 0.63 0.79 0.90 0.52 0.38 0.49 3.94
DI6 0.54 0.86 0.37 0.37 0.88 0.29 0.63 2.45
WI7 0.22 0.35 0.14 0.15 0.81 0.06 0.16 0.37
PPS5 2.59 3.06 2.02 1.96 2.47 0.60 0.35 3.54
avb 4.05 3.33 2.95 2.84 2.02 1.44 1.73 11.23

a These three databases are components of theπ13 databaseb Average over all the databases in this table; each row of this table is weighted
equally.
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The success of the present exchange-correlation functional
is ultimately derived from the functional form used forEXC

M06

being compatible with high Hartree-Fock exchange, even full
Hartree-Fock exchange. This property is inherited from its
precursor, the M05 functional,33,59which is specifically designed
to have this property and in fact to be more compatible than
previous functionals with a range of values of the percentage
of Hartree-Fock exchange.

Because the M06-HF exchange-correlation functional has
the correct60 long-range behavior, behaving at long range for
neutral systems as-R-1 in atomic units, it avoids many of the
qualitatively wrong (in fact, embarrassingly wrong) predictions
of conventional density functionals that are due to long-range
self-interaction error. And yet the new exchange-correlation
functional achieves this improvement without losing the ad-
vantages that have made DFT preferable to Hartree-Fock
theory, which also has the correct asymptotic behavior. In fact,
the new functional is on average better than the very popular
B3LYP functional, as measured by performance (Table 4) on a
diverse set of databases. The excellent performance for barrier
heights,π systems, and noncovalent interactions is especially
noteworthy. The new functional also retains the key formal
property of satisfying the uniform-electron-gas limit at both short
range and long range, and it includes short-range static-
correlation effects that are missing in functionals that combine
Hartree-Fock exchange and DFT correlation without any DFT
exchange.

Now that it has been demonstrated that one can obtain a
functional with all the properties mentioned in the title of this
paper, there may be some interest in improving the performance
for valence excited states (no excited-state data were used in
parametrization) or in deriving this kind of functional from first
principles and with a smaller number of parameters. These are
interesting subjects for future work.

Acknowledgment. This work was supported in part by the
National Science Foundation under grant no. CHE03-49122
(quantum mechanics of complex systems) and by the Office of
Naval Research under grant no. N00014-05-1-0538 (software
tools).

Supporting Information Available: Description of the
geometries and basis sets employed for all databases and
Cartesian coordinates for all molecules in the TDDFT calcula-
tion. This material is available free of charge via the Internet at
http://pubs.acs.org.

References and Notes

(1) Kohn, W.; Becke, A. D.; Parr, R. G.J. Phys. Chem.1996, 100,
12974.

(2) Raghavachari, K.; Anderson, J. B.J. Phys. Chem.1996, 106, 12960.
(3) Runge, E.; Gross, E. K. U.Phys. ReV. Lett. 1984, 52, 997.
(4) Casida, M. E. InRecent DeVelopments and Applications of Modern

Density Functional Theory; Seminario, J. M., Ed.; Elsevier: Amsterdam,
1996; p 391.

(5) Bauernschmitt, R.; Ahlrichs, R.Chem. Phys. Lett.1996, 256, 454.
(6) Stratmann, R. E.; Scuseria, G. E.; Frisch, M. J.J. Chem. Phys.

1998, 109, 8218.
(7) Marques, M. A. L.; Gross, E. K. U.Annu. ReV. Phys. Chem.2004,

55, 427.
(8) Furche, F.; Rapport, D.Comp. Theor. Chem2005, 16, 93.
(9) Dreuw, A.; Head-Gordon, M.Chem. ReV. 2006, 105, 4009.

(10) Kohn, W.; Sham, L. J.Phys. ReV. 1965, 140, 1133.
(11) Champagne, B.; Perpete, E. A.; van Gisbergen, S. J. A.; Baerends,

E.-J.; Snijders, J. G.; Soubra-Ghaoui, C.; Robins, K. A.; Kirtman, B.J.
Chem. Phys.1998, 109, 10489.

(12) Zhao, Y.; Truhlar, D. G.J. Phys. Chem. A2006, 110, 10478.
(13) Casida, M. E.; Jamorski, C.; Casida, K. C.; Salahub, D. R.J. Chem.

Phys.1998, 108, 4439.
(14) Tozer, D. J.; Handy, N. C.J. Chem. Phys.1998, 109, 10180.
(15) Casida, M. E.; Salahub, D. R.J. Chem. Phys.2000, 113, 8918.
(16) Dreuw, A.; Head-Gordon, M.J. Chem. Phys.2003, 119, 2943.
(17) Hirata, S.; Zhan, C.-G.; Apra, E.; Windus, T. L.; Dixon, D. A.J.

Phys. Chem. A2003, 107, 10154.
(18) Tawada, Y.; Tsuneda, T.; Yanagisawa, S.; Yanai, T.; Hirao, K.J.

Chem. Phys.2004, 121, 8425.
(19) Yanai, T.; Tew, D. P.; Handy, N. C.Chem. Phys. Lett.2004, 393,

51.
(20) Baer, R.; Neuhauser, D.Phys. ReV. Lett. 2005, 94, 043002.
(21) Peach, M. J. G.; Helgaker, T.; Saek, P.; Keal, T. W.; Lutnæs, O.

B.; Tozer, D. J.; Handy, N. C.Phys. Chem. Chem. Phys.2006, 8, 558.
(22) Casida, M. E.; Gutierrez, F.; Guan, J.; Gadea, F.-X.; Salahub, D.;

Daudey, J.-P.J. Chem. Phys.2002, 113, 7062.
(23) Gritsenko, O.; Baerends, E. J.J. Chem. Phys.2004, 121, 655.
(24) Neugebauer, J.; Gritsenko, O.; Baerends, E. J.J. Chem. Phys.2006,

124, 214102.
(25) Lee, C.; Yang, W.; Parr, R. G.Phys. ReV. B 1988, 37, 785.
(26) Becke, A. D.Phys. ReV. A 1988, 38, 3098.
(27) Becke, A. D.J. Chem. Phys.1993, 98, 5648.
(28) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J.J.

Phys. Chem.1994, 98, 11623.
(29) Zhao, Y.; Truhlar, D. G.J. Chem. Phys., in press.
(30) Becke, A. D.J. Chem. Phys.1996, 104, 1040.
(31) Boese, A. D.; Handy, N. C.J. Chem. Phys.2002, 116, 9559.
(32) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P.J. Chem.

Phys.2003, 119, 12129.
(33) Zhao, Y.; Schultz, N. E.; Truhlar, D. G.J. Chem. Theory Comput.

2006, 2, 364.
(34) Perdew, J. P.; Ruzsinszky, A.; Tao, J.; Staroverov, V. N.; Scuseria,

G. E.; Csonka, G. I.J. Chem. Phys.2005, 123, 62201.
(35) Scuseria, G. E.; Staroverov, V. N. Progress in the development of

exchange-correlation functionals. InTheory and Application of Computa-
tional Chemistry: The First 40 Years; Dykstra, C. E., Frenking, G., Kim,
K. S., Scuseria, G. E., Eds.; Elsevier: Amsterdam, 2005; p 669.

(36) Slater, J. C.Phys. ReV. 1951, 81, 385.
(37) Gáspár, R. Acta Phys. Sci. Hung.1954, 3, 263.
(38) Cowan, R. D.; Larson, A. C.; Liberman, D.; Mann, J. B.; Waber,

J. Phys. ReV. 1966, 144, 5.
(39) Hara, S.J. Phys. Soc. Jpn.1967, 22, 710.
(40) Riley, M. E.; Truhlar, D. G.J. Chem. Phys.1975, 63, 2182.
(41) Ziegler, T.Chem. ReV. 1991, 91, 651.
(42) Zope, R. R.; Dunlap, B. I.J. Chem. Theory Comput.2005, 1, 1193.
(43) Zhao, Y.; Lynch, B. J.; Truhlar, D. G.Phys. Chem. Chem. Phys.

2005, 7, 43.
(44) Lynch, B. J.; Zhao, Y.; Truhlar, D. G.J. Phys. Chem. A2003,

107, 1384.
(45) Zhao, Y.; Gonza´lez-Garcı´a, N.; Truhlar, D. G.J. Phys. Chem. A

2005, 109, 2012; (E)2006, 110, 4942.
(46) Zhao, Y.; Truhlar, D. G.J. Phys. Chem. A2005, 109, 5656.
(47) Chakravorty, S. J.; Gwaltney, S. R.; Davidson, E. R.; Parpia, F.

A.; Fischer, C. F. F.Phys. ReV. A 1993, 47, 3649.
(48) Zhao, Y.; Truhlar, D. G.J. Chem. Theory Comput.2005, 1, 415.
(49) Ben-Shlomo, S. B.; Kaldor, U.J. Chem. Phys.1990, 92, 3680.
(50) Nielsen, E. S.; Jorgensen, P.; Oddershede, J.J. Chem. Phys.1980,

73, 6238.
(51) Clouthier, D. J.; Ramsay, D. A.Annu. ReV. Phys. Chem.1983, 34,

31.
(52) Biermann, D.; Schmidt, W.J. Am. Chem. Soc.1980, 102, 3163.
(53) Schmider, H. L.; Becke, A. D.J. Chem. Phys.1998, 108, 9624.
(54) Adamo, C.; Barone, V.J. Chem. Phys.1999, 110, 6158.
(55) Boese, A. D.; Martin, J. M. L.J. Chem. Phys.2004, 121, 3405.
(56) Altick, P. L.; Glassgold, A. E.Phys. ReV. 1964, 133, 632.
(57) Dunning, T. H.; McKoy, V.J. Chem. Phys.1967, 47, 1735.
(58) Truhlar, D. G.Int. J. Quantum Chem.1973, 7, 807.
(59) Zhao, Y.; Schultz, N. E.; Truhlar, D. G.J. Chem. Phys.2005, 123,

161103. Note that in this communication we interchangedcCab,i andcCss,i
in Table 1. In addition, “reduced densityxs” before eq 1 should read “reduced
density gradientxs”.

(60) Wu, Q.; Ayers, P. W.; Yang, W.J. Chem. Phys.2003, 119, 2978.
(61) Sadlej, A. J.Theor. Chim. Acta1991, 79, 123.
(62) Grimme, S.; Parac, M.ChemPhysChem2003, 4, 292.

13130 J. Phys. Chem. A, Vol. 110, No. 49, 2006 Letters


