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The dynamics of migratory insertion agdhydrogen elimination in the cationic complex [CpRh@pH

(CoHy)]™ is studied from a quantal point of view. On the basis of DFT results for the relevant stationary
points of the potential energy surface, three coordinates are identified that vary strongly during the reaction.
A suitable three-dimensional grid, along with an appropriate kinetic energy operator, are constructed that are
employed in the subsequent wave packet propagations. The latter are performed in the spirit of transition
state spectroscopy and start from the various saddle points of the potential energy surface. Vibrational periods
and lifetimes for these elementary processes, relevant to homogeneous catalysis, are obtained in this way for
the first time. This work is considered to provide the basis for a subsequent treatment of equilibrium rate
constants and to shed new light on the electronic factors governing these prototypical reaction steps.

1. Introduction }\

So-called migratory insertion of an olefin into a metal M 81 lj TS2 M W
hydrogen bond and its microscopic reverse, the hydrogen \ - -
elimination, are of primary importance to many catalytic reaction o H H
cycles involving transition metal complexes. They are consid-  gthylene complex Agostic complex Ethyl complex

ered elementary reaction steps relevant to hydrogenatlon,Figure 1. Schematic representation of migratory insertion (from left

hydroformylation, an'd Qlefin polymerization, to mention just .a to right) andg-elimination (from right to left), together with the agostic
few. Often an agostic intermediate exists where the insertion jntermediate.

process is not complete and the migrating hydrogen atom is

still interacting with the metal atom of the complex. See ~ developed a novel type of olefin polymerization catalysts based
Figure 1 for a schematic overview where spectator ligands are On late transition metals:® With these catalysts highly branched
suppressed and the olefin is taken to be ethylene. and hyperbranched polymers with interesting technical properties

Theoretical treatments of these reaction steps usually confine@r€ obtained due to the fagt-hydrogen elimination and
attention to the energetics and the structural parameters of the'€insertion on the late transition metal center. Experimental
various stationary points of the pertinent potential energy Studies of the kinetics of migratory insertion in f&)M(PR)3
hypersurfacé-12 These are obviously key quantities, for (H)(C2H4)]™ (R =H, Me; R = Me, OMe; M= Co, Rh) have
example, for the equilibrium rate constants within transition state @PPeared. Because our investigation was the first of its kind, it
theory (TST). Classical dynamical (MD) simulations of some Was preceded by a rather detailed study of the proper electrqnlc
of these reaction steps have also been reported in the litera-Structure method to be chosen; consequently, the dynamical
turel314 Nevertheless, there are situations where a quantal Study itself remained at a rather elementary stage, namely, a
treatment of the nuclear motion is required, and effects of one-d_lmensuonal investigation along the intrinsic reaction
tunneling and zero-point energy play a role that is beyond a coordinate (IRC}-2! o
classical description. Quantal schemes have also been developed !t s the purpose of the present study to go beyond this simple

to account for barrier-recrossing effects and thus go beyond thePicture and treat the quantum dynamics at a much more accurate
basic assumptions of TSHF.16 level. To this end, we first have to identify a set of relevant

We have recently undertaken a first quantum dynamical coordinates that does not suffer from the inherent limitations

study of migratory insertion and hydrogen elimination in a ©°f the IRC concept. This is achieved by screening the relevant
representative transition metal complex, the cationic complex Stationary points of the potential energy surface and establishing
[CPRh(PH)H(C:HJ)] .17 The choice of a late transition metal & suitable set of Jacobi (or Jacobi-type) coordinates where the

was motivated by recent work of Brookhart et al. who have kinetic.energy operator takes a s_imple, yet correct appearance.
As an important byproduct, we find that a rather small subset

*To whom correspondence should be addressed. E-mail: horst of 3—4 vibrational degrees of freedom suffices in that descrip-
koeppel@pci.uni-heidelberg.de. Telephone49 (6221) 54 52 14, Fax:  tion. This first step is followed by a computation of a potential
+49 (6221) 54 52 21. energy surface of acceptable accuracy at the DFT level and,

T Theoretische Chemie, Physikalisch-Chemisches Institut, Universita further, by the derivation of a kinetic energy operator in the
Heidelberg. ’

#1.SDSMS (UMR 5636-CNRS), Institut Gleardt, CC 014, Universite  Curvilinear coordinates in question. In the remaining key step,
Montpellier II. we perform the necessary quantum dynamical (wave packet

10.1021/jp0668955 CCC: $37.00 © 2007 American Chemical Society
Published on Web 03/06/2007



2408 J. Phys. Chem. A, Vol. 111, No. 12, 2007 Bittner et al.

B3LYP/SDD —»—

)5 L BP86/split ------
CCSD(T)/split//B3LYP/split &
MP2/SDD//B3LYP/SDD -

Energy [kcal/mol]

_5 L I I | I I
Ethylene TS1 agost. TS2 Ethyl

Structure

T+ + +
\\}ﬁp“e {h\PHa (R h\PHs
- H H
Figure 2. Stationary points of th@g-hydrogen elimination/insertion process calculated with different methods/basis sets, cf. ref 17.

propagation) simulations to extract the real-time behavior of A detailed comparison of methods and basis sets is given in
the systent?2 This is done not for a thermal rate problem Table 3 of ref 17. The BP86 results lie close to the CCSD(T)
but for a Franck-Condon transition to the transition states of numbers with typical deviations of the energies of the most
the system, much in the spirit of transition-state spectrostopy. important stationary points (TS1 and agostic structure) of
Apart from spectra, also vibrational periods and lifetimes are 0.7 kcal/mol (see Figure 2, and also Table 3 of ref 17). The
obtained, not only for broad-band excitation but also for the BP86 results are more accurate and the method is also slightly
metastable vibrational states of the agostic complex (some offaster than B3LYP (factor 1.1). From this result and the
the latter wave functions are also mapped out). The relevancecomparison of the geometries, we conclude that BP86 with the
of these findings for future experimental and theoretical split basis describes the energies and the geometric parameters

investigations is pointed out at the end of this paper. of the stationary points rather accurately and that it is fast enough
_ _ to generate a PES. It will be used below for the wave packet
2. Electronic Structure Calculations propagations. The energies given in the first paragraph above

In our earlier workl” we showed that the3-hydrogen are calculated ‘_N'th this method. )
elimination/insertion involves five stationary points: the eth- ~ For the stationary points, we screened many geometric
ylene structure, which is the global minimum of the potential Parameters, as shown in Figure 3, to determine the reactive
energy surface (PES), the agostic structure, which lies 2.4 kcal/coordinates for which the PES has to be calculated. The
mol higher, the ethyl structure, which is the highest local 9eometries of the stationary points are alrea(_JIy described in our
minimum (13.9 kcal/mol), and the interconnecting transition €arlier workt” The variablesR, and R, define the H-H
states TS1 (4.2 kcal/mol) and TS2 (16.8 kcal/mol) (see distances at the two different carbon atoms in the ethylene

Figure 2). In this study, we tested density functional methods Moiety.Rec, R, Ry, 6, andy are depicted in Figure 4. The angles
(B3LYP331 and BP86239 and perturbation theory methods 63 andf, describe the angles between theCbond in ethylene

(MP2—MP4)*-36 by comparing with coupled cluster calcula- and the vector that connec_ts a carbon atom Wi_th the center of
tions including triple excitations [CCSD(TY]-3° mass of a H-H subsystemg is the out-of-plane dihedral angle
For the electronic structure calculations, the Gaussian 03 Of ethylene with respect to the plane defined by the three reactive
software package has been uéed combined basis set was ~centers X-Rh—H (see Figure 4). The anglésandy represent
used for the ab initio calculations: we used standard DD SO-called Jacobi angles, which are more advantageous for later
together with the 6-31G** basis sé-4 Our approach was to ~ Purposes than the more familiar bpnd angteand 5. Their
improve the description of the “active” hydrogen atoms by Use Will be further detailed in Section 3.
additional p-functions. The active hydrogen atoms are the From Figure 3, we conclude that the insertion/elimination
terminal hydrogen atoms at tifecarbon in the ethylene moiety ~ reaction involves three major reaction coordinatés:y, and
and the migrating hydrogen atom. The transition metal was Rx (full lines). These coordinates are changing most strongly,
treated with the SDD, active hydrogens, phosphorus, and carborwhile the others remain approximately constant. As a first step,
were treated with the 6-31G** basis set, and the nonactive we assume here that the reactive centers remain planar
hydrogen atoms were treated with 6-31G* (only s -functions). (¢ ~ 7). Looking now at the ethylene structure, Figure 5, one
The reliability of this compromise has been proven eatfier. sees that it is mapped on the coordinate system of Figure 4,
We call this thesplit basis. [It corresponds &plit2 of our earlier which defines the kinetic energy operator, eq 1 below.
work.17] From the range of the three relevant coordinates/( Ry)
The energetics of the stationary points calculated with the we are able to define the range for the ab initio scan to generate
different methods and basis sets are depicted in Figure 2.the PES. The coordinate range of the raw potential energy
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Figure 4. Inner and Jacobi coordinates for the kinetic energy operator
for the four reactive centers which prove to be important for this study.

surface is given in Table 2. The table gives a total number of
2583 ab initio points. At the edges of the grid, some points
have not been converged. Therefore, we calculated additiona
points in the region of TS1. In total, the surface includes
2669 ab initio points, which are inter- and extrapolated with an
additional Mathematica packade The package provides a
flexible fitting function for the potential, which can be evaluated
at any arbitrary position. The order and range of a local
polynomial fitting function must be specified. If the range is
short, the function just interpolates. If the range is long, the
function behaves like a least-squares polynomial fitting function.

Order and range are optimized to get a smooth and accurate

energy surface compared to the original ab initio data points.
The resulting fitting error is 0.17 kcal/mol for TS1 and
0.96 kcal/mol for the agostic structure.

J. Phys. Chem. A, Vol. 111, No. 12, 2002409

Figure 5. Ethylene complex, the global minimum on the PES
(0.0 kcal/mol)” Distances in A, B3LYP/SDD.

TABLE 1: Constants Employed in the Operator of the
Kinetic Energy (in A)2

R Rec R4

2.072 1.442 1.620

a Ry is constant only in the 2D calculation

TABLE 2: Coordinate Grid Employed for the Ab Initio
Calculation of the PES

min max A
o [deg] 15.0 75.0 10.0
f [deq] 50.0 130.0 10.0
R4[A] 15 3.5 0.05

The reaction path results from a scan along the anglesdj
where the other coordinates are always relaxed. This path is
discussed in detail in our previous 1D calculatidh&or the
stationary points we have differerRy bond lengths. For
the ethylene structure we fingy = 1.565 A, for TS1Ry =
1.620 A, for the agostic structui; = 1.782 A, and for the
ethyl structureRy = 3.423 A. The top panel of Figure 6 refers
to Ry = 1.565 A (for convenience, we call this PEShylene
PES, the minimum of this cut is located at the coordinates of

the fully optimized ethylene minimum. This global 2D minimum

is moving along the path if one increas@s. The PES with

Ry = 1.620 A is called analogouslyS1 PESelow. ForRy =
1.782 A agostic PE$ the global 2D minimum is at the
coordinates of the agostic structure. FBy = 3.423 A
(ethyl PE$, the minimum is found at the coordinates of the
ethyl minimum. Middle and lower panels of Figure 6 show the
agostic and the ethyl PES. The 3D PES is a composition of
those cuts and all data points in between.

3. Quantum Dynamical Methods

3.1. Operator of the Kinetic Energy. The inspection of the
geometric parameters of the stationary points has shown that

The PES thus generated based on the BP86/split2 data ishe -hydrogen elimination/insertion involves three essential

shown in Figure 6. The pictures of the PES show the position coordinates and four atomic centers, as depicted in Figure 4.
of the fully optimized stationary points as black dots and the (The four centers are those atoms between which bonds are
scanned reaction path as a full black line through these points.broken or created during the reaction.) The figure also shows
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Figure 6. Potential energy surface in inner coordinates for different
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bonds. Here, we consider the special case that the center of mass
of the Rh-H subsystem is located approximately at the
transition metal atom Rh. As pointed out in the previous section
during the isomerization reaction, the four reactive centers retain
an approximately planar configuratiop ¢& 7). A good first
approach for the kinetic energy is therefore obtained by
eliminating the terms involving/og in the well-known diatorm
diatom operator (see, for example, refs 48, 49). The apgte

the spherical coordinate dRhH (Appendix A). After this
elimination the operator of the kinetic energy reads:

L L)a__i(# 1 +L)8_2_
2 WRE uRR|06° 2 ccRec  ugRe|oy?
R
10 2 o,
URr Y 2uy Z?R,%1

o =

The operator has the volume elemeNtd df dy dRy and the
reduced masses:

Mgy

#H_mRh_i_mH’\v’mH (2a)
Mehn Mo,
MR = M Mo, (2b)
Mep,
Hee=™ 5 (20)

[Given our choice for the coordinate:c, an effective mass
Uce = Mc/2 should be used instead of eq 2c. The effective
mass in this equation implies the use of the distance between
the two CH centers of mass instead. Depending on the two
possible choices, the error made above amounts fd@P6 to
+17%, respectively. Equation 2c is considered a reasonable
compromise between the two possible choices.] Because of only
small contributions to the total operator, an extra potential term
is neglected. Some distances are kept constant according to
Table 1. As will be explained below, the values correspond to
the geometric parameters of the first transition state (TS1). Note
that Ry is kept constant only in the two-dimensional (2D)
calculations. This operator can be derived from more general
considerations based on dividing the whole molecule succes-
sively into smaller subsystems. The centers of mass of the two
subsystems are connected by a vector that is parametrized by
its length and Euler angles. The nonreactive part of each
subdivision is neglected iteratively. This procedure is developed
in more detail in Appendix A, which also points toward
extensions by including more degrees of freedom in possible
future work.

3.2. Wave Packet Propagation.To describe the nuclear
motion of thep-elimination and insertion process quantum-
mechanically, we solve the time-dependent Sdimger equation
explicitly.22-25 This solution is obtained by the Lanczes
Arnoldi algorithm?2%-51which builds up a tridiagonal matrix that
has approximately the same eigenvalues as the full Hamiltonian.
The solution of the time-dependent Satirger equation is then
reduced to the diagonalization of this matrix. The Lanezos
Arnoldi algorithm is a variant of the Lanczos algorithm suitable
for non-hermitian operators. We need this feature to be able to
incorporate a complex absorbing potential (CAP) into the
potential to simulate the decay of the complex once the wave

refer to the centers of mass between suitable subsystemgacket reaches certain grid boundaries (see next paragraph). The
(here diatomics), while inner coordinates refer to nuclei and potential and the wave function are represented on a 3P4t
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64 fs

Figure 7. Snapshots of the 2D time evolution of a wave packet started at quasi-TS1 of the agostic PES. Angles in radians.

to calculate the second derivative with respect to the coordinates,polymerization reaction. We simulate this decay process by
the fast Fourier transformation method (FFT}6 has been used.  absorbing the corresponding parts of the wave function by a
If the catalyst isomerizes into the ethylene structure, ethylene CAP 5~60thus also preventing artificial reflections of the wave
can dissociate from the metal center, e.g., through a solvent.packet from the grid boundaries. This is a well-known technique
Ethylene will not easily reinsert; it is thus lost for the in quantum dynamical treatments of reactive scattering
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processes. The CAP closes the potential on one side. It has the | ' ' ' ' "D st TS1 |+ ]
form % 2D, agost. PES, start quasi—TS1 x
'|':‘-\ 2D, agost. PES, start TS1 *
BN 2D, TS1 PES, start TS1 o
3D, start TS1 L

Veap(0) = —in(0 — 0,)° @A)

wherey is the strength parameter of the CAPz= 6y = 92° is
the area “beyond” the ethylene structure.

We adjusted the CAP parametgso that the outgoing wave
packet is not reflected or transmitted. This can be controlled
by observing key numbers: we monitored the energy of two

for 0 = 6,

prominent states, the ground state and the third excited state,

the lifetime of this state, and the total norm of the wave packet

after 512 fs of propagation as a function of the CAP parameter

7 . We find stationary solutions for the Rh complexjat 3 x
10-° kcal/motdeg 2. The resulting complex part of the potential
is indicated in Figure 7 at the top side as horizontal lines.

The spectra are calculated by a FFT of the overlap of the

initial wave packetyo and the time developed one, exp{7t/
h)yo (autocorrelation functiorC(t)):

C(t) = Gpole” ™" ye0 (4)
The spectrum is thus given By
PE) = 5= /7, () et ®)

From the non-hermitian Hamilton operatof, one gets
complex energy eigenvalu&€s These are extracted with filter

0.8
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Figure 8. Time evolution of the norm of th8-hydrogen elimination/
insertion process of the 1EBD calculations.

500

the shape of the laser pulse. The starting position of the initial
wave packets has always been chosen at TS1 because the density
of available ab initio points in the vicinity of TS1 is very high.
Therefore also the quality of the fitted PES in this region is
very high. Because of nonconverged ab initio points in the
vicinity of TS2, the PES is not so accurate in this region, and
we have, therefore, not chosen this as the initial position of the
wave packet.

For the key 2D calculation, “TS1” was identified visually

diagonalization techniqués:®> The real parts give the energies
of the spectral peaks in the FFT spectrum. The imaginary parts
are the lifetimes of the corresponding metastable states.

If one knows the eigenenergies of a given Hamiltonian by
FFT or filter diagonalization, it is possible to calculate the
eigenfunctions by Fourier transformation of the time-developed
wave packet at the appropriate energies. To see this, one expan
the initial wave functionp in terms of the eigenfunctions. Upon
Fourier transformation, this gives a sum &functions. The
o-function is nonzero at the position of the eigenfunction in
question:

on the agostic potential energy surface. For convenience we
call it quasi-TS1it is emphasized in Figure 6. The widths of
the initial wave packets are chosen such that they cover
approximately the peaks of the transition states. The widths
are: AG = 4.01°, Ay = 4.01°, ARy = 1.15 A Ry is used
dcgnly in the 3D calculation. The wave packets have been
propagated for 1024 fs with time steps of 0.05 fs and a
Lanczos order of 10. The propagation grid has the dimensions
No x N, x Nry = 64 x 64 x 128. The software used for the
wave packet propagation was developed in our group and widely
tested for the vinylideneacetylene isomerization reactfand

for the -hydrogen elimination in a 1D treatmetit.

f°° |1:0(t)|:b(i/h)Emt dt= fm e*(i/h)-7n|w(o)[b(i/h)Emt ot

4. Results and Discussion

In this section, we discuss three 2D calculations on two
different PES and the 3D calculation. In two dimensions, we
stayed Watetpackets at TS1 and “quasi-TS1” on the agostic
PES, and we started a wave packet at TS1 on the TS1 PES.
Also, the 3D calculation is performed for an initial wave packet
starting at TS1.

4.1. 2D Calculation.Figure 7 shows the 2D dynamics of a
wave packet evolving on the agostic PHS; = 1.782 A
corresponds here to the coordinate of the fully optimized agostic
minimum. Note that the PES is given here in Jacobi coordinates
(6, ) in contrast to Figure 6, where we showed the PES in
inner coordinateso(,5). The reaction path is given in this figure
by the black line, which connects the stationary points (black
dots). The initial wave packet is situated at the TS1 of this
surface (quasi-TS1). Now the geometry of the catalyst is mainly
known as spectral quantizati6ht’ in a configuration close to TS1. When the packet propagates, it

3.3. Initial Wave Packet and Computational Details.The splits up in two parts (16 fs): One part propagates toward the
calculations simulate an experiment in which a suitable laser ethylene minimum located near the top of the panels. For these
pulse strips off an electron from the neutral complex. By pulse molecules the reaction is finished. From a chemical point of
shaping techniques, the complex can be excited to a transition-view, ethylene moves away from the transition metal complex.
state geometr$®71 In these techniques, feedback of certain This process is simulated by the CAP, which absorbs the part
observables and evolutionary algorithms are used to optimizeof the wave function which passes through the ethylene

© (i)t
EOf_me U M
n=

00

Z} Cnlwan_oow e—(i/h)(En_Em)'[ dt

n=

00

20 Cl YD (E, — Ey)

n=

~ Gl SINCI(E, — E) T/A]

(6)

where the coefficient, equalsdy,|y(0)I The sinc function is
defined as sina) = sin(x)/x, and it is relevant because of the
numerically limited propagation tim@ . This technique is
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Figure 9. Eigenfunctions of the 2D calculation (agostic PES). Angles in radians.

minimum @ = 1.547 rad) according to eq 3. The other part of harmonic potential. Each time the packet reaches TS1, a part
the wave packet moves into the agostic minimum, where it of the packet evolves toward the ethylene minimum and will
oscillates (see panels for 32 fs and later). The potential close tobe absorbed by the CAP (eg.-182 fs). As times increase,
the agostic minimum can be compared with a two-dimensional more and more molecules undergo the elimination process. We
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also started the wave packet on the same PES at the coordinates | , , A0 AD2 , , , ,
of the fully optimized TS1, which is closer to the agostic 2D, sttt T
minimum (cf. Figure 6). Quasi-TS1 and the fully optimized TS1
do not have the same coordinates on the agostic surface because 0.8
each cut through the 3D PES gives another “local” TS1.
The isomerization to the ethylene species is slower because the,,
packet is closer to the agostic minimum. On the other hand, we g %6 |
started the wave packet on the TS1 PES, which corresponds t
Ry = 1.620 A of the fully optimized TS1. This initial wave
packet is placed closer to the ethylene minimum. The agostic
minimum is more shallow (cf. Figure 6). We thus expect a
faster isomerization. The principal oscillation in the agostic
minimum and periodical absorption behavior of the wave
packet is, however, the same for all initial wave functions
investigated. 0 : .
The stepwise absorption of the wave function can be
monitored by plotting the norm of the time-dependent wave
function (Figure 8). The figure summarizes the results of the
earlier 1D calculatiod? 2D calculations with different initial
wave packets, and the 3D calculation (see below). We con- TABLE 3: Labeling, Energies E in kcal/mol, Intensities I,
sider first the agostic PES. The norm decreases relatively and Lifetimes 7 (Filter Diagonalization) of the States of the
slowly (r ~ 660 fs) if one places the initial wave packet at 2D Calculation

?nte

04

Relative

02 r

E [kcal/mol]
Figure 10. Spectra of the 2D and 3D calculations.

TS1. It decreases fastar £ 90 fs) if the initial wave packet is min mn E I T
placed at quasi-TS1. It decreases the fastest if it is placed at  p 00 6.035 0.03 27 ns
TS1 of the TS1 PESt(~ 50 fs). This behavior has been 01 7.492 0.12 25ps
already predicted qualitatively by the discussion of the time- 02 8.886 1.00 328fs
dependent wave function in Figure 7 and the reaction path in 04 11.717 0.37 47fs
Figure 6. 11 10.629 0.58 44 fs
12 12.003 0.21 99 fs
The stepwise decrease of the norm is not as significant as 12 12.773 0.05 51 fs
for the 1D calculatior! but it is still visible. The 2D calculation E 00 7.940 0.56 45 fs
with the initial wave packet at TS1 propagated on the TS1 PES ~ AE 9.090 091 741s

is most similar to the 1D calculation. It is not possible to derive EA 9815 0.72 401s

clear oscillation frequencies from the norm because the wave

packet moves in an anharmonic 2D potential minimum, while the other part is moving toward the ethylene

minimum, where it is absorbed by the CAP (20 fs and later).

The eigenfunctions of the 2D calculation (agostic PES) are g process is going on periodically and qualitatively the same
plotted in Figure 9. A state label and the energy of the state is 5 i the 1037 and 2D calculations.

plotted at the top of the panels. One can identify two different — rjq, 16 12 shows the eigenfunctions of the 3D calculation as
modes: one being perpendicular to the reaction path (first 5 contour plot. The meaning of this figure is the same as in
number of the label) and one along the reaction path (secondrigre 11: each point on the surface corresponds to a suitable
number). AQO, for example, denotes the ground state in the, e of [ymnl2 = 10-°—10"7 depending on the figure panel.
agostic minimum, AO1 is the first excited-state of the vibration The first boxes are seen from a top view onto they plane in
along the reaction path (it has one node), A02 is the secondgqnt | ike in the 2D calculation, we have a nodal structure

excited-state with vibration_ along the r(_aaction pat_h (it has along the reaction path (from top left to bottom right) and a
two nodes), and so on. A1l is the first excited state with respect 44| structure perpendicular to the path. We denote the states
to both directions, EQO is the ground state in the ethylene 5 tollows: the statennl has the quantum number perpen-
minimum. dicular to the reaction path in thé—y plane, the quantum
For the 2D calculation (agostic PES) and the 3D calculation numbern along the reaction path in the same plane, and the
(See b9|0W), the FFT spectra are plOHEd in Figure 10. The filter guantum numberperpendicular to thé_j/ plane. The ground
diagonalization delivers the same enerdieand additionally  state 000 (4.705 kcal/mol) is located in the agostic minimum.
the lifetimesz of the states (Table 3). For the ABeries, one  The nodal structure along the reaction path with three, four,
finds that the lifetime dramatically decreases with increasing and five nodes is very well visible for 030 (8.435 kcal/mol),
excitation. The filter diagonalization gives intensitiesvhich 040 (9.011 kcal/mol), and 050 (9.794 kcal/mol). The state
fit well to the intensities calculated with FFT. 140 (10.670 kcal/mol) has one nodal plane perpendicular
4.2. 3D Calculation. Figure 11 shows the time-dependent to the reaction path and four nodal planes along it. o2
wave function resulting from the 3D calculation as a contour (18.758 kcal/mol), the viewpoint on the box is rotated: one
plot. Each point on the surfaces corresponds to a constantlooks now from the previous right-hand side onto the box
suitable value of the wave functiopy(t)|2 = 104 for all panels (Ry is on the vertical axis@ is on the horizontal axis). Now
of the figure). This value is chosen to make all relevant features two nodal planes in th&y direction are visible. Because the
of the wave function visible at all plotted times. In the first other structure is unclear, it is not possible to count nodes in
5 fs, the wave packet is moving in tiiRgy direction because of  the 6—y plane.
the small reduced mags; in eq 2a. After 10 fs, the wave packet For both dimensionalities 2D/3D, we conclude that the
is concentrating in the agostic minimum. An oscillation and excitation of vibrations along the reaction path in ¢hey plane
broadening in the agostic minimum leads to a splitting of the is easier than excitation perpendicular to it. This is clear because
wave packet into two parts. One part is oscillating in the agostic a cut through the PES perpendicular to the reaction path gives
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~
4

0 60

Figure 11. Snapshots of the 3D time evolution of a wave packet started at TS1 in a contour plot. Angles in mi@gliand, Each point on the
surfaces corresponds to a suitable constant valye@f|> = 104

a narrower potential than that in the direction of the path. The process better than the other 2D calculations. Similar to this
latter direction is modeled by a reaction path potential already calculation, also for the 3D calculation we get an overall lifetime
considered in ref 17. of 100 fs.

The norm of the wave function of the 3D calculation is Figure 10 shows the 3D FFT spectrum (full line). The exact
included in Figure 8. The norm decreases approximately as fastenergies with their lifetimes are given in Table 4. In general,
as in the 2D calculation, with the initial wave packet at quasi- the spectra of the 2D and 3D calculation differ, but the ground
TS1 on the agostic PES. That is the reason why we focused onstates AOO and 000 are energetically equal. AO1 and 020 have
this 2D calculation above. This 2D calculation models the the same energy, and they describe the same vibrational direction
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Figure 12. Eigenfunctions of the 3D calculation in a contour plot. Angles in radiRasp A. Each point on the surfaces corresponds to a suitable
constant value ofymq|?> = 107°-10"".

(along the reaction path) but different excitation. Looking at 5. Summary and Concluding Remarks

the lifetimes calculated with filter diagonalization, the states

decay faster than the overall lifetime of 100 fs. We propagated In this article, we have described a quantal approach to
the metastable wave functions directly to validate the lifetimes investigate the dynamics of elementary catalytic reaction steps,
by inspection of the time-dependent norm. We find a very good especially$-hydrogen elimination from an agostic transition
agreement with an average deviation of only 30 fs. metal complex. A reduced-dimensionality (3D) treatment could
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TABLE 4: Labeling, Energies E, and Lifetimes r (Filter
Diagonalization) of the States of the 3D Calculation.

mnl E [kcal/mol] 7 [fs]

000 4.699 44

010 5.993 42

020 6.699 26

020b 7.529 122

030 8.424 43 Subsystem 2
040 9.013 39

050 9.798 58

140 10.672 48

mn2 18.757 49

be set up and earlier one-dimensional calculations considerably Subsystem 1

extended in this way. Many new spectroscopic data and time
constants (vibrational periods and lifetimes) were obtained,
which sheds new light on the species treated and on the process
in general. Further improvement of the dynamical approach
would consist of including also the out-of-plane distortion
mentioned in Section 2 (see Figure 3) above and possibly by
including also other degrees of freedom; however, the latter Figure 13. First division of the catalyst into two subsystems.
would require a more approximate treatment, like a locally

harmonic approximation, to save computational effort in For the whole system (HRh8,PH;CsHs), the exact kinetic

generating the DFT potential energy surface. energy operator then reaés?®
As a further step in the overall line of investigation, the studies 5
are to be extended to other ligands and transition metals to Pr,
elucidate their influence on the dynamics, to consider also T =Ti + T, + 2 +
reinsertion processes that are suppressed in our study by the _ _Fflz I o
use of a complex absorbing potential, and to use these results [3%+ (3, + 3)'(3,+ 3,) — 233, + I)ae
as a basis to compute also thermal rate constants. (Remember = (1)
that the present study focused on a highly nonequilibrium 2'“R12 12

process, corresponding to a Frarc&ondon excitation to the - -

transition states of the system.) This is possible, e.g., by utilizing Here J is the total angular momentund; the total angular

the above techniques and results within thefilux correlation momentum of the subsystemJ, the total angular momentum

function formalism of Miller'>°In this way, it is thus ultimately  of the subsystem Ry is the length of the Jacobi vect&,,

hoped that these studies provide more insight into the electronic

factors governing, e.g., the outcome of olefin polymerization, MurncH, MPH,CH,

and thus helping in its control. UR,=
More generally, we point out the relevance of our reduced-

dimensionality treatment also to other processes than those_ . L . N

investigated here. The four atoms retained in the description 11 IS the kinetic energy of the subsystemT, is the kinetic

are apparently just the atoms between which bonds are brokerf"€r9y of the subsystem 2. BF denotes the Body Fixed frame

and newly formed in the chemical reaction. The present analysisdefined as in refs 74 and 76 (in particul#f lies paraliel to
established that it is mostly their structural parameters that Riz = G1G2)- We now only consider the cask= 0. The
change significantly, whereas the others remain nearly constant OPerator

If this holds true aiso for other systems, it might open a route then reads:

to extend this line of approach to a large variety of different

2 — — — —_
reactive processes, catalytic and others. Pr,, N (3, + 33, + J)ge

T=T,+T,+
2'uR12 ZMR Riz
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Forschungsgemeinschaft through ~Sonderforschungsbereicheedom change very little during the process we are interested
623 “Molekulare Katalysatoren: Struktur und Funktionsdesign”. ., Obviously, simply removing these parts makes an additional
approximation. Consequently, some corrections should be added
Appendix A. Derivation of the Kinetic Energy Operator to the kinetic energy operatdi. A comprehensive presentation
of the exact derivation of rigidly or adiabatically constrained
kinetic energy operators in a general context can be found
elsewheré’~7° However, in the present paper, we deliberately
neglect these corrections because the parts of the system that
are frozen are much heavier than the hydrogen atom involved
in the B-hydrogen elimination. In other words, we simply say
2. R, = G,G, is the Jacobi vector joining1l , the center of that the subsystems that are frozen are infinitively heavy with
mass of the subsystem 1 (HR}G), to G2 , the center of mass  respect to the hydrogen atom. Therefore, we simply have to
of the subsystem 2 (P)&sHs), see Figure 13. deal with theT; term, which can also be separated into two

8)
MURhCH,PHCH:

9)

We present here a more rigorous derivation of the kinetic
energy operator based on dividing the whole molecule succes-
sively into smaller subsystems. The approach rests on a
polyspherical description of the molecular systént®
The system is first separated into two subsystems 1 and
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further subsystems: RhH andid. The kinetic energy thus
reads?4 76

the operator eq 1, which is also the well-known diatestiatom
operator for the CCRhH subsystem in which the terms involving
p, have been eliminated (planar approximation).

[0 péH [E]éFlJr The approach presented in this appendix allows one to

2T, = 2T, + e + e, + _Ra envision how to improve the operator for the dynamics in the
#ZR — Q,n;"t = . future. Starting from eq 10, it is possible to directly obtain the
[J1+ (L4 I)(L+J) = 23y(L + I)Jilge (10)  operator if more degrees of freedom are taken into account, for
U instance, the third spherical coordingteof RhH correspond-

ing to the out-of-plane motion of this vector and several degrees
whereR is the Jacobi vectoG Gy, joining G, the center of  of freedom in GHa. Another possibility to improve the kinetic
mass of GH», to Grny, the center of mass of RhH, which can €nergy operator is to add the corrections when subjecting the
be approximated aGgrny = Rh. BF1 is the body fixed frame ~ System to rigid constraints. For the two coordinafiesnd R,
of the subsystem 1 as defined in ref 74,76 (in particafat such corrections are certainly very small because the H-atom
lies parallel toR). L is the angular momentum associated S Very light. However, for the angle, the corrections coming

with RhH, and J' is the total angular momentum of,;. from freezing the @Hs molecule might play a non-negligible
Moreover, we have role. They could be added in the future by calculating explicitly
the corrections by means of the method described in refs 77,

MehMe 4, 78. Unfortunately, these corrections are often very involved.
Ug=—— (12) However, it should be emphasized that now a code exists that
MRhHCH, numerically calculates these correcti6isased on the approach

) . . of refs 77 and 78. This code can overcome the problem of the
and because we work with polyspherical coordinates, the vector oo mp|exity of the constrained operators and could be applied
RhH is described by three spherical coordinates (two of (4 5 system such as the present rhodium complex. On the other
them, Ry and 6, are depicted in Figure 4). Moreover, the  panq “the corrections are expected to be quite small for the case
kinetic energy operator ofc,, could be directly derived in ¢ hygrogen motion under consideration. Therefore, we do not

terms of polyspherical coordinates from the general expres-jnqj,de them in the present, first quantal study (beyond 1D) in
sion given in ref 80 (see, for instance, Figure 1 in ref 80). ¢,qh systems. u

If we freeze again the internal motion in the;H; sub-

system and neglect the corresponding correctiéi%,we

arrive at a simple diatomdiatom problem (see, for instance,

the expression of the operator for a tetra-atomic system in __ (1) Brookhart, M.; Green, M.; Wong, L.-LProg. Inorg. Chem1988
36, 1.

refs 73, 75, and 81):
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