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The electronic and optical properties are studied for three conformers of amino acid molecules using gradient-
corrected (spin-) density functional theory within a projector-augmented wave scheme and the supercell method.
We investigate single-particle excitations such as ionization energies and electron affinities as well as pair
excitations. By comparing eigenvalues resulting from several local and nonlocal energy functionals, the
influence of treatment of exchange and correlation is demonstrated. The excitations are described within the
∆-self-consistent field method with an occupation number constraint to obtain excitation energies and Stokes
shifts. The results are used to also discuss the optical absorption properties. In contrast to the lowest single-
and two-particle excitation energies, remarkable changes are found in absorption spectra in dependence on
the conformation of the molecule geometry.

I. Introduction

Properties of isolated molecules, such as amino acids, are
fundamental to the understanding of complex structures such
as proteins in biological materials or even in novel electronic
and optoelectronic devices based on or modified by molecular
species. Many biological phenomena can be traced back to
fundamental properties of molecular constituents. This holds
for several processes such as signal exchanges, which are
accompanied by electronic excitations. In addition to their
biological significance,1 there are applications of peptides,
consisting of amino acids, in molecular electronics2 or in
functionalization of semiconductor quantum dots3,4 and carbon
nanotubes.5-7 The understanding of the electronic properties of
amino acid molecules arranged in short peptide chains8,9 may
be one key to future nanotechnology applications such as those
based on molecular transport.10 A theoretical interpretation of
such phenomena can be related to the excitation energies of
the building blocks of peptides, for example, the amino acids.11

Among the 20R-amino acids, glycine, alanine, and cysteine
play outstanding roles as model systems because of the
smallness of the corresponding molecules. Their principal
structure NH2-CH(R)-COOH contains a carbon backbone with
a carboxyl group (COOH), an amino group (NH2), and a varying
organic side group (R) linked to a central, tetrahedrally
coordinated carbon atom (CR). The side group increases from
R ) H (glycine), to R) CH3 (alanine), and to R) CH2-SH
(cysteine). In solution, the acidic and basic groups may react
with each other forming a zwitterion, which also occurs in
crystalline phases. The chemical and physical properties of the
gas-phase species depend on the molecular geometry of a given
amino acid. Conformers occur because of the rotational degrees
of freedom. The molecule with the smallest side group, glycine,
can be divided into the rigid fragments NH2, CH2, CO, and OH.
Then, three rotational degrees of freedom are related to the

connecting bonds C-N, C-C, and C-O, respectively. For
instance, in the glycine case, there are two possible angles for
each bond rotation to achieve a planar (p) heavy atom arrange-
ment resulting in eight conformers withCs symmetry. However,
in addition, nonplanar (n) structures are formed by distortion
of planar conformers. Thereby, the carboxyl group can be
arranged in acis or trans position. The geometries and the
energetics of such conformers have been intensively studied by
total energy calculations (see refs 12-18, 22, and references
therein). The predictions of stability, bond lengths, and bond
angles are based on various quantum chemistry studies, for
example, on the Møller-Plesset (MP2) perturbation theory
level23 or calculations within the density functional theory
(DFT).24,25

Studies of the electronic excitations of the amino acids
glycine, alanine, and cysteine are rather rare. Gas-phase proper-
ties of amino acids, mainly of glycine and alanine, have been
investigated experimentally using electron momentum spec-
troscopy,26 resonant two-photon ionization,27 and photoelectron
spectroscopy (PES).28 Data on alanine have also been obtained
from previous HeI photoelectron spectra.29-31 Recently, vertical
attachment energies for the formation of low-lying temporary
anion states have been measured by, for example, electron
transmission spectroscopy for glycine and alanine.32,33Ionization
potentials and electron affinities of the most stable glycine
conformers have been studied in several papers in the framework
of DFT using hybrid exchange-correlation (XC) functionals and
Gaussian basis sets.34-36 Calculations of this type have been
performed for many conformers not only for glycine but also
for alanine.37 For the computation of pair excitation energies,
coupled cluster (CC) methods23 have been applied.38

In the present paper, we present and discuss calculated single-
particle and pair excitation energies of the most favorable
conformers of glycine, alanine, and cysteine molecules. They
are computed in the framework of DFT and the∆-self-consistent
field (∆SCF) method.39,40For the purpose of further applications,
for example, the study of molecule-substrate interactions, an
approach that is also applicable to bulk materials, is chosen.
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The molecules are described within repeated supercells,41 and
the single-particle eigenfunctions are represented within the
projector-augmented wave (PAW) method.42-44 The influence
of the XC functional and the actual molecule geometry is also
studied. The results are compared with available experimental
and theoretical data.

II. Methods

The employed DFT24,25,39 code is the Vienna Ab initio
Simulation Package (VASP).45 The electron-ion interaction is
modeled by PAW pseudopotentials.42,43The Kohn-Sham (KS)
equation25 is solved for the valence electrons for a given XC
functional. The resulting all-electron PAW functions are ex-
panded in plane waves in the regions between the cores. Plane
waves up to a kinetic energy cutoff of 37 Ry give converged
results with respect to the total energy.22 Exchange and
correlation are generally treated in a semilocal approximation
of DFT within the generalized gradient approximation (GGA)
according to Perdew and Wang (PW91).46,47Apart from a few
exceptions, it is well-suited to describe the energetics, geom-
etries, and vibrational spectra of glycine, alanine, and cysteine.22

Nevertheless, for selected quantities such as energy gaps, we
study the influence of the XC treatment by using hybrid
functionals. The PBE0 functional48 developed by Perdew, Burke,
and Ernzerhof (PBE) combines the generalized gradient-
corrected PBE XC functional with a predefined amount of exact
exchange. Practically, 25% of the exchange is replaced by the
Fock operator. Another hybrid functional HSE goes back to
Heyd, Scuseria, and Ernzerhof.49 It contains a screened Coulomb
potential in the exchange term. The Coulomb potential∼1/|x|
in the exchange term is replaced by a screened potential erfc-
(µ|x|)/|x| with a Thomas-Fermi-like screening parameterµ )
0.3 Å-1. For comparison, we employ the local density ap-
proximation (LDA)50 as well. Single-particle excitation energies
are also studied within a spin-polarized GGA version.

Because of the plane-wave expansion, we employ Born-
von Karman boundary conditions and study a periodic arrange-
ment of simple cubic supercells each containing one molecule.
The supercell must be sufficiently large to avoid the interaction
of a molecule with its images in adjacent cells.51 Therefore, we
use supercells up to edge lengths of 22 Å. Our criterion for
noninteracting molecules is a band structure that is almost free
of band dispersion. Consequently, the summation over the
Brillouin zone in the total energy and electron density expres-
sions is restricted to the zone centerΓ.

The KS eigenvalues of DFT do not account for neutral or
charged excitations of the molecule. Therefore, their differences
to the vacuum level or between empty and occupied levels
usually underestimate single-particle or two-particle excitation
energies. Within a Green’s function approach, one has to take
into account self-energy effects.51 However, the localization of
the electron states in a molecule allows for a numerically less
demanding treatment of the many-body effects by the∆SCF
method39,40salso called occupation-constrained DFT calculation.
Thereby, the total energy differences (here, mostly in spin-
polarized DFT-GGA) between theN-electron ground state and
the excited states of the molecules, for example, with (N - 1)
or (N + 1) electrons, are computed. The lowest single-electron
excitations are the (first) ionization potential (IP)

and the electron affinity (EA)

Here, the ionized molecules with one missing or additional
electron are characterized by the total energiesE(N - 1) and
E(N + 1), respectively, computed for the geometry of the
N-electron ground state of one and the same conformer of the
neutral molecule. Without geometry changes, one also calls the
energies (1 and 2) vertical IPs or EAs.34,37,38 In addition,
structural relaxation can be taken into account. We indicate the
resulting geometries of the (N - 1) or (N + 1) systems by an
asterisk. They lead to the corresponding adiabatic quantities IP*
and EA*. The EA is also a measure of the energy gained in the
transformation process from a neutral molecule and an electron
into a negatively charged ion. In the opposite case, when energy
is needed, one speaks about (vertical) attachment energy for
the formation of a low-lying anion state of an amino acid
molecule.32,33

To accelerate the convergence of the total energies for the
cationic (N - 1) and anionic (N + 1) electronic systems with
the supercell size, we have added correction terms to compensate
at least for the monopole and dipole moments.19,20

The HOMO-LUMO gap energy is defined as the difference
of the KS eigenvalues for the LUMO,εLUMO

KS , and the HOMO,
εHOMO

KS :

In a two-particle picture, we combine the EA and IP to calculate
the lowest pair energy of a molecular system

In extended nonmetallic systems, this expression defines the
so-called quasiparticle (QP) gap.40,51 It contains the effects of
the electronic relaxation, for example, the renormalization to a
QP, in the presence of an isolated additional electron and of an
isolated hole.

Neglecting spin effects, the true lowest pair excitation energy,
Epair

ex , of the system can also be defined within the∆SCF
method or occupation-constrained DFT according to

wheree + h indicates the presence of an electron-hole pair.
The calculation of the total energy,E(N, e + h), is done by
applying the occupation constraint that the HOMO contains a
hole and the excited electron resides in the LUMO. In addition
to the QP effects, the energyE(N, e+ h) also contains excitonic
effects, that is, the (screened) electron-hole attraction and the
(unscreened) electron-hole exchange interaction.51 The pair
energy (expression 5) may be measurable in an optical absorp-
tion experiment. In an optical emission experiment, a smaller
pair energy,E

ex
*pair is detected, if the lattice of the molecular

system has enough time to relax to the presence of the electron-
hole pair. Then, the molecule geometry of the excited state,
indicated by the asterisk, is different from the ground-state
geometry. The structural changes give rise to the Stokes shift

of the pair excitation between absorption and emission lines.
The optical absorption of a system may be characterized by

the imaginary part of the dielectric functionε(ω). Despite the
anisotropy of an amino acid molecule, here, we discuss only a
spatial average of the resulting dielectric tensor. For a gas of
molecules, only a spatial average should be detectable, even

IP ) E(N - 1) - E(N) (1)

EA ) E(N) - E(N + 1) (2)

Epair
KS ) εLUMO

KS - εHOMO
KS (3)

Epair
QP ) IP - EA (4)

Epair
ex ) E(N, e + h) - E(N) (5)

∆Stokes) Epair
ex - E

ex
*pair (6)
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using linearly polarized light. With the eigenstates|λ〉 and
eigenvaluesελ

KS of the KS equation, this average reads as21

with the level occupation numbersnλ, the R-th Cartesian
component of the momentum operatorp̂R, and the cell volume
Ω. QP renormalization and excitonic effects are neglected in
expression 7. However, at least their influence on the peak
positions can be taken into account if the energy differences
(ελ

KS - ελ′
KS

) in the spectral function are replaced by pair
excitation energies that are computed according to expression
5.

III. Results and Discussion

A. Ionization Potentials and Electron Affinities. In a
previous paper, we have investigated the energetics, geometry,
and molecular vibrations of a total of 38 conformerss13 for
glycine, 10 for alanine, and 15 for cysteinesin the framework
of DFT-GGA.22 The results were in good agreement with
quantum chemical calculations.14,17,18Only conformers with a
hydrogen bridge bond O-H‚‚‚N gave slightly different results.
The geometries of the most stable conformers in our DFT
description agreed with the most stable structures found by
quantum chemists. There was only a variation in their ordering
with reference to the total energy. For that reason, we restrict
ourselves in the following to the generally accepted three most
stable conformers of each amino acid, which are shown in Figure
1. The atomic geometries calculated for the ground state are
used to determine the vertical single-particle excitation energies
(1 and 2).

The resulting vertical ionization energies are listed in Table
1 and compared with results of other calculations using DFT
with hybrid functionals or many-body perturbation theory, for
example, B3LYP/6-31G** and MP2/6-311++G**, 28 P3 ap-

proximation of electron propagator theory with the 6-311G**
basis set,35 as well as outer valence Green’s function (OVGF)
method, MP2 or QCISD level.37 Considering the completely
different methods used to account for exchange and correlation
and different details of their implementation, for example,
different basis sets, one can state an excellent agreement. With
a few exceptions, the deviations are of the order of 2%. The
influence of the conformers on the ionization energies is small,
for example, for glycine and alanine smaller than 0.1 eV. The
effect is somewhat larger for cysteine in agreement with the
geometric changes shown in Figure 1. In the average over
different conformers and methods, one finds IP) 9.9 (glycine),
9.7 (alanine), and 8.9 eV (cysteine). At least, in the glycine
case, the average value is in complete agreement with the
ionization energy of 10.0 eV measured by means of PES.29,30

We also checked the influence of the spin polarization after
excitation. However, the results of the DFT-GGA with and
without spin polarization did not change very much. Spin
polarization reduces the ionization energies by about 0.24
(glycine), 0.21 (alanine), and 0.12 eV (cysteine).

According to expression 2, we computed positive vertical
electron affinities in the range of 0.29-0.39 eV for the nine
conformers under consideration. Spin polarization also reduces
these values further by about 0.10 (glycine), 0.14 (alanine), and
0.03 eV (cysteine). Electron attachment into the emptyπ* orbital
of the -COOH group, at least a temporary occupation, was
observed for glycine and alanine.32,33 However, to the best of
our knowledge, the glycine molecule does not form a valence
type anion in the gas phase on a longer time scale.52 Probably,
the binding of an excess electron considerably stabilizes the
zwitterion of glycine relative to the nonzwitterion form. We
cannot exclude that our result of a small but positive EA is a
consequence of the use of a local or semilocal (here, GGA)
approach to exchange and correlation. The localization of empty
orbitals close to the vacuum level is generally overestimated in
GGA.51 Taking into account the excitation aspect in the form
of self-energy or changing to hybrid functionals, which include
partly the spatially nonlocal Fock exchange, there is always a
level shift toward higher energies accompanied by the tendency
for delocalization (see the discussion in ref 51).

This trend is illustrated in Figure 2 for the six most stable
conformers of cysteine shown in Figure 1c. In this figure, the
eigenvalues of the KS25 or generalized KS equation53 are plotted
for the HOMO and LUMO states with respect to the vacuum
level. The nonlocality of the XC functional has a strong
influence on the energetical positions. The nonlocality increases
along the row LDA, GGA, HSE, and PBE0. The sequence of
LDA and GGA is clear from the definition and also the stronger
nonlocality of HSE and PBE0 because of partial inclusion of
exact exchange. Thereby, the effect is stronger in PBE0 than
in HSE. This is due to the assignment of a screened Hartee-
Fock exchange in HSE, whereas PBE0 includes undamped long-
range Hartree-Fock exchange. With a rising amount of
nonlocality, the LUMO state is shifted toward the ionization
edge and, hence, becomes more delocalized. The lowest orbital
energies occur in the framework of LDA or GGA while the
PBE0 functional leads to the strongest delocalization. Figure 2
shows the opposite trend for the HOMO states. Their binding
energies increase with the nonlocality. As a consequence, the
HOMO-LUMO gap energy (expression 3) is drastically
increased by about 1.5 eV (HSE) or 2.5 eV (PBE0) with respect
to the LDA/GGA values, which are very similar. An inclusion
of Hartree-Fock eigenvalues computed with the complete
nonlocal exchange term would lead to much more separated

Figure 1. Three most favorable conformers of glycine (a), alanine
(b), and cysteine (c). In the cysteine case, an additional three conformers
are shown. Different atoms are indicated by different colors: carbon
(blue), oxygen (red), nitrogen (green), sulfur (yellow), and hydrogen
(white).

Im ε(ω) )

(2πep

m )2 1

3
∑

R)x,y,z

2

Ω
∑
λ,λ′

|〈λ | p̂R | λ′〉|2

(ελ
KS - ελ′

KS
)2

[nλ′ - nλ]

δ (ελ
KS - ελ′

KS - pω) (7)
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eigenvalues. This is in agreement with the influence of spatial
nonlocality as discussed above. The HSE or PBE0 values of
Epair

KS should come close to the lowest true QP pair energies
(expression 4) without excitonic effects. For nonmetallic crystals,
these functionals, especially HSE, give values for the funda-
mental gaps that are close to those obtained within the many-
body perturbation theory.53-55

B. Electron-Hole Pair Excitations. The discussion of the
HOMO-LUMO gaps in section III.A leads directly to the
lowest pair energies of the studied amino acids. Values
calculated for the ground-state geometry (Epair

ex ) and those for
the excited-state geometry (E

ex
*pair) are listed in Table 2

together with their differences,∆Stokes, the Stokes shifts due to
the ionic relaxation in the presence of an excited electron-
hole pair. For the purpose of comparison, excitation energies
without excitonic effects (Epair

QP) and without both excitonic and

QP effects (Epair
KS ) are also given. For all conformers of the

amino acids, the comparison of the valuesEpair
QP and Epair

ex

indicates extremely large excitonic binding energies of about
4.0 (glycine), 3.9 (alanine), and 3.7 eV (cysteine). Another
interesting comparison shows that the KS gapsEpair

KS in DFT-
GGA quality are only somewhat smaller than the vertical
excitation energiesEpair

ex . This indicates an almost cancellation
of excitonic effects, corresponding to a redshift, and QP effects,
corresponding to a blueshift. This observation has also been
made for other molecular systems.41,51,56

The vertical pair excitation energies in Table 2 calculated
for the ground-state geometry show similar trends as the vertical
IPs in Table 1. Their variation with the conformer is below 0.2
eV. There is a less pronounced chemical trend along the row
glycine, alanine, and cysteine with averaged energies 5.4, 5.3,
and 4.8 eV. The presence of the thiol group in cysteine reduces
the bonding of the electron in the HOMO considerably. Our
values are somewhat smaller than results of the CC method with
an augmented correlation consistent with the used basis set.38

The comparison with these results indicates that the details of
the correlation treatment may be important for the exact value
of the excitation energy. However, for glycine, only the
conformer Vn (in denotation of ref 22) was investigated in ref
38 while for alanine the most stable geometry has been studied.

The emission properties depend very much on the amino acid
and its actual conformation in the excited state, that is, in the
presence of an excited electron-hole pair. The influence of the
excitation on the geometry is indicated in Figure 3 for the three
most stable conformers of the discussed amino acids. These
structural changes have a considerable influence on the excita-
tion energy measurable in an emission experiment and the
resulting Stokes shift (expression 6) with respect to the pair
excitation energy (expression 5) detectable in optical absorption.
This is already observable from glycine results in Table 2. The
planar conformers Ip and IIp are rather stable and exhibit minor
changes of the geometry after optical excitation. Only the
H-N-C bond angle is somewhat increased. The pair energies
E

ex
*pair are only reduced by a Stokes shift of about 0.3 eV. The

nonplanar structure IIn is more flexible. The O atoms and the
H atom of the carboxyl group are more displaced out of their
primary positions. As a consequence, the lowest pair excitation
energy is drastically reduced by a Stokes shift of about 0.9 eV.

The two other amino acids under consideration are much more
influenced by electron-hole excitations. This fact has been
directly proven by computer experiments, more precisely by
allowing ionic relaxation of the ground-state geometry in the
presence of the neutral excitation of an electron-hole pair.
Bringing the Hellmann-Feynman forces acting on every atom
to vanish, final equilibrium geometries arise for the excited state.

TABLE 1: Calculated Vertical Ionization Energies for the Three Most Stable Conformers of Glycine, Alanine, and Cysteinea

ref 37 ref 28 ref 35

amino acid conformer present DFT-GGA OVGF MP2 QCISD B3LYP MP2 P3

glycine Ip 9.74 (9.52) 9.82 9.9
IIn 9.81 (9.57) 9.98 10.0
IIp 9.79 (9.55) 9.6

alanine 1 9.53 (9.33) 9.67 9.75 9.46 9.58 9.51
2 9.57 (9.36) 9.85 10.20 9.67 9.78 9.68
3 9.61 (9.40) 9.72 9.77

cysteine 1 9.06 (8.93) 9.21
2 8.74 (8.59) 8.66
3 8.84 (8.75)

a Results including spin-polarization effects are given in parentheses. They are compared with results of other calculations using different
methods.28,35,37All values are in eV.

Figure 2. KS eigenvalues of the HOMO and LUMO states with respect
to the vacuum level for the six most stable cysteine conformers
described in Figure 1c. Results for four different XC functionals of
DFT are given as follows: LDA (green), GGA (black), PBE0 (blue),
and HSE (yellow).

TABLE 2: Lowest Pair Excitation Energies (3-5) and
Stokes Shifts (6) of Glycine, Alanine, and Cysteine
Conformers in Figure 1a

absorption emission

amino acid conformer Epair
KS Epair

QP Epair
ex Epair

ex * ∆Stokes

glycine Ip 4.60 9.45 5.51 5.18 0.33
IIn 4.70 9.43 5.38 4.48 0.90
IIp 4.70 9.41 5.44 5.16 0.28

alanine 1 4.54 9.22 5.36
2 4.58 9.19 5.15
3 4.34 9.25 5.37

cysteine 1 4.60 8.67 4.94 3.77 1.17
2 3.85 8.39 4.70 3.55 1.15
3 4.19 8.42 4.87 3.53 1.34

a All values are in eV.
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These geometries differ completely from the starting ones for
alanine and cysteine. In the case of alanine, we observe (photo)-
dissociation of all conformers as schematically indicated for the
first three conformers in Figure 3. The carboxyl group is
separated from the CR carbon atom forming the chirality center.
The (photo)ionization process is not hampered by an energy
barrier. The cysteine conformers do not dissociate. Rather, a
rearrangement of the atoms occurs. The optical excitation
induces an intramolecular proton transfer. During the ionic
relaxation, the H atom originally bonded to the sulfur atom of

the side group migrates to the C atom of the neighboring
carboxyl group. This reorganization process also occurs without
an energy barrier. The resulting conformer with the protonated
carboxyl group should present a short-lived molecule. Indeed,
fluorescence decay measurements of tautomeric species due to
excited-state intramolecular proton transfer show lifetimes of
the order of 5 ns.57 The proton transfer leads to a more drastic
reduction of the lowest emission energies of cysteine conformers
accompanied by a large Stokes shift of 1.2-1.3 eV. The huge
shifts of about 25% of the absorption excitation energy make
cysteine conformers to model systems to study the proton
transfer in excitation spectroscopies. Proton transfer reactions
are elementary steps in many enzymatic processes such as,
bacterial photosynthesis and ATP synthesis.58 Pump-probe
experiments with a combination of IR and UV lasers may help
one to study such chemical conversions59,60

C. Character of the Electron and Hole Orbitals. The KS
orbitals of the LUMO and HOMO are presented in Figure 4
for ground-state geometries of the studied conformers. Despite
only minor variations of the single-particle excitation energies
in Table 1 with the conformer of an amino acid, they show that
the chemical character of these orbitals may change significantly
depending on the conformation. The two types I and II of
glycine conformers (see Figure 1a) differ with respect to the
position of the hydrogen atoms of the amino group and the H
atom of the carboxyl group. Independent of the planarity of the
molecule, according to Figure 4a, the conformers IIn and IIp
possess a HOMO, which mainly consists of nonbonding lone
pairs on the carboxylic oxygen atoms, in agreement with other
findings.37,38 However, there are also contributions from theσ
bonding orbital between the two central carbon atoms CR-C
and a lone pair at the N atom. The corresponding contributions
to the LUMO are mainly localized at the N and CR atoms. There
are no contributions from antibondingπ orbitals of the C-O
bonds.38 For the glycine conformer Ip without a O-H‚‚‚N
hydrogen bridge bond, the situation is different. The HOMO
mainly consists of aπ orbital at the N atom of the amino group
and aσ bonding orbital along CR-C while the LUMO exhibits
strong contributions from the two antibonding states of the
carboxylic C-O and CdO bonds somewhat modified by
contributions around the H atoms bonded to CR.

Also, the alanine conformers (Figure 4b) are distinguishable
into two groups. The HOMOs and LUMOs of conformers 1
and 3 are similar. The HOMO is dominated by aπ lone pair
orbital at the nitrogen atom. In the case of conformer 3, one
observes in addition contributions from states localized at the
CR-C bond and O atoms. The LUMO is predominantly defined
by antibonding C-O states. Such features have also been

Figure 3. Changes of geometries of amino acid molecules due to
electron-hole pair excitation.

Figure 4. Isodensity representation of HOMO (red) and LUMO (blue)
orbitals for the most stable conformers of (a) glycine, (b) alanine, and
(c) cysteine.
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observed in other calculations28,37 but with less clarity. The
conformer 2 shows a pronounced HOMO with lone pair
contributions from the O and N atoms and aσ bonding CR-C
contribution. The LUMO with probability at C, N, and two O
is less clearly pronounced. The remarkable difference in the
electronic states of the conformers might be traced back to the
presence of the bridge bond O-H‚‚‚N in conformer 2.

The character of the LUMO and HOMO states of the cysteine
conformers in Figure 1c (upper part) is influenced by the
position of the S atom. Consequently, conformers 1 and 3 exhibit
similarities. Their HOMO is dominated by aπ lone pair orbital
at the sulfur atom with additional contributions from the N atom
of the amino group and to a smaller extend from oxygen atoms
(see Figure 4c). This is (besides CR-C contributions) also
mentioned in ref 37. The HOMO of conformer 2 is more
localized at the S atom of the side group. The LUMOs of all
cysteine conformers are dominated by antibonding C-O states.

The comparison of the HOMO and LUMO states for the three
amino acids shows that they have the tendency to be well-
separated spatially for alanine. Especially, alanine 1 (Figure 4b)
indicates this clear spatial separation of electron and hole after
excitation, a fact that may be identified above as a possible
driving force toward photoionization of the alanine conformers.
Furthermore, this comparison shows the influence of the side
group (R) on the orbitals characterizing the highest occupied
and the lowest unoccupied molecule states. The carboxyl group
in glycine IIn, IIp and alanine 2 is arranged in thetransposition,
which permits the O-H‚‚‚N hydrogen bond. This structural
similarity leads to similar distributions of the HOMOs and
LUMOs in these conformers. In this respect, the displacement
of the side group from R) H (glycine) to R) CH3 (alanine)
is of minor importance. The same effect is observable for glycine
Ip, alanine 1, and alanine 2 where the carboxyl group is in the
cis position. Substituting the side group by the thiol group R)
CH2SH (cysteine) reduces the dependence of the electron
hole orbitals on the actual molecular geometry. For the
cysteine conformers, Figure 4c shows that the occurrence of
the O-H‚‚‚N hydrogen bond has a minor influence on the
distribution of the HOMOs and LUMOs.

D. Optical Absorption. The imaginary parts of the frequency-
dependent dielectric function are shown in Figure 5 for the nine
conformers of amino acids studied here in detail (cf. Figure 1).
Apart from a prefactor linear in the frequency, they illustrate
the optical absorption expected for amino acids in gas phase.
We have restricted ourselves to the independent particle
approximation (10). QP and excitonic effects are not taken into
account. Apart from possible additional satellite structures, we
expect that in experimental spectra the peaks are shifted by 0.4-
0.9 eV (according to Table 2) toward higher photon energies
because of the net many-body effects. The oscillator strengths
may also be somewhat influenced by Coulomb enhancement
due to electron-hole attraction. The coupling to molecular
vibrations computed, for example, in ref 22 and hence a
broadening of the absorption lines due to multiphonon processes,
have also been disregarded. Nevertheless, despite the method-
ological limitations of our study, the spectra given in Figure 5
already give important information about peak positions and
intensities. In particular, the spectra allow for a discussion of
the conformer influence on the optical absorption.

In agreement with the discussion of the orbital contributions
in Figure 4, the spectra of glycine conformers IIn and IIp are
similar while that of Ip differs considerably. The absorption
onset of glycine conformers is governed by optical transitions
from the HOMO level into the LUMO, LUMO+ 1, and LUMO

+ 2 states. However, the HOMO-LUMO transition is weak
for Ip, whereas the oscillator strengths for HOMOf LUMO
+ 1 and HOMOf LUMO + 2 increase. The conformers of
type II exhibit the opposite behavior. Only the HOMO-LUMO
peak is really visible. Large deviations also occur for higher
photon energies, for example, for the highest peaks around
p ≈ 6.5 eV. The strongest peaks for the planar molecules Ip
(IIp) at 6.7 eV (6.3 eV) are related to different optical transitions
HOMO - 2 f LUMO (HOMO - 1 f LUMO + 1). The
higher energy region of the optical spectra shows a significant
conformational influence. Whereas the HOMO- 3 f LUMO
transition is favored in glycine Ip, leading to a strong peak at
7.8 eV, we find dominating peak intensities at 8.4 and 8.5 eV
in the higher frequency region for glycine IIn and IIp,

Figure 5. Optical absorption spectra of gas-phase molecules (a)
glycine, (b) alanine, and (e) cysteine in the independent-particle
approach. The imaginary part of the dielectric function Imε(ω) is shown
for the three most stable conformers. They are represented by blue-
solid (conformer 1), red-dashed (conformer 2), and green-dotted
(conformer 3) lines. A lifetime broadening of 0.1 eV has been applied.
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respectively. In both cases, the peaks are related to HOMO-
4 f LUMO + 1 transitions.

The absorption spectra of the alanine conformers in Figure
5b show more peaks as a consequence of the more complex
side group. At the absorption edge, alanines 1 and 2 exhibit
only weak HOMO-LUMO transitions, a fact that is finally a
consequence of the spatial separation of the corresponding
orbitals. A stronger spatial overlap of the HOMO and LUMO
orbitals occurs in alanine 3. This leads to an increased peak
intensity at its absorption edge. The strongest peaks occur again
in the region of photon energies around 6.5 eV and belong to
HOMO - 2 f LUMO transition for alanine 1 and HOMO-
2 f LUMO + 1 transitions for alanines 2 and 3.

Because of the additional sulfur atom, the absorption spectra
of the cysteine conformers possess a higher complexity and a
larger number of overlapping peaks. Conformer 1 shows the
strongest peak at 4.6 eV again due to significantly overlapping
HOMO and LUMO orbitals at the carboxyl group. For cysteines
2 and 3, we find HOMO-LUMO transitions at 3.9 and 4.2 eV,
respectively, with decreasing peak intensity. The strong peaks
around 6.5 eV belong to HOMO- 3 f LUMO transitions. In
the case of cysteine 1, this transition already occurs at 6.0 eV
with a lower peak intensity. However, the cysteine conformers
1 and 3 with the thiol group pointing in the direction of the
carboxyl group yield other strong peaks around 7.7 eV. They
are governed by higher optical transitions, for example,
HOMO - 4 f LUMO + 1 for cysteine 1 and HOMO- 4 f
LUMO + 2 for cysteine 3. Cysteine 2 with the thiol group
pointing in the direction of the amino group shows at the energy
of 7.7 eV a peak of much lower intensity, which is related to a
HOMO - 6 f LUMO transition.

To distinguish between the conformers of the amino acids
with more complex side groups, a combination of peaks at the
absorption edge and such in the higher frequency region
(≈7-9 eV) in the vacuum UV should be used for identification
of the conformer.

IV. Summary and Conclusions

For the three most stable conformers of the amino acids
glycine, alanine, and cysteine, we have studied the lowest single-
electron and electronic pair excitation energies in the framework
of DFT and the GGA for exchange and correlation. The
influence of spin polarization and other XC functionals has also
been discussed. In the case of the lowest single-particle and
pair excitations, the many-particle effects such as QP shifts and
electron-hole attraction have been taken into account using the
∆SCF approach. Occupation-constrained DFT calculations
allowed us to overcome the restriction to ground-state geom-
etries and vertical transitions. The use of geometries of excited
amino-acid molecules yielded lower pair energies and corre-
sponding Stokes shifts between absorption and emission lines.
In addition, optical absorption spectra have been presented
within the independent particle approximation.

For the investigated nine conformers, we computed vertical
IPs of the order of 9 eV. We observed a small decrease along
the row glycine, alanine, and cysteine but only a weak
dependence on the actual geometry of the conformation. The
used method gave extremely small electron affinities in agree-
ment with the observation that for several conformers only
temporary anion states exist. The vertical pair excitation energies
are much smaller than the ionization energies as a consequence
of the large exciton binding energies of about 3.7-4.0 eV. These
excitation energies are usually reduced after ionic relaxation in
the presence of an electron-hole pair. For alanine, the mini-

mization of the driving Hellmann-Feynman forces and the total
energy lead to the fragmentation of the molecules. In the cysteine
case, this process is restricted to an intramolecular proton
transfer. Consequently, the Stokes shifts for cysteine conformers
are larger than those in the case of glycine. The optical
absorption spectra exhibit significant differences between the
conformers with respect to peak positions and peak strengths.
They can be traced back especially to the presence of a
O-H‚‚‚N bridge bond or the distance of the thiol group to the
carboxyl group (in the cysteine case).
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