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Recently, two computational approaches that supply a density-functional-based quantum-chemical method
with an empirical term accounting for London dispersion were introduced and found use in the studies of
biomolecular systems, namely, DFT-D and SCC-DFTB-D. Here, we examine the performance and usability
of these combined techniques for dealing with several tasks typically occurring in the research of biomolecules.
The interaction energy of small biomolecular complexes agrees very well with the reference data yielded by
correlated ab initio quantum chemical methods. In real-life studies aimed at interaction energy, structure, and
infrared spectra, the mentioned methods provide results in good agreement with each other and with experiment
(where available). The very favorable time demands of these approaches are discussed, and for each of them,
a suitable area of use is proposed on the basis of the results of our analysis.

Introduction

Molecular modeling is a powerful approach to examine the
properties of biomolecular systems like nucleic acids and
proteins and their interactions with other substances. Dealing
with extended molecules and, moreover, aiming at their dynam-
ics, the researcher is forced to introduce the molecular-
mechanics methods, which exhibit very low computational
demands while not sacrificing accuracy. This obvious advantage
is counterweighted by a similarly obvious limitation: the
electronic structure of the molecular complex investigated is
considered constant throughout the entire simulation. So, it is
impossible to have a covalent bond created or broken to describe
the process of charge transfer and so forth.1-3

As a way of resolving this problem, it would be desirable to
have at our disposal a quantum-chemical method, which would
allow the change of electronic structure in a certain region of
the molecular complex of interest. This means either to use a
standalone quantum-chemical method to describe the entire
system or to employ a hybrid quantum-chemical-molecular-
mechanics approach (QM/MM, also known as embedding)
where a region of changing electronic structure is treated by
means of a quantum-chemical method. Either case, there are
the following requirements on the method of choice: (1)
accuracy to describe both intra- and intermolecular interactions
and (2) speed and other demands on computational resources.

As for accuracy, the intermolecular interactions are the more
likely source of error in the calculation. Low-cost computational
methods often yield completely misleading results, in particular,
if there is an interaction of highly polarizable electron systems
(such asπ orbitals), which goes to the account of correlation
energy and is termed London dispersion. It turns out that it is
necessary to employ a high-level correlated ab initio treatment
to advance toward reality. The second-order perturbation theory

(MP2) represents the simplest approach. However, the MP2
method frequently overestimates the interaction energy, so it is
necessary to proceed toward the coupled-cluster method (CCSD-
(T)). Because of its extreme computational demands, CCSD-
(T) cannot be considered the method of choice for simulations.
On the other hand, there is a variety of methods with modest
computational requirements. Most frequently, they are based
on density-functional theory (DFT). The substantial drawback
brought by DFT, namely, the inability to describe the London
dispersive forces properly,4,5 may be resolved in several ways.

In this work, we present a thorough analysis of performance
of two approaches recently developed in our laboratory.6,7 Both
use a supplementary term (Edisp) added to the calculated
electronic energy (EDFT-like) of the system, which is accounted
for by the London dispersionEtotal ) EDFT-like + Edisp. TheEdisp

term is calculated as the sum of pairwise contributions for every
pair of atoms in the molecule/complex, which scales with the
inverse sixth power of the distance of atoms (i.e., in the same
way as in empirical force fields, the attractive branch of
Lennard-Jones potential). On short distances, such a simple
correction term rises beyond limitations and, hence, it needs to
be damped8,9 so that proper balance is achieved between the
attraction (from the empirical correction) and the repulsion,
which is described correctly by DFT. (To see how a damping
function works, cf. Figure 1.) These approaches are hereafter
called D methods. Such a correction brings no extra computa-
tional cost, so the computer time needed for the calculation is
determined solely by the DFT or DFT-like method.

The first approach, DFT-D, combines a standard DFT
calculation with the empirical correction.7 Certain (roughly 10-
fold) acceleration is achieved by using the resolution-of-identity
approximation in the DFT calculation. The extra input necessary
to calculate the dispersive energy is two parameters of the
damping function. These parameters need to be optimized for
the used combination of DFT functional and basis set. Several
combinations and the optimized parameters were presented in
the original work, where the optimization and testing is
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performed on an extended set of molecular complexes.6 Above
all, it is the size and diversity of the testing set of complexes
that distinguish this flavor of DFT-D from similar approaches
proposed recently.10-14

The other approach, SCC-DFTB-D, uses a density-
functional tight-binding scheme augmented by a self-consistent-
charge procedure.15,16The correction for dispersive forces works
here similarly as in the previous case. The approximations
introduced (i.e., the tight-binding scheme) make this method
even orders of magnitude faster than the previously mentioned
one.

Here, we demonstrate the performance of both DFT-D and
SCC-DFTB-D on a variety of biomolecular systems. The
accuracy of results obtained will be discussed critically on the
basis of comparison with quantum-chemical data, and the
computational demands of D methods will be assessed.

Methods

To demonstrate the performance of a traditional DFT ap-
proach to describe the biomolecular complexes, the B3-LYP
functional17,18 was used with the TZVP basis set.19

The calculations within the DFT-D framework were ac-
complished with the TPSS functional20 and the TZVP basis set;
in this case, the damping-function parameters in the calculation
of dispersion energy were set toR ) 35 andS) 0.98 following
the results of optimization in the original work. The DFT
calculations with TPSS functional involved the resolution-of-
identity approximation,21 and all DFT calculations were per-
formed using the Turbomole package (version 5.8).22 The
correction for dispersive energy was evaluated using a program
written by the authors.

The density-functional tight-binding scheme was used in the
form of SCC-DFTB-D15 by means of a stand-alone program
developed by the authors of the original work.

As reference data, we use our previous results obtained at
the CCSD(T) level with the extrapolation to the complete-basis-
set limit (CBS).6,23-26 These data represent the most accurate
interaction energy available to date.

Molecular Complexes Studied

In this work, we present an application of DFT-D and SCC-
DFTB-D to several groups of noncovalently bound bio-
molecular complexes, which may be divided into two classes:
First, those that were the subject of accurate quantum-chemical
calculations using CCSD(T) extrapolated to the complete basis-
set limit (if possible); these are the reference data that we use
to validate the new methods. Second, there are extended

molecular systems, which cannot be treated at such a high
computational level. The latter class represents the area of
proposed applications of the DFT-based methods for real
problems. These examples spread across the spectrum of
noncovalent biomolecular interactions. Thus, the performance
of DFT-based approaches reviewed in this work may be judged
by various criteria.

1. Complexes Used for Validation.Nucleic Acid Base Pairs.
These are energy-minimized dimers of DNA bases,
adenine...thymine and guanine...cytosine, in both hydrogen-
bonded and stacked orientation. Also considered are methylated
bases to mimic the presence of the deoxyribose unit of the
nucleoside. The interaction energy of these complexes has been
previously evaluated using high-level techniques in our labora-
tory.

Amino Acid (AA) Pairs.Similarly as in the case of DNA-
base pairs, we analyze the interaction energy of several amino
acid complexes. There are (1) pairs of AA’s with nonpolar
aromatic side chains, (2) complexes of an aromatic AA with
N-methylacetamide (the model of a peptide bond), and (3) salt
bridges, complexes of AA’s carrying opposite charge.

2. Applications. DNA Bases in Double-Stranded Octamers.
We performed an extended analysis of interaction energy in
128 B-DNA double-stranded octamers.27 The interaction energy
was calculated for every pair of neighboring bases in every
octamer. These pairs were divided into three groups: hydrogen-
bonded (red lines in Figure 2), intrastrand stacked (two bases
placed one on top of the other within a DNA-strand; blue lines),
and interstrand stacked (one base in each strand, not forming a
hydrogen bond; such a pair usually has a smaller overlap and
thus smaller interaction energy than an intrastrand one; green
lines). The massive amount of calculation requested prevented
us from using the demanding coupled-cluster method. So, the
low-cost DFT-based procedures were the option.

Double-Stranded DNA Tetramer with a Ligand.Another
important aspect of nucleic acid chemistry is the interaction of
these with small organic molecules, which may act as either
toxins or drugs (sometimes both). It is widely accepted that the
interaction energy of such a complex correlates with the strength
of binding and hence with the biological activity of the drug,
and this leads to the application of such calculation in the drug
design. In this case, it is the size of the molecular system
investigated which limits the choice of the computational
method. Again, any high-level correlated procedures are exceed-
ingly demanding whereas DFT draws attention. Here, we study
the binding of the anticancer drug ellipticine28 (cf. Figure 3)
with a double-stranded DNA tetramer.29 The ligand binds both
to the minor groove and in the intercalative fashion (cf. Figure
4); the comparison of these binding modes is of considerable
interest.

The Core of the INK4 Tumor Suppressor.The INK4-family
proteins30 contain a distinct hydrophobic core, which constitutes
of 8-10 helical regions connected by loops (e.g., as in Figure

Figure 1. The empirical correction to dispersive energy for two carbon
atoms depending on their distance. The correction is most significant
on distances typical for intermolecular complexes while it drops steeply
on shorter distances.

Figure 2. The interactions between bases in double-stranded DNA.
Yellow boxes, bases; red lines, hydrogen bonding; blue lines, intrastrand
stacking; green lines, interstrand stacking.
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5). The three-dimensional structure of this core is maintained
by forces of both electrostatic and dispersive character, and this
is why a balanced description of these kinds of interaction is
vitally required. In our study of this molecule,31 we aimed at
the estimate of the free-energy profile of the folding-like
conformational change, and the interaction energy of the
complexes of helices were one of the components that was
necessary to evaluate in such a task.

Trp-Gly-Gly Tripeptide.This molecule is considered as a
model to study the process of peptide/protein folding. It is
accessible both to accurate spectroscopic studies in vacuo and
to quantum-chemical calculations, so, for instance, computa-
tional chemistry may be used to interpret the experimental
results. Indeed, using efficient computational approaches like
DFT-D or even SCC-DFTB-D, it is perfectly possible to
perform energy minimization and even molecular-dynamics
simulations of this molecule. Such a simulation may yield a
description of the potential- and free-energy surface of the
respective molecule. Moreover, vibrational analysis may be
performed in a straightforward way, giving another valuable
data set to be compared with the infrared spectroscopy results.
All this was the subject of our recent studies.32,33

Results

Nucleic Acid Base Pairs.Recently, we have evaluated the
interaction energy of various pairs of nucleic acid bases using
the coupled-cluster approach (CCSD(T)) and the extrapolation
to the complete-basis-set limit (CBS). We use these data as a
reference (cf. Figure 6, striped bars) for our present calculations
using DFT-based methods.

First, we discuss the performance of a density-functional
commonly used in the studies of biomolecular systems, namely,
B3-LYP with the TZVP basis set. What we can see (cf. Figure
6, white bars) is that this method does very well for hydrogen-
bonded pairs (in Figure 6: W, Watson-Crick-like; H, Hoog-
steen-like). Indeed, as previous studies revealed,2 virtually every
computational method describes hydrogen-bonded complexes
correctly. On the other hand, severe discrepancies arise when
we look at the stacked pairs (in Figure 6, S). In these cases, the
B3-LYP functional fails to render the stabilization, which is
actually present (as reported by CCSD(T)) and which goes to
the account of dispersive forces, and the use of B3-LYP (as
well as many other common functionals) may lead to a complete
breakdown of the calculation.34 Similar conclusions can be made
concerning the TPSS functional (cf. Figure 6, striped bars).

So, even these simple complexes are one of the cases that
require a proper treatment of the dispersion energy. The most
economical approaches are represented by the DFT-based
methods describing the dispersion energy by an empirical term.
Here, both DFT-D and SCC-DFTB-D reproduce the interac-
tion energy of all base pairs (hydrogen-bonded as well as
stacked) very well. The only apparent deviation touches the
SCC-DFTB-D and hydrogen-bonded pairs; these complexes
are underbound by about 20%. In other respects, the D methods
perform excellently.

Further, let us compare the interaction energy yielded by the
TPSS functional itself and the DFT-D approach involving a
TPSS calculation. There is no significant difference in case of
hydrogen-bonded complexes. Conversely, in the stacked com-
plexes, the plain DFT (TPSS) gives nearly negligible and
sometimes even repulsive interaction. Obviously, the major part
of interaction energy is rendered by the dispersive-energy
correction.

Amino Acid Pairs. Similarly as in the case of nucleic acid
base pairs, we tested the performance of the D methods to
describe the interaction of amino acids.

Looking at the first group of complexes (cf. Table 1), we
see that the attractive forces acting between bulky nonpolar side
chains (Phe, Lys, Leu, Tyr) are not at all described at the DFT
level (TPSS functional used; we expect similar results with B3-
LYP and others). However, the introduction of dispersion-energy
correction in both DFT-D and SCC-DFTB-D leads to a
perfect agreement with reference data. The same is true for the
interaction of aromatic residue with the model of peptide bond
(Phe-PB in Table 1). The interaction of charged amino acids is
dominated by electrostatic forces, and so it is described at the
uncorrected DFT level correctly; the D methods do perfectly
as well.

To summarize the results of calculations on these simple
complexes, we can say that the DFT-based methods including
the empirical dispersion-energy term give accurate enough
values of interaction energy. The only slight shortcoming
exhibited by the SCC-DFTB-D method is an about 20%-
underestimate of the hydrogen-boding interaction energy,
similarly as in the case of hydrogen-bonded DNA-base pairs.

Double-Stranded DNA, Interaction of Bases.We calculated
the interaction energy for every base pair in 185 double-helical
DNA oligomers with 5-12 base pairs. Then, we obtained the
average values for every kind of interaction in our set of DNA
species. These averages together with standard deviations are
presented in Table 2.

From these data, we may derive the idea of relative
importance of the interactions between bases to the stabilization
of the 3D DNA structure. Hydrogen bonding seems responsible

Figure 3. The DNA binding drug ellipticine.

Figure 4. The binding modes of ellipticine to B-DNA. Intercalation,
left; minor-groove binding, right.

Figure 5. The hydrophobic core of an INK4 tumor suppressor.
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for the major part of the total interaction energy. Again, the
SCC-DFTB-D approach yields 20% smaller interaction energy
for hydrogen bonding, consistently with what we learned
previously. Otherwise, the results provided by both methods
used are in acceptable agreement.

The vast amount of calculation engaged in this study, the
interaction energy, was evaluated for the total of 12 938 base
pairs. Thus, the efficiency of used methods represented the
crucial factor.

DNA Interaction with Ligand. We present the results
obtained for the complex of DNA with ellipticine. The drug
was considered both in neutral form and protonated because it
may take on either of these forms depending on pH; the
interaction energy is resumed in Table 3.

We see that the major role in the binding of neutral ellipticine
to DNA is played by the dispersive forces, and at the DFT level,
the binding is severely underestimated. In case of the interca-
lator, the entire interaction energy stems from dispersion, and
DFT itself fails to predict any binding. On the other hand, the
dispersion-corrected methods produce decent interaction energy
in mutual accordance. With the protonated ligand, the major
part of interaction goes to the account of electrostatic energy,
which is described well already at the DFT level. Even so, we
miss a certain amount of stabilization, and this is corrected by
the D methods.

Hydrophobic Core of INK4 Tumor Suppressor. This is
another example of an extended molecular complex, for which
the computational method of choice is either of the D ap-
proaches.

The calculation of energy of the entire core formed by 10
helices, which contain no less than 1400 atoms altogether, was
possible only at the SCC-DFTB-D level. Subtracting the sum
of energy of the individual helices forming the core, we obtained
the interaction energy of-513 kcal/mol, a huge value describing
the stabilization of a large complex.

However, it was perfectly possible to calculate the interaction
energy for every pair of neighboring helices forming the core,
even at the DFT-D level, and so we decided to compare the
performance of both methods at this task (cf. Figure 7).

Several pairs exhibit large stabilization which are those
composed of oppositely charged helices, where strong charge-
charge forces act. In the others, weaker electrostatic and
dispersion interaction drives the formation of complex. The
absence of any positive interaction energy means that the
interaction of all neighboring helices is favorable for the
complex formation.

Trp-Gly-Gly Tripeptide: Molecular Dynamics Simulation
and Vibrational Spectrum. The molecular dynamics/quenching
technique using SCC-DFTB-D method was applied to identify
the conformers of the Trp-Gly-Gly tripeptide coexisting in the
gas phase. It is very important that sufficiently long simulation
time was allowed by the efficiency of SCC-DFTB-D method
(see also below).

The several conformers with the lowest potential energy were
then selected for further reoptimization using the DFT-D
method. As an example, we present the structure of the
conformer that corresponds to the global minimum on the
potential energy surface. Its structure features dispersive interac-

Figure 6. Interaction energy of DNA-base pairs calculated using various approaches.

TABLE 1: Interaction Energy of Amino Acid Pairs Calculated Using Various Approaches

Eint kcal/mol PDB amino acids DFT DFT-D SCC-DFTB-D CCSD(T)/CBS

aromatic amino acid with nonpolar 1BRF Phe30-Lys46 -0.7 -3.5 -2.9 -3.1
1BRF Phe30-Leu33 -0.6 -6.5 -4.6 -5.0
1BRF Phe30-Tyr13 -0.4 -4.5 -3.7 -3.9

aromatic with peptide bond 1BRF Phe49-PB(4-5) -0.3 -3.5 -2.4 -2.8
1BRF Phe49-PB(5-6) -1.4 -7.3 -8.2 -8.2

strong salt bridges 1IU5 Glu47-Lys6 -73.9 -78.2 -76.9 -80.7
1BQ9 Glu49-Lys6 -105.5 -110.1 -108.7 -113.4
1BRF Glu50-Lys30 -60.8 -61.0 -60.0 -60.4

TABLE 2: Average Interaction Energy by Type of
Interaction in Double-Stranded DNA Oligonucleotides of
Varied Length

Eint DFT-D SCC-DFTB-D

hydrogen bonding -24.4( 8.5 -19.3( 7.4
intrastrand stacking -5.5( 2.3 -6.2( 2.8
interstrand stacking -1.5( 2.3 -1.4( 2.7

J. Phys. Chem. A, Vol. 111, No. 26, 20075645



tion between the aromatic side chain of tryptophan and the
peptide backbone, compare Figure 8 for the structure of this
conformer energy-minimized using several common methods,
namely, DFT, MP2, and DFT-D. We can see that the DFT
minimum is widely open, resulting from the deficiency of DFT
to describe the attraction driven by dispersive forces. On the
contrary, the MP2 method is known to overestimate such
attraction slightly, and this feature is reflected in a too much
closed structure of the peptide. Finally, the DFT-D approach
yielded a somewhat more open structure than MP2, thus
exhibiting a correct trend. However, some testing procedures
had to be employed to prove the fitness of DFT-D for energy
minimization.

In this case, a straightforward way to verify the computational
results is to calculate the vibrational frequency of normal modes
for the molecule and to compare the results with measured
infrared spectra. For this analysis, we chose the second most
stable conformer, which possesses a clear “opening” normal
mode. The results are presented in Table 4 together with

frequency calculated by the MP2 method for the purpose of
comparison. We can see that the spectrum calculated by DFT-D
overlaps quite nicely with the experimental one, thus giving us
confidence in this methodology when aiming at the minimum-
energy structure. Moreover, DFT-D proves applicable to
calculate the frequency of vibrational modes itself, without the
need to scale the results by a certain factor, which is often
necessary when using a different computational approach. (Of
course, slightly better results may be achieved if the frequency
is scaled even with DFT-D, cf. Table 4.) This is the case of
MP2, which requires the introduction of a scaling factor
significantly deviating from unity. After such a modification,
we may not be able to decide the source of inaccuracy, that is,
if it is the inability of MP2 to calculate frequency or a wrong
structure in the minimum of energy.

Considerations of Computational Speed.It is necessary to
discuss the computational requirements of the D methods. It
takes little extra time to calculate the correction to dispersive
energy, and thus the quantum-chemical component rules the
computational demands. While DFT itself belongs to efficient
quantum-chemical tools (especially if the resolution-of-identity
approximation is employed), the approximative SCC-DFTB
performs even orders of magnitude faster and with smaller
demands on hardware.

This may be illustrated on the example of ellipticine bound
to double-stranded DNA (tetranucleotides were considered). The
proportions and the complex electronic structure of the mol-
ecules studied make the quantum-chemical calculations quite
demanding. The SCF and SCC procedures (in DFT-D and
SCC-DFTB-D, respectively) converge slowly, leading to
prolonged computational time. The SCC-DFTB procedure is

TABLE 3: Interaction Energy (kcal/mol) of a DNA/Ligand Complex Calculated by Various Approaches

binding intercalation minor-groove binding

method DFT DFT-D SCC-DFTB-D DFT DFT-D SCC-DFTB-D

ellipticine -0.1 -44.9 -48.0 -9.6 -39.9 -37.5
protonated elli -198.3 -245.6 -255.4 -204.9 -236.2 -242.7

TABLE 4: Frequency (cm-1) of Selected Normal Vibrational Modes of the Selected Conformer of Trp-Gly-Gly

stretching modes in-plane bending modes

method NHindole NHpept1 NHpept2 COcarboxy NHipb2 NHipb1 OHipb

experiment 3381 3419 3431 1771 1551 1504 1421
DFT-D (TPSS/TZVP) 3445 3493 3429 1750 1526 1498 1417
scaleda 3352 3469 3404 1724 1504 1476 1395
MP2/cc-pVDZ 3499 3587 3608 1826 1579 1545 1485
scaleda 3352 3411 3431 1746 1510 1477 1420

a Scaling factors. DFT-D: 0.975 (NHindole), 0.989 (NHpept), 0.985 (others). MP2: 0.958 (NHindole), 0.951 (NHpept), 0.956 (others).

Figure 7. Interaction energy of helix pairs (helices labeled 1-10) in the hydrophobic core of INK4 calculated by D methods.

Figure 8. The structure of the Trp-Gly-Gly tripeptide energy-
minimized using various methods.
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finished within at most 2 min whereas the DFT task may take
as long as 40 h to complete (timing recorded on a one-CPU
PC).

These observations make us believe that only the SCC-
DFTB-D approach is really useful for molecular dynamics
(MD) simulations, whereas the DFT-D framework remains
perfectly suitable for the minimization and the calculation of
vibrational frequency, which require improved accuracy.

Conclusions

• The approaches combining a density-functional-based
approach with the empirical correction for dispersion energy,
DFT-D, and SCC-DFTB-D were tested on biomolecular
systems. Both provided us with balanced and reliable description
of the interactions inside biomolecules, comparing perfectly with
the results of the most accurate and highly demanding quantum-
chemical methods.

• The SCC-DFTB-D method yields very good energy data;
the only shortcoming observed consisted in the interaction
energy of hydrogen-bonded complexes being underestimated
by 20%. If this inaccuracy is eliminated, the performance will
be considered perfect.

• The DFT-D framework produces high-quality structure (by
means of energy minimization) and also vibrational frequency
close to the experimental values.

• The efficiency of DFT-D makes it possible to perform
energy minimization and vibrational analysis of extended
molecular complexes (hundreds of atoms).

• The SCC-DFTB-D method is even a few orders of
magnitude faster, not relinquishing accuracy. For this reason,
it is extremely useful in both (1) quantum-chemical MD
simulations and (2) calculations carried out for massive numbers
of extended molecular complexes.
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