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The electron optical response for a series of linear polyacenes and their molecular ions (mono and dications)
in strong laser fields was studied using time-dependent Hartree-Fock theory. The interactions of benzene,
naphthalene, anthracene, and tetracene with pulsed fields at a frequency of 1.55 eV and intensities of 8.77×
1013, 3.07× 1013, 1.23× 1013, and 2.75× 1012 W/cm2, respectively, were calculated using the 6-31G(d,p)
basis set. Nonadiabatic processes, including nonadiabatic time evolution of the dipole moment, Lo¨wden charges,
and occupation numbers, were studied. The nonadiabatic response increased with the length of the molecule
and was greatest for the molecular monocations. The only exception was tetracene, in which the very strong
response of the dication was due to a near resonance with the applied field. The intensity and frequency
dependence of the dipole moment response for the monocations of naphthalene and anthracene was also
calculated. As the intensity increased, the population of higher-energy excited-states increased, and as the
frequency increased, the excitation volume increased in good agreement with the Dykhne approximation.

I. Introduction

Nonadiabatic effects are prominent in many photophysical
processes including vision,1,2 intersystem crossing,3-6 and many
photochemical reactions.7-12 When a molecule interacts with a
strong laser field, nonadiabatic effects not only contribute but
may dominate the interaction. Thus, to study nonadiabatic
effects, both theoretically and experimentally, it is necessary
to achieve coherent control of nonadiabatic processes. The
simulation and analysis of the dynamics of short, intense laser
pulses interacting with large conjugated molecules will help in
the understanding of these processes.

Intense laser fields can cause a variety of nonperturbative
phenomena termed strong-field effects. These phenomena can
be divided into two types, those that require knowledge of the
electron dynamics and those that require knowledge of coupled
electron-nuclear dynamics. Some examples of the first type
include field tunneling and barrier suppression ionization,13-16

above threshold ionization (ATI),17-19 higher-order harmonic
generation,20-24 and nonadiabatic multielectron dynamics
(NMED).25-28 Examples of coupled electron-nuclear dynamics
include above-threshold dissociation,29,30 bond softening and
hardening,29-31 charge-resonance enhanced ionization,32,33

Coulomb explosions,34-37 and nonadiabatic charge localization.37

Thus, knowledge of the dynamics of the electronic wave
function is essential for understanding these processes. The goal
of the present paper is to model the nonadiabatic response of
polyacene molecules prior to ionization.

Atomic systems have been studied extensively, whereas the
study of molecular strong-field processes is far from complete.
Keldysh13 showed that multiphoton ionization (MPI) and tunnel
ionization (TI) can be distinguished using the adiabaticity
parameter (γ), which is the ratio of the laser frequency and
characteristic tunneling frequency. The underlying physics of
the Keldysh treatment was developed further by Faisal38 and
Reiss.39 The two most commonly used extensions to Keldysh-
Faisal-Reiss (KFR) theory are Perelomov, Popov, and Terent’ev40

(PPT) theory and Ammosov, Delone, and Krainov14 (ADK)
theory. An extension to ADK theory has been made for small
molecules (MO-ADK41). However, for larger molecules this
semiphenomenological theory becomes impracticable.

Intense laser dissociation and ionization processes have been
reported for conjugated polyatomic molecules such as benzene,
naphthalene, anthracene, hexatriene, octatetraene, decatetraene,
and C60.15,16,25-28,42-46 The response of these molecules to a
nonresonant laser field is mainly determined by the first-order
polarizability and transition dipole moment matrix elements.
Nonlinear processes can also contribute through higher-order
polarizabilities. These properties have been extensively studied
for linear polyenes47-56 and selected polyacenes and their
molecular cations.54,57At high intensities, a nonadiabatic multi-
electron dynamics approach can be used to predict fragmentation
probabilities. This approach was successfully used to predict
the fragmentation probabilities for a series of polyacenes ranging
from benzene to tetracene.27,28The approach assumes ionization
occurs prior to fragmentation. Thus, electron dynamics for
neutral molecules as well as their molecular ions is necessary
to describe the observed experimental results.

Bandrauk33,58-66 and collaborators have used full electron-
nuclear wavepacket dynamics to study the ionization of H2 in
intense laser fields. Mukamel67,68and co-workers have simulated
π electron dynamics in octatetraene with a semiempirical
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Hamiltonian and have modeled ionization saturation intensities
in a multielectron system in a finite one-dimensional box. Chu
et al.69-75 have studied the many electron atoms and diatomics
using time-dependent pseudospectral methods, self-interaction
corrected density functional theory, and Floquet matrix tech-
niques. Klamroth, Saalfrank, and co-workers76-78 have used
time-dependent configuration interaction with single excitations
(TD-CIS) to simulate dipole switching in lithium cyanide and
have employed TD-CIS and optimal control theory to shape
short, intense pulses for state-selective excitation ofN-methyl-
quinoline. We have compared TD-CIS and time-dependent
Hartree-Fock (TDHF) treatments for polyenes in short, intense
laser pulses and have found good agreement provided that the
degree of nonadiabatic excitation remained small.79 Ceder-
baum80,81 and collaborators have used a multielectron wave-
packet dynamics approach to investigate hole migration fol-
lowing ionization.

Figure 1. The electric field orientation for benzene, naphthalene,
anthracene, and tetracene.

TABLE 1: The Field Free Excited-States of Benzene,
Naphthalene, Anthracene, and Tetracene Calculated Using
Linear Response TDHF at the Indicated Geometry and
Charge State

main transitionsa
(TDHF coefficient)

energy (eV)
from TDHF

oscillator
strength

Fourier
coefficientb

Benzene Neutral
HOMO - 1 f LUMO (0.51) 8.00 0.69 1.3
HOMO - 1 f LUMO + 1 (0.52) 8.00 0.72 1.3

Benzene 1+ Neutral Geometry
HOMO -1 f LUMO (0.66) 2.46 0.01 17.1
SOMOf LUMO (0.71) 5.39 0.22 3.5
HOMO f LUMO + 1 (0.61) 8.24 0.07 3.0

Benzene 1+ Ion Geometry
SOMOf HOMO (1.00) 1.80 0.001 2.4
HOMO f SOMO (0.75) 2.82 0.003 6.2
HOMO f LUMO + 1 (0.70) 3.52 0.016 2.8
HOMO -2 f SOMO (0.95) 5.01 0.001 3.4
SOMOf LUMO (0.67) 5.60 0.228
HOMO -3 f LUMO (0.88) 6.14 0.001 2.0
SOMOf LUMO + 1 (0.82) 8.72 0.39 13.0

Benzene 2+ Neutral Geometry
HOMO - 1 f LUMO (0.70) 4.93 0.27 11.4
HOMO f LUMO 1+ (0.70) 7.53 0.35

Butadiene 2+ Ion Geometry
HOMO -2 f LUMO (0.70) 4.06 0.00
HOMO - 1 f LUMO + 1 (0.71) 5.35 0.30 10.8
HOMO f LUMO + 2 (0.70) 7.41 0.38 0.2
HOMO f LUMO + 3 (0.69) 8.56 0.33 0.3

Naphthalene Neutral
HOMO f LUMO + 1 (0.51) 6.94 1.54 1.4

Naphthalene 1+ Neutral Geometry
HOMO f SOMO (0.89) 1.49 0.10 29.5
SOMOf LUMO (0.66) 4.42 0.20 3.7
HOMO f LUMO (0.49) 5.45 0.15 2.2
LUMO f HOMO + 1 (0.60) 6.98 0.52 6.0

Naphthalene 1+ Ion Geometry
HOMO f SOMO (0.98) 2.05 0.08 22.2
SOMOf LUMO (0.92) 3.86 0.23 7.9
SOMOf LUMO + 1 (0.58) 6.13 0.30 1.6
HOMO - 1 f LUMO (0.79) 7.26 0.98 3.3

Naphthalene 2+ Neutral Geometry
HOMO - 1 f LUMO (0.70) 2.85 0.34 21.6
HOMO f LUMO + 1 (0.68) 6.63 0.90 0.4

Naphthalene 2+ Ion Geometry
HOMO - 1 f LUMO (0.71) 3.64 0.25 10.3
HOMO f LUMO + 1 (0.68) 6.35 0.88 2.1

Anthracene Neutral
HOMO - 1 f LUMO (0.51) 4.69 0.01
HOMO - 1 f LUMO + 1 (0.51) 6.21 2.42 5.3
HOMO - 3 f LUMO + 3 (0.60) 11.94 0.12
HOMO - 6 f LUMO + 6 (0.41) 13.89 0.02 0.1

Anthracene 1+ Neutral Geometry
HOMO f SOMO (0.96) 1.96 0.32 26.4
HOMO f LUMO (0.91) 3.10 0.50 9.9
HOMO - 1 f LUMO + 1 (0.43) 6.81 0.02 5.4

Anthracene 2+ Neutral Geometry
HOMO f LUMO (0.69) 2.49 0.51 12.2
HOMO - 1 f LUMO + 1 (0.68) 5.94 1.46 3.5
HOMO - 3 f LUMO + 2 (0.54) 9.28 0.06 0.7

Tetracene Neutral
HOMO f LUMO + 1 (0.52) 5.70 3.34 0.99

Tetracene 1+ Neutral Geometry
HOMO f SOMO (1.10) 0.71 0.29 46.0
SOMOf LUMO (0.60) 2.42 0.04 12.5
HOMO f LUMO (0.42) 3.95 0.31 9.4
HOMO f LUMO + 2 (0.46) 5.29 0.01 8.5

Tetracene 2+ Neutral Geometry
HOMO f LUMO (0.69) 2.22 0.81 133
HOMO - 4 f LUMO (0.69) 4.97 0.03 23.6
HOMO -1 f LUMO + 1 (0.66) 8.69 0.20 3.9

a Excitation energies were calculated using linear response TDHF
theory with the 6-31G(d,p) basis set.b ω ) 1.55 eV.
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Recently, we reported that TDHF82 theory provides a good
approximation to the electronic optical response of a series of
linear polyenes83 and their molecular cations84 in strong laser
fields. These simulations showed that (a) the coupling of the
molecule to the field increased with length for neutral molecules,
(b) the coupling was greater for molecular ions than for neutral
molecules, and (c) the instantaneous dipole moment and charge
distribution respond nonadiabatically for larger molecules and
stronger fields. There were also residual oscillations in the
instantaneous dipole moment after the pulsed field returned to
zero that can be interpreted as nonresonant nonadiabatic
excitations. Fourier analysis of the residual oscillations revealed
that the lowest excited-states dominate these oscillations.

The success of the TDHF simulations for polyenes indicates
that this same approach should work on the polyacenes in the
present study. The computational techniques are briefly de-
scribed in the methodology section. Experimental results for
the polyacene series show that 1+ molecular cations are
produced at laser field intensities of 1.1× 1014, 4.1 × 1013,
2.1 × 1013, and 4.5× 1012 W/cm2 for benzene, naphthalene,
anthracene, and tetracene, respectively.27 The experimental pulse
duration was∼65 fs full-width at half-maximum (fwhm) at
λ ) 760 nm. Our simulations for the polyacenes were carried
out with a pulse duration of∼4.5 fs fwhm atλ ) 760 nm
(ω ) 0.06 au) and field strengths of 0.050, 0.0296, 0.0187, and
0.00885 au, which corresponds to intensities of 8.77× 1013,

TABLE 2: Polarizabilities (Å 3) of the Benzene, Naphthalene, Anthracene, and Tetracene Calculated at the Indicated Level of
Theory, Charge State, and Geometry

benzene naphthalene

0 1+ 2+ 0 1+ 2+

Neutral Optimized Geometry
staticR(0) (in au)

HF/6-31G(d,p) 67.68 69.81 76.01 143.0 242.4 176.4
PBE0/6-31G(d,p)a 69.11 71.51 70.00 149.4 173.5 163.5

dynamicR(ω) ω ) 760 nm (in au)
HF/6-31G(d,p) 69.09 73.94 79.94 147.8 547.7 211.7
PBE0/6-31G(d,p)a 70.62 75.84 73.61 155.2 259.7 187.1

Cation Optimized Geometry
staticR(0) (in au)

HF/6-31G(d,p) 69.00 68.11 190.8 157.6
PBE0/6-31G(d,p)a 69.70 66.24 167.6 157.6

dynamicR(ω) ω ) 760 nm (in au)
HF/6-31G(d,p) 71.74 70.30 279.2 172.1
PBE0/6-31G(d,p)a 72.96 68.26 205.9 171.4

anthracene tetracene

0 1+ 2+ 0 1+ 2+

Neutral Optimized Geometry
staticR(0) (in au)

UHF/6-31G(d,p) 242.0 369.3 373.4 362.9 605.3 647.1
PBE0/6-31G(d,p)a 396.5 546.9 583.7

dynamicR(ω) ω ) 760 nm (in au)
UHF/6-31G(d,p) 253.3 689.6 521.5 384.8 2039.7 1094.7
PBE0/6-31G(d,p)a 427.9 -7513.8 986.9

a Polarizabilities were calculated at the HF or UHF/6-31G(d,p) geometries.

TABLE 3: Calculated Ionization Probabilities Using the Nonadiabatic Multielectron Excitation and Tunnel Ionization Theories

molecule
excited-state

energy (∆) (eV)
transition dipole

moment (au)
NME ionization

probabilitya
tunnel ionization

probabilityb

Benzene
neutral 8.00 1.87 0.0022 0.11
1+ neutral geometry 5.39 1.03 0.0052 3.1× 10-5

1+ ion geometry 5.60 1.12 0.0054 1.1× 10-4

2+ neutral geometry 7.53 1.37 0.00034 5.5× 10-9

2+ ion geometry 7.41 1.25 0.00023

Naphthalene
neutral 6.94 3.01 0.0001 0.11
1+ neutral geometry 6.99 1.71 0.011 6× 10-6

1+ ion geometry 7.26 2.34 0.00018 4× 10-5

2+ neutral geometry 6.63 2.35 0.00025 1.29× 10-12

2+ ion geometry 6.35 2.37 0.00026

Anthracene
neutral 6.21 3.99 0.00015 0.0078
1+ neutral geometry 6.37 2.75 0.00047 6.7× 10-7

2+ neutral geometry 5.94 3.17 0.00056 8.8× 10-18

Tetracene
neutral 5.70 4.88 0.00006 4.5× 10-8

1+ neutral geometry 6.28 3.39 0.0011 9.8× 10-20

2+ neutral geometry 5.44 3.90 0.00095 7.1× 10-31

a Calculated using the NME theory of ref 27.b Calculated using the ADK-type theory of ref 95.
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3.07× 1013, 1.23× 1013, and 2.75× 1012 W/cm2, respectively.
These intensities are 60-80% of the experimental intensities
where production of molecular monocations was observed.

In the first section of Results and Discussion, we use nonadia-
batic multielectron excitation theory27,28 to verify that no
significant ionization takes place for the intensities, frequencies,
and pulse durations used in our simulations. In the next sections
we investigate the effects of short, intense pulses on the electron
dynamics of a series of polyacenes and their cations. There are
two possibilities for the laser-molecule interaction after ioniza-
tion: (i) the laser pulse can interact with the molecule imme-
diately after ionization so that the geometry is near the neutral
geometry, or (ii) sufficient time can elapse for the geometry to
relax. As the molecules increase in size, the change in geometry
should have less effect on the polarizability and electron
dynamics. Hence, only the geometries of the 1+ and 2+
molecular cations for benzene and naphthalene were optimized.
Because the intensity for each molecule is different, comparisons
should only be made among different charge states of the same
molecule and not between molecules. In the last two sections
we examine the effects of field strength and frequency on the
response of naphthalene and anthracene monocations.

II. Methodology

The TDHF equations can be used to describe the interactions
of light with molecules.20,58-63,82,85-92 The TDHF equations in
an orthonormal basis can be written in terms of the Fock matrix
(F) and the one-electron density matrix (P).

An efficient method for integrating the TD-HF equations
has been described in previous papers.82,83 The Fock matrix
depends on time not only because of the electric field of the
laser (E(t)) but also because of the time-dependence of the
electron density. To simulate a short pulse,|E(t)| is increased
linearly to |Emax| at the end of the first cycle, remains at|Emax|
for one cycle, and then decreases linearly to zero by the end of
the next cycle.

The response of a molecule to an intense field can be described
by several useful properties. The effective charge on atom A

Figure 2. The electric field (a) and dipole moment response for
benzene neutral (b), 1+ ion at the neutral geometry (c), 1+ at the ion
geometry (d), 2+ ion at the neutral geometry (e), and 2+ at the ion
geometry (f) forω ) 1.55 eV andEmax ) 0.050 au.

Figure 3. The Fourier transforms of the residual dipole moment
oscillations for benzene neutral (a), benzene 1+ at the neutral geometry
(b), benzene 1+ at the ion geometry (c), benzene 2+ at the neutral
geometry (d), and benzene 1+ at the ion geometry forω ) 1.55 eV
andEmax ) 0.050 au.

i
dP(ti)

dt
) [F(ti), P(ti)] (1)

E(t) ) (ωt/2π)Emax for 0 e t e 2π/ω

E(t) ) Emax for 2π/ω e t e 4π/ω

E(t) ) (3 - ωt/2π)Emax for 4π/ω e t e 6π/ω

E(t) ) 0 for t < 0 andt > 6π/ω (2)
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can be computed using Lo¨wdin population analysis

where ZA is the charge on the nucleus,Pii are the diagonal
elements of the density matrix in the orthonormal basis, and
the sum is over basis functions on atom A. Orbital occupation
numbers can also be obtained by projecting the time-dependent
density matrix onto the initial, field-free orbitals

whereCk(0) is thekth eigenvector of the converged Fock matrix
at t ) 0. The instantaneous dipole moment is given by eq 5

whereD′ are the dipole moment integrals in the atomic orbital
(AO) basis. For the purpose of analysis, it is also useful to write
the components of the dipole in terms of the polarizability (R)
and the first, second, and higher hyperpolarizabilities (â, γ, etc.);

The â values are small for benzene, naphthalene, anthracene,
and tetracene, mainly due to symmetry. As such, they do not
contribute significantly for the polyacenes in the present
study.

Electronic dynamics in a field were simulated using the
development version of the GAUSSIAN93 series of programs
with the addition of the unitary transform TDHF algorithm
(UT-TDHF). Calculations were performed at the HF/6-31G-
(d,p) level of theory with a step size of 0.0012 fs (0.05 au).
Because continuum functions are not included in the basis set,
these simulations are intended only to model the response prior
to ionization and not the ionization process itself. For each of
the molecules, the integrations were carried out for 16 fs. The
geometry and electric field direction are shown in Figure 1.
Field parameters varied for each molecule.|Emax| ) 0.05 au
(8.77× 1013 W/cm2), 0.02959 au (3.07× 1013 W/cm2), 0.01873
au (1.23× 1013 W/cm2), and 0.00885 au (2.75× 1012 W/cm2)

for benzene, naphthalene, anthracene, and tetracene, respectively,
and ω ) 0.06 au (760 nm) for each molecule. The intensity
dependence was studied for naphthalene 1+ and anthracene 1+,
both at the neutral geometry. The field parameters for naph-
thalene monocation wereω ) 1.55 eV andEmax ) 0.0155,

Figure 4. The electric field (a) and dipole moment response for
naphthalene neutral (b), 1+ ion at the neutral geometry (c), 1+ at the
ion geometry (d), 2+ ion at the neutral geometry (e), and 2+ at the
ion geometry (f) forω ) 1.55 eV andEmax ) 0.0296 au.

qA ) ZA - ∑
i⊂A

Pii(t) (3)

nk(ti) ) Ck
T(0) P(ti) Ck (0) (4)

µ(ti) ) ∑
A

ZARA - tr(D′P′(ti)) (5)

µi ) µi
0 + ∑

j

RijEj +
1

2
∑
jk

âijkEjEk +
1

6
∑
jkl

γijklEjEkEl + ... (6)

Figure 5. The Fourier transforms of the residual dipole moment
oscillations for naphthalene neutral (a), naphthalene 1+ at the neutral
geometry (b), naphthalene 1+ at the ion geometry (c), naphthalene
2+ at the neutral geometry (d), and naphthalene 1+ at the ion geometry
(e) for ω ) 1.55 eV andEmax ) 0.0296 au.
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0.0298, and 0.0340 au, and the parameters for anthracene
monocation wereω ) 1.55 eV withEmax ) 0.0110, 0.0184,
and 0.0200 au. Likewise, the effect of field energy was also
studied for both mocations at the neutral geometry. Field
parameters used for napthtalene 1+ were Emax ) 0.0155 au,
pulse duration∼ 7 fs, andω ) 1.55, 2.00, and 3.00 eV. For
anthracene 1+ these parmeters wereEmax ) 0.0184 au, pulse
duration∼ 7 fs, andω ) 1.00, 2.00, and 3.00 eV. Integrations
were started from the converged electronic ground states. The
phase of the fieldæ was chosen to be zero, and the nuclei were
not permitted to move during the calculation.

III. Results and Discussion

The TDHF simulations of the neutral molecules and the 1+
and 2+ molecular cations of benzene, naphthalene, anthracene,
and tetracene were carried out using a transform-limited pulse
so that a basic understanding of the electron dynamics could
be gained. Nuclear movement was not permitted in this
investigation. The response to shaped pulses and nuclear motion
will be the subject of subsequent studies.94 The response of the
molecules to the laser field was probed using the instantaneous
dipole moment, charge distribution, and orbital occupation
numbers. Situations where the dipole moment or charge
distribution did not exactly follow the field will be termed
nonadiabatic behaviors or responses, and situations where the
dipole moment and charges continue to oscillate after the field
has returned to zero will be taken as a signal of nonadiabatic
coupling or excitation. The simulations were done using a short
pulse with fwhm∼ 4.5 fs (ca∼7 fs total pulse width) at the
normal Ti:Sapphire laser frequency (0.06 au, 760 nm). This
pulse type has been used previously and permits the study of
the electron dynamics after the field has returned to zero. Fourier
analysis of the dipole moment response after the field has
returned to zero is an important tool in the study of the
nonadiabatic coupling of the field free states.

The weak-field (adiabatic) response is primarily due to low
lying states with significant oscillator strength. Table 1 shows
the lowest energy field free excited-states with significant
oscillator strength for each given molecule, geometry, and
charge state calculated at the linear response TDHF level of
theory (also known as the random phase approximation, RPA).
In each instance, these states involveπ f π* transitions;
however, these transition are not necessarily associated the
lowest lying excited-state. For the purposes of simplicity, the

following common abbreviations will be used. Highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) are the highest occupied and lowest unoccupied
orbitals for the closed shell neutral molecules and 2+ molecular
cations. For the open shell systems, 1+ molecular cations, the
orbital with a single electron will be referred to as the singly
occupied molecular orbital (SOMO), while theπ orbital just
below the SOMO is termed the HOMO and theπ* orbital
directly above the SOMO is termed the LUMO. The static and
dynamic polarizabilities for benzene, naphthalene, anthracene,
and tetracene neutral molecules, 1+, and 2+ cations are shown
in Table 2 for two levels of theory and for neutral and cation
optimized geometries. The worst agreement between Hartree-
Fock and density functional theory (PBE0) for the closed shell
(neutral and 2+ ions) polarizability is 8% for benzene, 13%
for naphthalene, 8% for anthracene, and 10% for tetracene. The
agreement of the Hartree-Fock and density functional theory
polarizabilities for the 1+ cations of naphthalene, anthracene,
and tetracene is not as good. We have previously shown83,84,102

Figure 6. The electric field (a) and dipole moment response for
anthracene neutral (b), 1+ ion at the neutral geometry (c), and 2+ at
the neutral geometry (d) forω ) 1.55 eV andEmax ) 0.0187 au.

Figure 7. The Fourier transforms of the residual dipole moment
oscillations for anthracene neutral (a), anthracene 1+ at the neutral
geometry (b), and anthracene 2+ at the neutral geometry (c) forω )
1.55 eV andEmax ) 0.0187 au.
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that this is a result of spin contamination and not an effect of
electron correlation. The difference between the HF and PBE0
dynamic polarizability for tetracene 1+ is due to an excited-
state resonance with the applied electric field. This resonance
is much more prominent at the PBE0 level of theory.

A. Ionization Probability. In our previous work,27,28 we
reported experimental laser intensities for these polyacenes that
produce predominately molecular ions (using a 60 fs fwhm
pulse). In this computational study we use much shorter 4.5 fs
fwhm pulses, and we set the maximum laser intensity between
60 and 80% of the experimental laser intensities reported in ref
27. Under these conditions, NME theory is expected to
accurately predict the ionization probabilities for these mol-
ecules; ADK-type tunnel ionization theory has also been used
even though it tends to overestimate the ionization probabilities
(see below).

The main features of NME theory are formation of a
quasicontinuum (QC) of excited-states and excitation to the QC
through a doorway state. The QC is formed as the strong laser
field shifts and mixes the energy levels of the excited-state
manifold, thus allowing electrons to rapidly climb up and ionize.
The doorway state is the state that is most strongly coupled to
the ground state. For each of the molecules in this study, the
doorway state was shown to be the lowest energy charge-transfer
state. As assumed in ref 27, excitation to the doorway state
results in rapid ionization. NME theory equates excitation to
ionization, thus it actually predicts the ionization probabilities
as slightly higher than experimentally observed for the same
pulse conditions in the simulation. The results of the NME
calculation are listed in Table 3. It is apparent that, over the
duration of the laser pulse and under the conditions of our
simulations, NME predicts no significant ionization. The largest
ionization probability is 0.011 for the naphthalene 1+ ion at
the neutral geometry.

The last column of Table 3 shows the total integrated
ionization probability using the ADK-type tunnel ionization
method of Corkum95 that, by comparison with experiment, may
overestimate ionization probabilities for molecules27,96-99 by
more than an order of magnitude. A modification to this method
for molecules by Brabec100 does well for some molecules but
unfortunately makes the assumption that polarizability decreases
on ionization, which is not the case for the present molecules.
The ionization probability is higher for some molecules using
ADK tunnel ionization theory and is lower for others. The most

significant differences are for the neutral molecules of benzene
and naphthalene, whose ionization probabilities are 0.11.

B. Benzene.Figure 2 shows the time evolution of the electric
field (panel a) and the time evolution of the instantaneous dipole
moment for neutral benzene (panel b), benzene 1+ at the neutral
geometry (panel c), benzene 1+ at the ion geometry (panel d),
benzene 2+ at the neutral geometry (panel e) and benzene 2+
at the ion geometry (panel f). For neutral benzene, the maximum
dipole moment using TDHF and eq 5 is 3.51 au, whereas the
dipole moment using eq 6 and the dynamic polarizability of
69.09 au (from Table 2) is 3.45 au. This same analysis for
benzene 1+ and 2+ at the neutral geometry yields values of
3.61 and 3.69 au, and 3.89 and 4.00 au, respectively, for the
dipole moment response from TDHF and eq 6. These all suggest
that the higher-order processes do not contribute significantly
to the dipole moment response for benzene and its 1+ and 2+
ions. Similar results are observed for benzene 1+ and 2+ cations
evaluated at the ion geometry.

Figure 8. The electric field (a) and dipole moment response for
tetracene neutral (b), 1+ ion at the neutral geometry (c), and 2+ at the
neutral geometry (d) forω ) 1.55 eV andEmax ) 0.00885 au.

Figure 9. The Fourier transforms of the residual dipole moment
oscillations for tetracene neutral (a), tetracene 1+ at the neutral
geometry (b), and tetracene 2+ at the neutral geometry (c) forω )
1.55 eV andEmax ) 0.00885 au.
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During the time the field is on, the instantaneous dipole
moment appears to follow the field adiabatically for neutral
benzene, whereas nonadiabatic character is evident for each of
the ions (Figure 2, panels b-f). The greatest amount of
nonadiabatic character is evident for the 1+ ions, indicating
that they are probably the most strongly coupled to the field.
After the field returns to zero, there are residual oscillations in
the instantaneous dipole moment. Fourier analysis of these
residual oscillations for each molecular geometry and charge
state shows (see Figure 3) one main peak for the neutral and
both 2+ ions, whereas there are several peaks for both of the
1+ ions. The main peaks correspond to excited energies of 8.00,
2.31, 2.88, 4.91, and 5.35 eV for neutral benzene, benzene 1+
at the neutral geometry, benzene 1+ at the ion geometry,
benzene 2+ at the neutral geometry, and benzene 2+ at the
ion geometry, respectively. These excited-states are allπ f
π* transitions. The ratios of the Fourier coefficients (peak
heights) corresponding to these energies with respect to the
neutral benzene peak height are 1, 17, 13, 11, and 11 (see
Table 1). These peak heights indicate that the 1+ ions are the
most strongly coupled to the electric field. In addition to the

largest Fourier coefficients, these two ions have several other
peaks with Fourier coefficients up to1/2 the height of the largest
peak. Thus, they have the greatest excitation volume, again
indicating that they are the most strongly coupled to the field.

For benzene, the laser field is applied along thex-axis that
connects two carbon atoms as shown in Figure 1. As a result,
the two carbon atoms lying on thex-axis (C1 and C4) build up
the largest charge separation, whereas carbons C2 and C5 have
the same charge and carbons C3 and C6 have the same charge
(-C2 and-C5). Each of the charge states and geometries for
benzene follows this pattern; however, the magnitudes of the
charges are different for different charge states.

C. Naphthalene.Figure 4 shows the time evolution of the
electric field (panel a) and the time evolution of the instanta-
neous dipole moment for neutral naphthalene (panel b),
naphthalene 1+ at the neutral geometry (panel c), naphthalene
1+ at the ion geometry (panel d), naphthalene 2+ at the neutral
geometry (panel e), and naphthalene 2+ at the ion geometry
(panel f). The instantaneous dipole moment appears to follow
the field adiabatically for the neutral and both 2+ ions, whereas
there is an obvious nonadiabatic character for both geometries
for the 1+ ion. Fourier analysis of the residual dipole moment
oscillations (see Figure 5) again shows mainly one peak for
the closed shell systems and one main peak and several smaller
peaks for the two open shell systems (i.e., both 1+ ions). The
Fourier coefficients (peak heights) normalized to the naphthalene
neutral coefficient are 1, 21, 16, 15, and 8 for the series (see
Table 1). Again, the 1+ ions (21 and 16) are most strongly
coupled to the field because they have the lowest field free
excitation energies as determined from linear response TDHF
(1.49 and 2.05 eV (see Table 1)). As a check, eq 6 can be used
to calculate the initial coupling to the field. The 1+ cations
have the largest polarizabilities, indicating that they should
coupled most strongly to the field.

While the field is “on”, the charge oscillation for neutral
naphthalene is largest for end carbons (1, 10, 5, and 6 in
Figure 1). When the field returns to zero, the magnitude of the
residual charge oscillations is small and similar for all carbons.
For the ions, when the field is “on”, the time evolution of the
charge oscillation is identical to the neutral molecule with end
carbons exhibiting the largest charge localization. When the field
is “off”, the charge oscillations are quite different from the

Figure 10. The dipole response of the naphthalene 1+ cation at the
neutral geometry for electric field strengths of 0.0155, 0.0296, and
0.0340 au withω ) 1.55 eV.

Figure 11. The Fourier transform of the residual dipole moment oscillations of naphthalene 1+ at the neutral geometry for electric field intensities
of 0.0155, 0.0296, and 0.0340 au withω ) 1.55 eV.
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neutral molecule. The carbons adjacent to the end carbons
(atoms 2, 9, 4, and 7 in Figure 1) have the largest charge
localization. This can be understood in terms of the symmetry
of the field free orbitals. On the time scale of the simulation,
the amplitude of the charge oscillations for these carbons is
nearly the same with the field on or off.

D. Anthracene. Figure 6 shows the time evolution of the
electric field (panel a) and the time evolution of the instanta-
neous dipole moment for neutral anthracene (panel b),
anthracene 1+ at the neutral geometry (panel c), and anthracene
2+ at the neutral geometry (panel d). Because geometry
optimization is expected to have a smaller effect on the larger
ions, the simulations were carried out only for the neutral
geometries. Fourier analysis of the residual oscillations (see
Figure 7) shows one main peak at 6.24 eV and a number of
smaller higher-energy peaks (11.99 and 13.92 eV) associated
with higher-energyπ f π* transitions. These agree very well
with the values listed in Table 1. The time evolution of the
charge distribution is very complex, and the largest charge
localization is on the four carbons at each end of the molecule
(atoms 1, 2, 13, 14, 6, 7, 8, and 9 in Figure 1).

E. Tetracene.The time evolution of the instantaneous dipole
moment for the neutral molecule, the 1+ ion at the neutral
geometry, and the 2+ ion at the neutral geometry is shown in
Figure 8, panels b, c, and d, respectively. There appears to be
little to no nonadiabatic character for the neutral molecule and
the 2+ cation, whereas there appears to be slight nonadiabatic
behavior for the 1+ cation. Fourier transformation of the residual
dipole moment oscillation for all three molecules reveals several
peaks for each molecule (see Figure 9). The neutral molecule
has one main peak at 5.68 eV and three other very small peaks
corresponding to higher-energy excited-states. The 1+ cation
has a very complex Fourier transform. The main peak is at
0.79 eV with other smaller peaks at energies of 2.36, 3.93, 5.50,
and 7.33 eV. These are allπ f π* transitions and correspond
well with excited-states calculated using linear response TDHF.
The Fourier transform of the 2+ cation shows several peaks,
with the main peaks corresponding to energies of 2.30, 5.05,
and 8.73 eV. The Fourier coefficient of the 2.30 eV peak of
the 2+ cation is 2.9 times larger than the coefficient of the
2.36 eV peak of the 1+ cation and is 130 times larger than the
coefficient of the 5.68 eV peak of the neutral molecule. The
Fourier coefficient for the 2+ ion is the largest because it is
associated with the lowest excited-state energy, and linear
response TDHF shows a lower lying excited-state (1.58 eV)
that is nearly resonant with the field (1.55 eV). Because there
is no peak in the Fourier transform corresponding to this excited-
state, excitation to this state from the ground state and from
this state to higher lying excited-states must have occurred
during the pulse. The time evolution of the charge distribution
is very complex, and the largest charge localization is on atoms
1, 2, 17, 18, 8, 9, 10, and 11, as expected.

F. The Effects of Field Strength on the Electron Dynamics
of Naphthalene 1+ and Anthracene 1+ Cations. Figure 10
shows the dipole moment response for naphthalene 1+ at the
neutral geometry for electric field intensities of 0.015, 0.0296,
and 0.0340 au withω ) 1.55 eV. The differences in the dipole
moment evolution are readily apparent. Nonadiabatic character
can be seen for all of the field strengths. The residual dipole
moment oscillations depend significantly on the field strength.
The field strength increase leads to increases in the higher
frequency components, as can be seen in the Fourier transform
of the oscillations for each field strength (Figure 11). There are

Figure 12. The dipole response of the anthracene 1+ cation at the
neutral geometry for electric field strengths of 0.0110, 0.0184, and
0.0200 auω ) 1.55 eV.

Figure 13. The Fourier transform of the residual dipole moment oscillations of anthracene 1+ at the neutral geometry for electric field intensities
of 0.0110, 0.0184, and 0.0200 auω ) 1.55 eV.
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three main peaks at 1.51, 4.5, and 7.1 eV and a smaller peak at
10.8 eV. These peaks correspond to excited-states calculated
at the linear response TDHF level of theory. The relative
magnitudes of the Fourier coefficients of the 1.51 eV peaks are
1, 0.81, and 0.80 for field strengths of 0.0155, 0.0296, and
0.0340 au, respectively. Correspondingly, the relative magni-
tudes are 1, 0.68, and 0 for the 4.5 eV peak and 1, 1.47, and
3.30 for the 7.1 eV peak. This may suggest that the transition
probability of the higher-energy 7.1 eV peak increases at the
expense of the two lower lying peaks.

Figure 12 shows the time evolution of the dipole moment
for anthracene 1+ at the neutral geometry for field strengths of
0.0110, 0.0184, and 0.0200 au, respectively. It is clear that
anthracene 1+ responds very similarly to naphthalene 1+.
Increasing the field strength increases the higher frequency
components of the residual dipole moment oscillations.
Figure 13 displays the Fourier transforms of the time evolutions
shown in Figure 12 for the three field strengths. A comparison
of the plots confirms that increasing the field strength increases
the coefficients of the higher-energy states, most notably the
6.32 eV state.

These two examples for the naphthalene monocation and the
anthracene monocation show interesting properties common to
both molecules. Increasing the field strength increases the total
excitation volume and the transition probability of some excited-
states while decreasing the probability for other states. The
increase in excitation volume is in qualitative agreement with
published results from Landau-Zener and Dykhne type
theories25-28,101that give the excitation probability over one laser
half cycle. For a two-state system this is given by eq 7

where∆ is the energy difference between the two states,ω is
the laser frequency,E0 is the maximum magnitude of the electric
field, andµ is the transition dipole moment between two states.
Increasing the field strength increases the transition probability
and thus the excitation volume.

G. The Effects of Field Frequency on the Electron
Dynamics of Naphthalene 1+ and Anthracene 1+ Cations.
Because changing the field intensity has significant effects on
residual dipole moment oscillations, the effects of changing field
frequency also need to be examined. Figure 14 shows the effects
of three different field energies on the instantaneous dipole
moment of the naphthalene 1+ cation. The field parameters are
Emax ) 0.0155 au, pulse width∼ 7 fs, andω ) 1.55, 2.00, and
3.00 eV. Here, the lowest field strength was chosen because it
showed the most developed Fourier spectrum in the previous
section. During the pulse, there is visible nonadiabatic character
for field energies of 1.55 and 2.00 eV; the dipole moment
response appears to be adiabatic during the pulse for the field
energy of 3.00 eV.

Fourier analysis of the residual dipole moment oscillations
is shown in Figure 15. Each of the excited-state energies labeled
in the figure corresponds to an excited-state calculated by linear
response TDHF that has a transition dipole parallel to the applied
electric field. As the field frequency increases, the height of
the 1.51 eV peak decreases, and that of the peaks at 3.3, 4.5,
and 7.1 eV increases. When the applied field energy reaches
3.00 eV, new peaks appear corresponding to energies of 6.6
and 8.7 eV. The increase in the excitation volume of the higher-
energy excited-states is much more evident for anthracene 1+.
Figures 16 and 17 show the dipole moment response for

Figure 14. The dipole response of the naphthalene 1+ cation at the
neutral geometry for electric field frequencies of 1.55, 2.00, and 3.00
eV for Emax ) 0.0155 au.

Figure 15. The Fourier transform of the residual dipole moment oscillations of naphthalene 1+ at the neutral geometry for electric field frequencies
of 1.55, 2.00, and 3.00 eV forEmax ) 0.0155 au. (Note: the scale of the left panel is1/2 the scale of the other two panels).

P|g〉f|DS〉 ) exp{- π∆2

4ωE0µ} (7)
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anthracene 1+ at the neutral geometry at field frequencies of
1.00, 2.00, and 3.00 eV at a maximum field intensity of
0.0184 au. From Figure 16 it is evident that there is increasing
nonadiabatic character as the frequency of the laser field is
increased, whereas Figure 17 shows the increase in excitation
volume and transitions to higher-energy states as field energy
increases.

The frequency response of the dipole moment for the mono
cations of naphthalene and anthracene suggests the following
two main points: (i) with increasing frequency, excitation
volume increases; and (ii) the excited-state populations move
to higher-energy excited-states with higher frequency excitation.
The increase in excitation can be explained qualitatively using
Dykhne-type theories. Increasing the frequency increases the
excitation probability. However, this two-state theory cannot
fully account for the multistate systems studied here. Thus, the
shift of excited-state volumes to higher-energy states may
possibly be explained by a combination of Dykhne-type
transitions between the excited-states. Field free excited-state
calculations for naphthalene monocation and anthracene mono-
cation using the configuration interaction with singles excitations
(CIS) level of theory show that, for some transitions between
excited-states, the transition dipoles are parallel to the applied
field. Several of the higher-energy peaks in Figures 15 and 17
can arise from excited-state to excited-state transitions because

the transition dipole moments are parallel to the field and
energies for these transitions are either single or integer multiples
of the applied field energy. Increasing the field frequency may
bring more of these transitions nearer to either single- or
multiphoton resonance.

IV. Conclusion

In this paper, we have used TDHF theory to simulate the
interaction of an intense laser field with a series of polyacenes
of increasing length and conjugation. The neutral, 1+, and 2+
cations of benzene, naphthalene, anthracene, and tetracene were
examined. The field was aligned along the long axis of the
molecule at laser intensities that correspond to negligible
ionization probability. The time evolution of the dipole moment,
Löwden charges, and occupation numbers were used to deter-
mine the nonadiabatic effects of the electric field on these
polyacenes. For each molecule, the nonadiabatic response was
evident in the residual dipole moment oscillations with the
greatest degree seen for the monocations. The response of the
dipole moment reveals that the lowest energy excited-state with
a transition dipole parallel to the applied field is the most
strongly coupled to the field, which is in agreement with the
model theory of ref 27. As the size and conjugation of the
molecules increase, geometry optimization for the ion has less
effect on the response of the amplitude of the residual dipole
moment oscillations. For cations of benzene and naphthalene,
the excited-state energy at the neutral geometry was slightly
lower, explaining the increased coupling to the applied field.

The dependence of the electron dynamics for naphthalene
and anthracene monocations (at the neutral geometry) on the
field intensity was studied using three values of intensity for
each molecule. As the intensity increased, the Fourier coef-
ficients for the most strongly coupled state and lower-energy
excited-states decrease while the coefficients for higher-energy
excited-states increase. This suggests that population was
transferred from lower-energy excited-states to higher-energy
excited-states as the intensity increased.

The frequency dependence of the electron dynamics for
naphthalene 1+ and anthracene 1+, both at the neutral
geometry, was examined at three field frequencies for each
molecule. The excited-state spectrum changes significantly for
increasing field frequency. As the field frequency increases, the
Fourier coefficients for the lower-energy excited-states decrease,
and the coefficients for higher-energy excited-states increase
significantly. Thus, increasing the field frequency increases the

Figure 16. The dipole response of the anthracene 1+ cation at the
neutral geometry for electric field frequencies of 1.00, 2.00, and 3.00
eV for Emax ) 0.0184 au.

Figure 17. The Fourier transform of the residual dipole moment oscillations of anthracene 1+ at the neutral geometry for electric field frequencies
of 1.00, 2.00, and 3.00 eV forEmax ) 0.0184 au. (Note: the transition amplitude scale is different for each panel.)
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excitation volume and moves the volume toward higher-energy
excited-states in accordance with Landau-Zener and Dykhne
theories.
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