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In concert with the recent photoabsorption experiments of gas-phase Schiff-base retinal chromophores (Nielsen
et al.Phys. Re. Lett.2006 96,018304), quantum chemical calculations using time-dependent density functional
theory coupled with different functionals and under the Taniancoff approximation were made on the

first two excited states (and S) of two retinal chromophores: 1dis and alltransprotonated Schiff bases.

The calculated vertical excitation energi&g)(@nd oscillator strengths$)(are consistent with the experimental
absorption bands. The experimentally observed phenomenon that the transition dipole mQnoéis: (s

much smaller that of Swas interpreted by 3D representation of transition densities. The different optical
behaviors (linear and nonlinear optical responds) of the excited states were investigated by considering different
strengths of external electric fields.

1. Introduction

Retinal proteins (rhodopsins) are located in cell membrane (¢_
and eye retina, which naturally exist in protonated Schiff-base
form and can convert electromagnetic energy into chemical : l“ 2 3
energy! The absorption of visible light that strikes eyes can “9’--{“"-1.4,’"" s 3
arouse in the molecule an ultrafast response. As a central issue @’ ]
in photobiology, understanding the intrinsic ultrafast response
mechanism is a challenging wotk Because most experimetits
were performed in liquid phases till the recent pagéri, is
hard to decide if the ultrafast response is an intrinsic property
of this class molecules or a consequence of an interaction
between the molecule and environméAtTheoretically, An-
finrud® and co-workers have suggested a three-states(Sand
S;) model to explain the ultrafast photophysics process in
bacteriorhodopsin. Olivuc¥land co-workers proposed another
two-state (gand S) model and studied the related isomerization

(a) PSBT

pathways on the Sand S states in solution pha¥eand (b) PSBI1
c.on.cluded that §and.€z are nearly degenerate states, which is Figure 1. The schematic structure of (a) PSBT and (b) PSB11 retinal
similar to the conclusion drawn by Yamamétet al. Moreover,  chromophores without H atoms together with the coordinate systems

the S—$; level spacing is sensitive to the external perturbations and B3LYP/6-31G(d) calculated Mulliken charges. For the detailed
and the measurements in different conditiéns!3-15 and the optimized geometric parameters, see Supporting Information.
addition of solutions makes the situation more complicated.
Therefore, the Sand S excited states’ behavior in the vacuum ments were done in the gas phase. However, information related
and unperturbed conditions is very important for extracting the to this photoisomerization process without external perturbations
ultrafast response mechanism hidden in the veil. is crucial for elucidating the mechanism, since it can provide
As a specific example of retinal protein, the photoisomer- us a simpler picture about the photophysical and photochemical
ization from 11eis protonated Schiff base (PSB11) to its all- processes than ones in solution ph&%&ecently, $ and $
trans protonated Schiff base (PSBT) isomer (see Figure 1 for excited state properties of gas-phase Schiff-base retinal chro-
their structures) is one of the fastest chemical reactions observednophores have been studied from the experimental viewp@ints
so far’:16 Some experiment4i® and theoretical'1studies have ~ and have also been investigated with the means of computational
been reported in different solutions for understanding such a modeling8-20
phenomenon. As a result of low target densities, few experi-  In this work, theT,, f, andu values of the PSB11 and PSBT
S; and S excited states were calculated by time-dependent
*To whom correspondence should be addressed. E-mail: density functional theory (TD-DFT) methods in vacuum and

mt?‘g‘h@i’%zgzy/iggé’:‘;"cgf S compared with the experimental detected vaRi€he experi-
* Peking UniversityY ' mentally observed phenomenon that theuSvalue is much_
8 Beijing Normal University. smaller than the Sone was interpreted by a 3D representation
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of transition densities. The different optical behaviors (linear TABLE 1: TD-B3LYP and TDA Calculated Transition
and nonlinear optical responds) of the excited states were Energies (in nm) of the First Two Excited States of PSBT

; ; i ; and PSB11, Compared with the Corresponding
investigated by considering different strengths of external Experimental Values (Values in Parentheses are the

electric fields. Corresponding Calculated Oscillator Strengths)
2. Computational Details PSBT PSBI1
The PSB11 ground-state geometry was fully optimized by exptl (from (:;Zt)md 62§ 3:; 618(1) 3::’;
’ : X { I

means of the DFqinZBecke_sthree-parameter hytzrld functién TDp-BSLYPIG-SlG(d) 5361 3937 £395 3068
with the nonlocal correlation of LeeYang—Parg* (B3LYP) (1.561) (0.669) (1.288) (0.577)
with 6-31G(d), 6-3%G(d), and 6-31%+G (d) basis set&; % TD-B3LYP/6-31+G(d) 543.1 397.3 546.6  400.0
respectively. The frequency analyses were done at the B3LYP/ (1.580) (0.647) (1.295) (0.564)
6-31G(d) and B3LYP/6-3tG(d) computational levels. The  TD-B3LYP/631H+G(d) 5439 398.1 548.1 4013
geometrical optimization and frequency analysis of the PSBT (1.579) (0.646) (1.291) (0.561)
ground state was done by B3LYP/6-31G(d) and B3LYP/6- TD-BPW91/6-31G(d) 590.5 451.9 5905 451.9

o= ’ (0.835) (0.891) (0.835) (0.891)
31+G(d). At the B3LYP/6-31G(d) optimized ground states TD-BPW91/6-31G(d) 5901.8 451.7 596.2 455.4
geometries, thd,, f, andu values of the PSB11 and PSBT S (1.054) (1.029) (0.856) (0.869)
and S excited states were calculated by TD-BfEWith different TD-BPW91/6-31#+G(d) 591.8 451.6 597.08 456.0
functionals as the B3LYP, Becke8®erdewWang91l ex- (1.059) (1.029) (0.863) (0.873)
change correlation functional (BPWOZ)30 Slater-Dirac— TD-SVWN/6-31G(d) (i?ozdg) (‘11.5015;) (3?861'é6) (?)?;85735)
Vosko-Wilk—Nusair ~exchange correlation  functional rp_g\\wi/6-31+G(d) 508.3 4554 6021  458.65
(SVWN),31-32along with 6-31G(d), 6-3+G(d), and 6-31%+ (1.040) (1.026) (0.845) (0.866)
G(d) basis sets. All the above calculations were performed on TD-SVWN/6-31H+G(d) 598.4 455.7 602.9 459.2
Gaussian03 program packa§@he TD-DFT with the Tamm (1.043) (1.024) (0.851) (0.878)
Dancoff approximatioff (TDA) were used with the B3LYP TD-B3LYP/TDA/6-31G(d) 472.0 3651 4783  368.3

. ) (2.043) (1.977) (1.706) (1.654)
functional and the 6-31G(d) and 6-311G(d) basis sets to CalCUIateTD-B3LYP/TDA/TDA/6-31lG(d) 1770 368.2 4821 371.0

theT,, f, andu values of the PSB11 and PSBT &d $ excited (2.067) (1.909) (1.718) (1.597)
states at their B3LYP/6-31G(d) optimized ground-state geom-
etries. The TD-DFT/TDA jobs were completed by NWChem
4.7%5 computational chemistry package.

The 3D cube representation of transition density was used to
show the orientation of the transition dipole mom#n€® For
deciding influence effects of external static electric fiEldhe
changes in dipole moment and polarizability upon excitations
induced by irradiation are also studied by the equation of the
static electric field= dependent transition enery!

S, states were calculated by TD-B3LYP, TD-BPW91, and TD-
SVWN along with 6-31G(d), 6-3tG(d), and 6-31%+G(d)
basis sets, respectively. The calculated results were compared
with the experimental detected values in Table 1. As shown in
Table 1, for both PSBT and PSB11, the basis set size has very
little affect on the calculated, andf values. However, the
different functionals of the TD-DFT method do affect the
calculatedT, andf values. For the PSBT1&nd S states, the
1 TD-B3LYP, TD-BPW91, and TD-SVWN with 6-31G(d) basis
EexdF) = Eod0) — AuF — éAaFZ (1) set calculated(f) values to be 536.1(1.561) and 393.7(0.669),
590.5(0.835) and 451.9(0.891), and 592.3(1.003) and 451.1-
. o ) . (1.058) nm, respectively. The corresponding calculated results
whereEe,(0) is the excitation energy at zero fieldu is the — fo the pSB11 are 539.5(1.288) and 396.8(0.577), 590.5(0.835)
change in dipole moment, ard is the change in polarizability. _ ang 451.9(0.891), and 596.1(0.8186) and 454.7(0.8895) nm,
Meanwhile, .the photomduged dyna}mms of P,SBll gnd PSBT respectively. The experimental detectachBd S T, values for
are further |nyestlgated with trans_|t_|on d_enS|ty, which better PSBT and the PSB11 are 620 and 385 and 610 and 390 nm
shows_ the orientation of thg transition dipole moment corre- respectively. All TD-DFT calculated PSBT, &nd $ T, values
sponding to different transitions. are more or less in agreement with the experimental values.
For the S state of both PSBT and PSB11, the TD-SVWN/6-
311++G(d) predicted the closet 3, values as 598.4 and 602.9
3.1. Ground-State GeometriesThe PSB11 ground state nm to the 620 and 610 nm experimental values, respectively.
geometry was optimized by the B3LYP method with 6-31G- The CASPT2//CASSCF(12,12)/6-31G(d) predicigd/alue of
(d), 6-3H-G(d), and 6-313+G(d) basis sets. The optimizations PSB11 S1 state is 545 nihHowever, the closest calculated
results indicated that the size of the basis sets hardly affect the393.7 nm (396.8 nmJ, values of PSBT (PSB11),State to
geometric parameters. Then PSBT ground-state geometry washe 385 nm (390 nm) experimental value is predicted by TD-
just optimized by B3LYP/6-31G(d) and B3LYP/ 6-3G(d), B3LYP/6-31G(d). The TD-B3LYP method with 6-31G(d),
which also showed that the basis set size hardly influences the6-31+G(d), and 6-311+G(d) basis sets calculatédalues of
optimization results. Hereafter, the property calculations of the PSBT and PSB11; States are about twice the corresponding
PSB11 and PSBT were performed under their B3LYP/6-31G- S, ones, as shown in Table 1. But the other two TD-DFT
(d) optimized ground-state geometries. For the detailed opti- methods predicted similan&nd $ f values. According to the
mized results, please see Figure 1 and Supporting Information.“dark” S; state in experimeritthe TD-B3LYP predicted values
The subsequent B3LYP/6-31G(d) and B3LYP/6+33(d) fre- are more reliable.
guency analyses indicated that the optimized geometries are the For Linear Polyene oligomers, the TD-DFT/TDA performs
total minima on the potential energy surface of PSB11 and considerably better for the excitation energies than TD-DFT
PSBT, respectively. itself#3 We also calculated thg, andf values of the PSBT and
3.2. § and $ Vertical Excitation Energies and Oscillator PSB11 $and $ states using TD-B3LYP/TDA with 6-31G(d)
Strengths. The T, andf values of the PSBT and PSB11 &d and 6-311G(d) basis sets, respectively. Actually, the 6-31

3. Results and Discussion
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(b) HOMO

(d) LUMO+1
Figure 2. HOMO-1, HOMO, LUMO, and LUMGCF1 plots of PSBT.

G(d) and 6-31%+G(d) basis sets were also employed by the
TD-B3LYP/TDA method but met problems of severe conver- i3
gence and linear dependence of basis function. Anyway, all the T
above TD-DFT (including TD-B3LYP/TDA) calculations have o
proved that the basis set size has little influence on the excitation
energies. Unfortunately, the TD-DFT/TDA method does not
work well for our case. The TD-B3LYP/TDA/6-31G(d) predi-
cated theT, values of the PSBT (PSB11) 8nd $ states to be (d) LUMO+1
472.0 and 365.1 nm (478.3 and 368.3 nm), respectively, asFigure 3. HOMO-1, HOMO, LUMO, and LUMGH1 plots of PSB11.
shown in Table 1. As stated in ref 42, for the better TD-DFT/
TDA result, “this must be viewed with caution because TD- and LUMO+1 plots of PSBT and PSB11 were depicted Figures
DFT/TDA is itself an approximation to full TD-DFT”. 2 and 3. According to the transition characters and the related
To investigate whether the PSBT and PSB1a&] S states molecular orbital plots, both the; &nd S states of PSBT and
involve charge-transfer contributions, molecular orbital popula- PSB11 are not typical charge-transfer states. This could be the
tion analyses were made at the TD-B3LYP/6-31G(d) level. On reason that the TD-DFT/B3LYP/TDA method does not have
the basis of the TD-B3LYP/6-31G(d) calculations, for the S advantage than the full TD-DFT ones in predicting the PSBT
states of both PSBT and PSB11, two important transitions are and PSB11 Sand $ excitation energies.
highest-occupied molecular orbital (HOMO)=1lowest-unoc- 3.3. § and S Transition Dipole Moments. The following
cupied molecular orbital (LUMO) and HOMELUMO+1, the discussion is based on the TD-B3LYP/6-31G(d) calculated
former one is dominant as a percentage of about 77%. For theresults. Since these discussions are actually qualitative, the basis
PSBT and PSB11 SSstates, the two important transitions are set size hardly influences the calculated results as discussed
HOMO-1—LUMO and HOMO—LUMO+1, and the former above. The 3D cube representation of transition density can
one is dominant by about 72%. The HOM-1, HOMO, LUMO, show the orientation of the transition dipole mom&ne® From
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Figure 4. Transition densities of the PSBT and PSBL1a8d $ states. The green and red colors stand for hole and electron, respectively. The
isovalue is 4x 104 au. The orientation of the transition density is from the electron to the hole.

TABLE 2: TD-B3LYP/6-31G(d) Calculated Transition dependent excitation energies were calculated, and the changes
Electricity Dipole Moments (in au) of PSBT and PSB11 in dipole moment and polarizability were fitted with eq 1 by
(Their Orientations are Depicted in Figure 1) considering the external electric field strengths of 1.074, 2
PSBT PSB11 x 1074, and 3x 104 au, and the fitted results were listed in
X Y z X y z Table 3. The choice of the orientation is along #exis of the

S, —52240 04509 —00829 —4.6880 02511 02128 Molecules (see Figure 4),which is the orientation of the
S, 2.8931 0.5604 0.0204  2.7675 0.7455-0.1745 transition dipole moments (see Figure 3). For the PSB3t&e,

o ) N . the excitation energy is a linear optical (LO) response. For the
(TAA,E)LaEng'Plzllt;(raiczja%nﬁirégse&g,Tagnglr?ct)r?eDé?(cc)li?ati’vcl%r?gPts PSB11 § state, the excitation energy is almost a LO response,
PSBT and PSB11 sinceAa (0.29 au) is very small. While for the second excited
state $ of PSBT, they are a nonlinear optical (NLO) response,

__ PSBT _psBil because of larg\a.. The change in dipole moment of &

bm Da bm Da larger than that of Sfor PSBT but smaller for PSB11. It has
S, 1.60 0.00 1.84 -0.29 been mentioned that for the, ®xcited-state of PSBT and
S 1.25 2.57 2.17 —2.85 PSB11, the two subtransition dipole moments of PSBT are “tail

to tail”, while the two subtransition dipole moment of PSB11
are “head to head”, which can be interpreted by the different
orientations of the change in the polarizability: the change in
the polarizability during the&g — S transition is positive for
PSBT, while negative for the PSB11.

the transition densities (see Figure 4), the transition dipole
moments of $are toward to the Nfrom thef-ionone ring for
PSB11 and PSBT. For,9f both PSB11 and PSBT, there are
two subtransition dipole momenfg,(andzy,) with the opposite
orientations, respectively, so the total transition dipole moments
(titora)) @re smaller than any one of two subtransition dipole )
moments [liotal = |ta + 2in] < |fal@andzip|). According to the 4. Conclusions
relationship between transition dipole moment and oscillator

strength,u|2 O f/E, the S oscillator strengths become smaller, o . . . .
whereE igthe transition energdf“3t should be noted that the optimized by B3LYP method with different size basis sets. Their

two subtransition dipole moments of PSBT are “tail to tail”, SL@nd $ statesTy andf values were calculated by TD-B3LYP,
while the two of PSB11 are “head to head”, and the physical 12-BPW91, TD-SVWN, and TD-B3LYP/TDA with different
reasons will be discussed later with the theory of nonlinear SiZ€ basis sets, respectively, on the corresponding B3LYP/6-
optical response. The calculated transition dipole moments for 31G(d) optimized ground-state geometries. The calculated
them were listed in Table 2, and the orientation of transition 'esults indicated that the basis set size hardly influences the
dipole moments can be seen from the geometries of the geometrical optimizations ani, andf calculations. The Sand
optimized ground state in Figure 4. S, of both PSBT and PSB11 are not charge-transfer states. It

The optical properties of PSB11 and PSBT can be modulated €lucidates that TD-DFT/TDA is not always good in predicting
over a wide range of wavelengths, based on the response of theexcitation energies of such systems. All the calculations
retinal chromophore to external stress and the interaction with Supported recently experimental reports about the three-state
the charged, polar, and polarizable amino acids of the protein (S, S1, and S) model. On the basis of the analyses on the
environment, which is connected to its large change in dipole transition densities and dipole moments, the phenomenon that
moment upon excitation, its large electronic polarizability, and S, being a “dark” state in spectroscopic for both PSBT and
its structural flexibilityl® To study the changes in absorption PSB11 was explained by its two subdipole moments oriented
energies with the external electric field, the electric field strength oppositely.

The ground-state geometries of PSBT and PSB11 were
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