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The T1(n,π*) r S0 transition of 2-cyclopenten-1-one (2CP) was investigated by using phosphorescence
excitation (PE) spectroscopy in a free-jet expansion. The origin band, near 385 nm, is the most intense feature
in the T1(n,π*) r S0 PE spectrum. A short progression in the ring-bending mode (ν′30) is also observed. The
effective vibrational temperature in the jet is estimated at 50 K. The spectral simplification arising from jet
cooling helps confirm assignments made previously in the room-temperature cavity ringdown (CRD) absorption
spectrum, which is congested by vibrational hot bands. In addition to the origin andν′30 assignments, the
jet-cooled PE spectrum also confirms the 280

1 (CdO out-of-plane wag), 290
1 (CdC twist), and 190

1 (CdO
in-plane wag) band assignments that were made in the T1(n,π*) r S0 room-temperature CRD spectrum. The
temporal decay of the T1 state of 2CP was investigated as a function of vibronic excitation. Phosphorescence
from theV′ ) 0 level persists the entire time the molecules traverse the emission detection zone. Thus the
phosphorescence lifetime of theV′ ) 0 level is significantly longer than the 2µs transit time through the
viewing zone. Higher vibrational levels in the T1 state have shorter phosphorescence lifetimes, on the order
of 2 µs or less. The concomitant reduction in emission quantum yield causes the higher vibronic bands (above
200 cm-1) in the PE spectrum to be weak. It is proposed that intersystem crossing to highly vibrationally
excited levels of the ground state is responsible for the faster decay and diminished quantum yield. The jet
cooling affords partial rotational resolution in the T1(n,π*) r S0 spectrum of 2CP. The rotational structure
of the origin band was simulated by using inertial constants available from a previously reported density
functional (DFT) calculation of the T1(n,π*) state, along with spin constants obtained via a fitting procedure.
Intensity parameters were also systematically varied. The optimized intensity factors support a model that
identifies the S2(π,π*) r S0 transition in 2CP as the sole source of oscillator strength for the T1(n,π*) r S0

transition.

Introduction

Triplet excited states often play a central role in molecular
photochemistry. Low-energy triplet states may be readily
populated in a solution-phase environment, via rapid nonradia-
tive relaxation (intersystem crossing) from an initially photo-
excited S1 state.1 Once the excited system reaches the triplet
surface, it is especially prone to chemical reaction, due to a
diradical electronic structure and slow radiative decay rate. The
return to the ground state typically occurs via T1 f S0 surface
hopping that is enhanced in regions where the two states are in
close proximity with one another. Thus the T1 excitation energy,
as well as the shape of the triplet potential surface, can strongly
influence ground-state product formation. In such cases, char-
acterization of the triplet potential surface is an important step
toward understanding or predicting photochemical outcomes.

The computational chemistry community is making signifi-
cant progress in characterizing excited-state potential surfaces.
Improved ab initio2 and density functional3,4 methods are making
it possible to calculate, with increasing accuracy, the properties

of triplet and singlet excited states of medium-sized molecules.
In some cases, the accuracy of these excited-state calculations
is approaching that of the ground state.

Vibronically resolved spectra provide a rigorous test of
computed potential surfaces, via comparison of experimental
versus calculated vibrational frequencies, electronic excitation
energies, and geometry changes associated with electronic
excitation. Comparisons with experiment are critical for refining
the computational methods used to treat excited states. Spec-
troscopic data are routinely obtained for singlet excited states,
but the experimental database for triplet excited states is far
less well developedsessentially because singlet-triplet transi-
tions originating from the ground state are nominally spin-
forbidden. To obtain the crucial experimental benchmarks for
testing triplet-state calculations, we have employed the cavity
ringdown (CRD)5 spectroscopic technique in prior studies.6,7

Here we report continued work, this time using phosphorescence
excitation (PE). Both PE and CRD are very sensitive and permit
detection of Tn r S0 transitions in the gas phase.

We have recently used CRD spectroscopy to investigate
T(n,π*) r S0 transitions of simple cyclic enones.6,7 One of these
compounds, shown in Figure 1, is 2-cyclopenten-1-one (2CP).
Figure 2 shows a CRD spectrum of 2CP recorded at room
temperature. This spectrum was obtained previously7 and is
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reproduced here to facilitate comparison with the jet-cooled PE
spectrum we describe below. The room-temperature spectrum
in Figure 2 includes the T1(n,π*) r S0 origin band8 at 25956
cm-1 and spans the region from-150 cm-1 to +850 cm-1

relative to the origin.
Our interest in 2CP stems from a considerable body of com-

putational work on the excited states and photochemistry of the
prototype conjugated enone, acrolein (CH2dCH-CHdO),9 and
its cyclic analogs.10 The lowest-energy triplet states of these
moleculessn,π* and π,π*sare involved in much of the
photochemistry. For the cyclic enones, the electron configuration
and geometry of the prepared triplet state strongly influence
the photochemical mechanism and outcome of a given reac-
tion.11

The CRD absorption spectrum of 2CP7 offered the first direct,
experimental structural probe of a cyclic enone triplet state.
Vibronic analysis of the CRD spectrum provided the T1(n,π*)

excitation energy of 2CP, as well as several fundamental
vibrational frequencies in the T1 state. The vibrational level
structure observed for the ring-bending (ν30′) mode also made
it possible to fit a potential-energy function for this vibration
in the T1 state, to complement experimentally determined ring-
bending potentials previously established for the ground12 and
S1(n,π*)13 states. The T1(n,π*) excitation energy and vibrational
frequencies have been compared to predictions from several
computational studies of 2CP.2a,4

Vibronic assignments in the T1(n,π*) r S0 CRD spectrum
were ascertained by comparison with calculated T1(n,π*)4 and
experimentally known S1(n,π*)13 vibrational frequencies. Known
ground-state combination differences12 as well as observed
deuterium shifts provided a consistency check. However, some
uncertainty has remained in the absolute assignments, due to
the possibility that a given vibronic band or entire progression
in the room-temperature spectrum is built upon a vibrationally
excited but unassignable ground-state level. In fact, the large
majority of the observed transitions at room temperature must
be hot bands (those originating inV′′ > 0), as a consequence of
the several low-frequency and Franck-Condon active vibra-
tional modes in 2CP.13

Hot-band congestion in the room-temperature CRD spectrum
has particularly hampered our efforts to characterize the higher-
frequency vibrational modes in the T1(n,π*) state. Starting at a
frequency about 500 cm-1 above the T1 origin, vibronic hot
bands (shown in the upper trace of Figure 2) associated with
the S1(n,π*) r S0 system appear with intensities greater than
those of the T1(n,π*) r S0 cold bands. The higher-frequency
region of the CRD spectrum (not shown) is congested with S1

r S0 hot bands. Near the S1 origin (+1255 cm-1 relative to
T1), these spin-allowed transitions become increasingly intense
and preclude observation of any of spin-forbidden T1 r S0

vibronic bands. In particular, it has not been possible to locate
the triplet CdC or CdO stretch fundamentals, whose vibronic
bands are predicted4 to be nearly coincident with the S1 r S0

origin band.
The general spectral congestion present in the CRD spectrum

has also made it difficult to analyze the rotational contours of
the vibronic bands. Such an analysis would be useful for
evaluating the accuracy of computed4 rotational constants. The
rotational contours could also offer insight about the singlet
excited state or states that contribute oscillator strength to the
T1(n,π*) r S0 transition.

Motivated by the desire to (1) confirm our previous vibronic
assignments in the T1(n,π*) r S0 CRD spectrum, (2) locate
the higher-frequency triplet bands submerged by S1(n,π*) r
S0 hot bands, and (3) characterize the rotational contours of the
vibronic bands, we undertook to record the T1 r S0 spectrum
under supersonic expansion conditions. The cooling obtainable
in this environment eliminates nearly all the vibronic hot bands,
and further reduces spectral congestion by narrowing the
rotational profiles of the observable cold (V′′ ) 0) bands.

Free-jet expansion, using a pulsed nozzle of circular cross
section, provides a convenient and routine way to effect the
cooling. However, this experimental arrangement is not ideal
for absorption experiments such as CRD, because of a significant
sacrifice (∼100×) in path length. We thus turned to phospho-
rescence excitation (PE) spectroscopy. In prior studies of several
molecules, PE has been used successfully to record jet-cooled
spectra of singlet-triplet transitions involvingπ* r n excita-
tion.14

Our choice to pursue PE for T1 studies of 2CP was also
motivated by a previous fluorescence excitation (FE) experiment

Figure 1. 2-Cyclopenten-1-one, along with coordinate system used
in the rotational analysis.

Figure 2. Upper trace: room-temperature cavity ringdown (CRD)
spectrum of 2CP vapor (1.6 Torr) contained in a 1 mcell. The spectrum
shows the T1 r S0 origin band near 385 nm, a series of singlet-triplet
vibronic bands at higher frequencies, and then the onset of S1 r S0

hot-band transitions near 375 nm. This spectrum was recorded
previously and is reproduced from ref 7. Lower trace: jet-cooled
phosphorescence excitation (PE) spectrum of 2CP. This spectrum is a
composite of several single scans recorded over adjacent wavelength
regions. The vibronic bands to the left of the dotted line were previously
assigned13 to the S1(n,π*) r S0 system; the bands to the right of the
dotted line were previously assigned7 to T1(n,π*) r S0.
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on the S1 state. In 1991 Cheatham and Laane13 reported the
jet-cooled FE spectrum of the S1(n,π*) r S0 band system. The
signal-to-noise ratio (S/N) in this experiment was excellent
(>1000), despite the characteristically low oscillator strength
(f ) 0.0013)15 associated with anπ* r n out-of-plane transition
moment. The high quality of the FE spectrum implies that 2CP
has an appreciable quantum yield for emission from the S1(n,π*)
state. This characteristic is not shared by homologous molecules
such as acrolein16 or 2-cyclohexen-1-one.17 Computational
studies indicate that for these conformationally flexible enones
(where twisting about the CdC bond is permitted), a very fast
nonradiative decay path is available from a photoexcited S1 state
to highly vibrationally excited levels of S0.9,10 This decay path
includes a portion of the T(n,π*) surface, and so the flexible
enones might be expected to have negligible phosphorescence
quantum yield following triplet excitation. For the more rigid
2CP molecule, in which fluorescence is observed from the
S1(n,π*) state, we expected to observe phosphorescence from
the T1(n,π*) state.

Indeed we found in preliminaryroom-temperatureexperi-
ments that it was possible to record a T1 r S0 PE spectrum in
the origin band region, with comparable S/N to that of the CRD
absorption spectrum.7 To contend with the spin-forbiddenness
of the transition, it was necessary to use relatively high laser
pulse energies (2-3 mJ) and high photomultiplier gain. Having
optimized the experimental conditions for observing phospho-
rescence in a room-temperature static cell, we initiated the jet-
cooled PE experiments presented here.

Experiment Section

The experimental work was carried out at Purdue University,
using a free-jet expansion laser-induced fluorescence chamber
that is described in detail elsewhere.18 Briefly, helium was
passed through a reservoir heated to about 70°C, containing a
liquid sample of 2CP. The vapor pressure of 2CP at this
temperature is 2.7 kPa (20 Torr). The sample was purchased
from Acros with a purity of 98% and used without further
purification. A pressure of 6 bar helium was applied behind
the pulsed valve (General Valve, series 9). A nozzle with 0.8
mm orifice diameter was used. The free-jet expansion was
crossed by the frequency-doubled output of a Nd:YAG-pumped
tuneable dye laser operating at 20 Hz (∼1-1.5 mJ/pulse).
Phosphorescence from the sample was collected by two 4 in.
mirrors, which focus the collected light through a small (∼1
cm) hole in one of the mirrors, via a design similar to that of
Majewski et al.19 and Plusquellic et al.20 The phosphorescence
was collimated, directed through a 400-nm long-pass edge filter
(Schott glass), and onto a photomultiplier tube. The photomul-
tiplier output was sent to a digital oscilloscope.

An oscilloscope trace, reproduced in Figure 3, shows the
photomultiplier output following excitation of the T1 r S0 origin
band. At the beginning of the time profile is a large scattered-
light spike. The width of this spike is about 10 ns, reflecting a
convolution of the laser pulse shape with the response function
of the photomultiplier tube and electronics. The spike is followed
by a slow (microsecond-scale) phosphorescence decay, and then
a relatively fast dropoff in signal, which is an artifact attributable
to the excellent spatial selectivity of the collection mirrors. The
molecules are excited at the focal point of the collection optics;
as the phosphorescing molecules move away from this point,
the efficiency of light collection drops dramatically. This
phenomenon caused the emission signal to appear as an
essentially flat “shelf” which lasted roughly 2µs before the fast
dropoff took over. This prevented us from determining the
phosphorescence lifetime quantitatively.

The phosphorescence excitation spectra were recorded by
integrating the emission signal over a user-chosen time window.
We took advantage of the long T1 phosphorescence lifetime to
discriminate against scattered light and to minimize interference
from shorter-lived S1 excited vibronic states. We typically chose
a time window of duration∼1 µs, beginning 500 ns after the
laser fired and encompassing the maximum phosphorescence
signal. The integrated signal was then plotted against wavelength
(or wavenumber) to produce the phosphorescence excitation
spectrum.

Results and Discussion

Vibronic Analysis. Figure 2 shows the PE spectrum of 2CP
recorded under jet-cooled conditions. The origin band of the
T1(n,π*) r S0 transition appears at the low-frequency end of
the spectrum. A system of T1 r S0 vibronic bands appears
toward higher frequencies, until the S1(n,π*) r S0 origin region
is reached at 1255 cm-1 relative to the triplet origin. The Sr
S0 bands are identified by their previously determined13 frequen-
cies. The S1 r S0 bands are also much more intense than those
due to the T1 r S0 transition; in fact, the intensity of the S1 r
S0 origin band exceeds the dynamic range of our detection
system (as configured for phosphorescence measurements), and
therefore the singlet origin appears with a distorted band
maximum in Figure 2.

In addition to differences in intensity, the rotational band
contours distinguish T1 r S0 from S1 r S0 transitions. The T1
r S0 bands are narrower, as a consequence of distinctly different
rotational selection rules for singlet versus triplet transitions.
The rotational selection rules and band contours are discussed
further in the final section of this paper.

Figure 4 compares the room-temperature CRD spectrum with
the jet-cooled PE spectrum in the T1 r S0 origin region. The
indicated assignments in the room-temperature spectrum are
those we ascertained in our previous investigation7 with the aid
of deuterium substitution as well as known ground-state
combination differences.

Figure 3. Oscilloscope traces showing emission decay following laser
excitation of 2CP. Traces A and B correspond to excitation of the T1

r S0 00
0 and 190

1 transitions, respectively. Trace C corresponds to
excitation of the S1 r S0 00

0 transition, and was recorded using a lower
photomultiplier gain than in A and B. The “spikes” appearing at 0.75
µs in A and B are electronic artifacts attributable to the increased
photomultiplier gain. The heavy line in C indicates an exponential fit
(τ ) 330 ns) to the S1 r S0 fluorescence decay (thin line). The inset
shows the oscilloscope traces over a longer time scale; in the case of
trace A, this view points out an abrupt loss of emission signal as the
phosphorescing molecules travel out of the detector viewing region.
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As expected, the jet cooling effects a dramatic reduction in
spectral congestion. The cold spectrum provides immediate
confirmation that the bands originally assigned as 00

0 and 300
2

(ring-bending excitation) do indeed originate in the zero-point
level of the ground state. Both of these bands follow the
selection rule∆V30 ) even. This selection rule is applicable
becauseν30 is an out-of-plane mode (a′′ symmetry in theCs

point group), and a geometry change occurs along theν30

coordinate4,7 upon excitation to the T1 state.
The 301

1 transition also follows the symmetry selection rule
and is observed in both the CRD and PE spectra. Although the
301

1 transition originates in a vibrationally excited level, the
fundamental frequency ofν30 is only 94 cm-1 in the ground
electronic state, leading to a Boltzmann factor of 0.64 at room
temperature. Thus, the 301

1 band appears with appreciable
intensity in the room-temperature CRD spectrum. In the ground
electronic state, the population ofV30 ) 1 diminishes signifi-
cantly under the vibrational cooling conditions of the jet
expansion. Accordingly, the 301

1 band is just barely detectable
in the jet-cooled PE spectrum. The 301

1 to 00
0 intensity ratio is

1:30. This ratio depends on the effective vibrational temperature
in the jet expansion (Tvib) as well as the Franck-Condon factors
(FCFs) of the two transitions:

From the room-temperature CRD spectrum, FCF(301
1)/

FCF(00
0) ≈ 0.5. This value, when substituted along withν̃30

into the above expression, leads toTvib ≈ 50 K in the present
jet expansion. This same temperature of 50 K was reported by
Cheatham and Laane13 in their jet-cooled study of the 2CP S1

r S0 transition, using Ar carrier gas at a stagnation pressure of
2 bar (as compared to 6 bar of He used in the present
experiment).

Theν30 ring-bending mode of 2CP has significant anharmo-
nicity; this is evident from the nonuniform spacings between
the 00

0, 301
1, 302

2, and 303
3 sequence members in the room-

temperature CRD spectrum (Figure 4). In our previous analysis
of that spectrum,7 the symmetry-allowed 301

1 and 303
3 bands

were particularly useful in characterizing the triplet-state ring-
bending potential, as these band positions (together with ground-
state combination differences) established theV′30 ) 1 andV′30
) 3 level energies. In the present jet-cooled investigation,
detection of the 301

1 band with very low-intensity establishes
definitively that it is a hot band and secures its original CRD
assignment. This adds further confidence to theν′30 energy-
level structure we derived previously for the triplet state, as well
as to the fitted ring-bending potential.

In the absence of vibronic interaction the 300
1 and 300

3 bands
are symmetry-forbidden, because the vibrational overlap integral
for an out-of-plane mode (a′′) vanishes if∆ν ) odd and the
molecule remains planar in the excited state. The 300

1 and 300
3

bands are indeed weak in the CRD spectrum, and their
assignments are uncertain due to a congested background. Hence
in our previous analysis, we did not rely on the 300

1 and 300
3

bands to determine theν30
′ level energies in the T1 state. These

bands are not observed at all in the present jet-cooled spectrum
of the T1(n,π*) r S0 transition.

However, several symmetry-forbidden vibronic bands are
observed in the S1(n,π*) r S0 region (Figure 2), including 300

1

and 301
0. These bands had been observed in previous absorp-

tion21 and fluorescence excitation13 studies of the S1(n,π*) r

S0 band system. The 300
1 and 301

0 bands are made partially
allowed by vibronic mixing of the S1(n,π*) state, which has
A′′ symmetry, with an electronic state ofA′ symmetrysmost
likely S2(π,π*). In that case, the S2(π,π*) state would carry the
oscillator strength for the transition.

A corresponding vibronic mixing is also plausible between
the T1(n,π*) and T2(π,π*) states, and this would lift the∆V30

) even symmetry restriction in the T1(n,π*) r S0 spectrum.
However the T2(π,π*) state would then need to carry the
oscillator strength, which is implausible because the T2(π,π*)
r S0 transition is even more strongly spin-forbidden than the
T1(n,π*) r S0.22 This argument could explain the absence of
∆V30 ) odd transitions in the triplet region of the PE spectrum.

Like ν30, theν28 (CdO out-of-plane wag) andν29 (CdC twist)
vibrational modes are ofa′′ symmetry; however, their forbidden
∆V ) 1 transitions do appear in the T1 r S0 PE and CRD
spectra. Vibronic interaction between T1(n,π*) and T2(π,π*) is
not likely to facilitate observation of such transitions, as implied
by the discussion above. It is possible that the 280

1 and 290
1

bands gain intensity via vibronic interaction within the singlet
manifold, involving the singlet state or states to which T1(n,π*)
is coupled by spin-orbit interaction. This type of indirect route
has been discussed by Tomer et al.14c in their analysis of the
T1(n,π*) r S0 PE spectrum of pyrazine.

The appearance of the 280
1 and 290

1 vibronic bands under jet-
cooling conditions has helped us to secure their assignments
originally made in the room-temperature T1 r S0 CRD
spectrum. Figure 4 shows how the PE spectrum readily picks
out the ν′28, ν′29, and ν′19 (CdO in-plane wag) triplet-state
fundamentals amidst a congested background of unassigned hot
bands in the room-temperature CRD spectrum.

The vibronic band labeled * (at 311 cm-1 relative to the
25 956 cm-1 origin) in Figure 4 appears in both the CRD and
PE spectra but was not previously assigned. This band most
likely has aν′′ ) 0 lower-level assignment, due to its presence

Figure 4. Comparison of the room-temperature CRD spectrum of 2CP
(recorded previously)7 with the present jet-cooled PE spectrum.

1
30

)
I(301

1)

I(00
0)

)
FCF(301

1)

FCF(00
0)

‚ exp(-ν̃30/ kTvib)
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in the jet-cooled PE spectrum. However, we know based on
the vibronic analysis above that the unassigned band is neither
a fundamental in the T1(n,π*) state nor part of a low-frequency
progression within the T1 r S0 system. As a result, the isolated
cold band is tentatively assigned as a member of the strongly
forbidden T2(π,π*) r S0 band system. In previous computa-
tional studies,10c,23the T2 r S0 band origin was predicted to be
nearly isoenergetic with that of the T1 r S0 system. We
therefore tentatively assign the band labeled * at 26 267 cm-1

to the T2 r S0 origin band.
Emission Lifetimes and Quantum Yields.Because PE relies

on detection of emission, whereas CRD is absorption-based,
the patterns of vibronic band intensity differ in the two spectra.
For example, although both spectra show a reduced 300

2 band
intensity compared to the origin (reflecting a decreased Franck-
Condon factor), the intensity reduction of 300

2 is more severe in
the PE spectrum. The other assigned bands in the PE spectrum,
at higher frequency, also show a much larger intensity reduction
(compared to the origin) than would be predicted from the CRD
absorption spectrum. These observations suggest that the
phosphorescence quantum yield decreases with increased vi-
brational excitation in the T1 state.

This conclusion is also supported by direct observations of
phosphorescence lifetime. As indicated in the Experimental
section and shown in Figure 3, the lifetime of the T1 zero-point
level significantly exceeds the molecule’s∼2 µs transit time
through the viewing region of the phosphorescence detection
system. However, the lifetimes of the T1 excited vibronic states
are significantly shorter than this. The assigned bands in the
200-500 cm-1 region of Figure 4 exhibit phosphorescence
decay that is nearly complete by the time the molecules have
traversed the detection viewing region. An example is the 190

1

band; its phosphorescence decay trace is shown in Figure 3.
Quantitative lifetimes are difficult to extract from such data,
because the decay of the excited state is convoluted with drop-
off in detection efficiency as the molecules travel past the
collection optics. However an upper limit for the lifetimes (τ)
of these higher-frequency triplet vibronic states is approximately
2 µs, the transit time through the viewing window. This is
shorter than the typical radiative lifetime for a3(n,π*) state.24

Thus it is plausible that, over the upper range of excitation
energies in this experiment, a radiationless decay process is
populating a manifold of non-emitting (such as S0) background
states.

A relatively rapid nonradiative decay could explain our
difficulties in identifying the triplet-state CdO (ν5) or CdC
stretch (ν6) vibronic band in the PE spectrum. The 50

1 and 60
1

bands are both predicted4 at about 1450 cm-1 relative to the
T1(n,π*) r S0 origin. They are also expected to have Franck-
Condon factors much larger than that of the origin band, based
on geometry changes involved in anπ* r n transition, as well
as intensities observed in the S1(n,π*) r S0 absorption
spectrum.21 Nonetheless, we see little evidence of triplet
excitation in the PE spectrum at frequencies greater than 26 750
cm-1, or about 800 cm-1 above the T1 r S0 origin. Figure 2
shows the higher-frequency region. We do observe the intense
S1 r S0 origin band, as well as weaker fundamentals and hot
bands attached to it that involve the lowest-frequency vibrational
modes. These S1 r S0 vibronic bands congest the PE spectrum,
but to a far lesser extent than in the same region of the room-
temperature absorption spectrum. Therefore we would expect
to observe the 50

1 and 60
1 bands of the T1 r S0 system in the PE

spectrum, unless by coincidence they are submerged by the
(relatively sparse) S1 r S0 bands. The absence of intense T1 r

S0 bands in this region indicates a dramatically decreased
phosphorescence quantum yield for the 50

1 and 60
1 transitions

(compared to the origin), and suggests that theV′5 ) 1 andV′6 )
1 states are particularly susceptible to a nonradiative decay
process.

We do observe a very weak but comparatively sharp feature
at 27 455 cm-1 (or 1499 cm-1 above the T1 r S0 origin), shown
in Figure 5. This feature was not reported in the jet-cooled
fluorescence excitation spectrum of the S1 r S0 band system.13

If the fluorescence excitation study employed a lower scanning
resolution than we used here, this sharp feature might not have
been detected previously. It is tentatively assigned as the 50

1 or
60

1 band of the T1 r S0 system.
Computational results of Garcı´a-Expósito et al.10c can help

to rationalize the diminished phosphorescence quantum yields
in this excitation region. The calculations were aimed at
predicting the photophysical fate of conjugated enones following
S1 excitation, but the results do bear on the photophysics of
isoenergetic triplet states. The S1 states were found to have a
propensity for decaying nonradiatively through T(n,π*) and
T(π,π*) intermediates, ultimately reaching highly vibrationally
excited S0 levels. The fastest decay rates were predicted10c (and
are observed in solution phase)25 for the more flexible molecules
in the series, such as acrolein or 2-cyclohexen-1-one. These two
flexible molecules are also found experimentally to have
essentially zero quantum yield for S1 fluorescence in a colli-
sionless environment.16,26

The more rigid 2CP molecule has a measurable fluorescence
from its S1 zero-point level (see Figure 3) and phosphorescence
from its T1 zero-point level, so nonradiative processes may be
slower in 2CP than in the more flexible enones. Nonetheless
the T1 vibrationally excited levels are short-lived, particularly
in the vicinity of the S1 origin. Thus the nonradiative path S1

f T(n,π*) f T(π,π*) f S0, proposed by Garcı´a-Expósito et
al.10c, may be at least partially applicable to 2CP. The observed
lifetime of the S1 zero-point level (Figure 3) is approximately
330 ns, shorter than the radiative lifetime of about 1µs extracted

Figure 5. Region of the jet-cooled spectrum of 2CP in which the 50
1

(CdO stretch) and 60
1 (CdC stretch) vibronic bands are expected for

the T1 r S0 transition. This region includes the S1 r S0 band system
near its origin (27211 cm-1) and contains several relatively intense
singlet bands. The arrow points to a particularly sharp band, at 1499
cm-1 above the T1 r S0 origin, that is tentatively assigned as the triplet
50

1 or 60
1 transition. The inset shows an expanded view of the spectrum

and points out a scan of the sharp band recorded using a smaller
wavelength step size than in the main spectrum.
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from the integrated absorption strength.15 This observation is
consistent with a nonradiative decay process contributing to the
measured lifetime. Further studies to elucidate the photophysics
following S1 or T1 excitation of 2CP would be valuable.

Rotational Analysis.Figure 6 shows the T1 r S0 origin band
recorded under jet-cooled conditions, using the highest-resolu-
tion scanning increment (0.03 cm-1) permitted with our
frequency-doubled dye laser system. The spectral bandwidth
(fwhm) of the doubled output (near 385 nm) is estimated to be
0.15-0.20 cm-1.

The spectrum in Figure 6 shows three main structures-a
narrow, intense central peak flanked by two broad and much
weaker wings. Each wing contains an extended series of
resolved features whose maxima are separated by roughly
constant (∼0.4 cm-1) intervals. Although full rotational resolu-
tion is not available under the present experimental conditions,
the observed contour and pattern of resolved features broadly
indicate the underlying rotational branch structure of this
T1(n,π*) r S0 transition. In the discussion below, we outline a
model for interpreting the contour and discerning the rotational
structure.

The spacing of resolved peaks within the wings ranges from
0.33 to 0.41 cm-1. We may interpret this observation with the
aid of calculated inertial constants available from a DFT study
of 2CP in its T1(n,π*) state.4 The calculation yielded aBh ) (B
+ C)/2 value of 0.0999 cm-1 in the T1 state. In the ground
state, the experimental value27 for Bh is 0.101 cm-1. Thus the
resolved rotational features in the spectrum are separated by
approximately 4Bh. A spacing of this magnitude corresponds to
the ∆N ) (2 (S- and O-form branch) transitions that are

allowed for singlet-triplet vibronic bands. (TheN quantum
number represents total angular momentum excluding electron
spin, in a coupling scheme analogous to Hund’s case (b) for
linear molecules.)

In order to analyze the rotational contour in further detail,
we rely on a significant body of previous work on singlet-
triplet transitions. Part of this work has focused on rotational
selection rules. Hougen, in a seminal treatment, derived the
selection rules for rovibronic singlet-triplet transitions of a near-
symmetric top.28 Hougen treated the case ofD2h molecules
explicitly, and through correlation techniques provided a guide
for specifying rotational selection rules for molecules of lower
symmetry. Spangler, Pratt, and Birss (SPB) carefully sum-
marized Hougen’s results and used them to analyze rotational
structure in the jet-cooled T1 r S0 phosphorescence excitation
spectrum of glyoxal.29

The present T1 r S0 spectrum of 2CP was recorded under
conditions similar to that of the glyoxal experiment of SPB. In
discussing rotational selection rules as well as line intensities
in the present work, we will rely on several conclusions of SPB,
with a few modifications to account for the difference in
symmetry between glyoxal (C2h) and 2CP (Cs).

Another prior contribution to the interpretation of singlet-
triplet spectra takes the form of computer code written by one
of us (R.H.J.)30 and others, notably the unpublished work of F.
Birss. The former program30 was written originally for the
purposes of predicting and fitting singlet-triplet spectra of
orthorhombic (C2V, D2, or D2h) asymmetric-top molecules,
including cases of large multiplet splittings. For the present
work, the program was modified30b to include molecules such
as 2CP that are of lower symmetry than orthorhombic.

The rotational structure in any T1 r S0 transition ultimately
derives from the selection rules between the ground state and
the singlet excited-state or states that provide the oscillator
strength for the transition. Such singlet states are those having
(1) orbitally allowed transitions from the ground state, (2)
significant spin-orbit interaction with the T1 state, and (3) close
energy proximity to T1. For the T1(n,π*) r S0 transition of
2CP, the most significant contributor of oscillator strength is
likely to be the S2(π,π*) state. Although the S1(n,π*) state is
closer to T1(n,π*), the S2(π,π*) state has a much stronger spin-
orbit interaction with T1(n,π*).31 Moreover, the local symmetry
of the S1(n,π*) r S0 transition represents a rotation of charge
from the n to theπ* orbital, and so the oscillator strength of
this spin-allowed transition is itself very low. Thus the S1(n,π*)
state can be eliminated as a potential contributor of oscillator
strength for the T1(n,π*) r S0 transition of 2CP.

These considerations also apply to the case of glyoxal, and
the rotational structure in its T1 r S0 spectrum was successfully
modeled by SPB29 under the simplifying assumption that
S2(π,π*) is the only radiatively active state coupled to T1(n,π*).
A primary goal of the present analysis is to demonstrate the
extent to which this same assumption is applicable to the
T1(n,π*) r S0 origin band of 2CP.

For spin-allowed (e.g., singlet-singlet) vibronic bands, the
components of the transition dipole moment dictate the rotational
selection rules and line strengths and hence determine the type
of rotational contour. These same dipole moment components
sensitively influence the contour of any singlet-triplet transition
that borrows substantial oscillator strength. So to analyze the
T1(n,π*) r S0 origin-band contour in 2CP, a starting point is a
discussion of the S2(π,π*) r S0 transition dipole moment-
specifically its components in a molecule-fixed coordinate
system.

Figure 6. Upper panel: jet-cooled spectrum of the 2CP T1 r S0 origin
band, recorded using the highest-resolution scanning increment (0.03
cm-1) permitted with the dye laser system. Lower panel: simulated
and observed spectra of the T1 r S0 origin band. The simulation
represented by the red trace was conducted using parameter values listed
in Table 1, as well asTrot ) 30 K andµx ) 0. The blue trace represents
the same simulation, but with spin-spin and spin-rotation constants
excluded.
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Our choice of coordinate system is shown in Figure 1. The
z-axis lies in the plane of the molecule and coincides with the
a principal axis. (The latter nearly lies nearly along the CdO
bond.) Thex-axis, also in the plane of the molecule, is identified
with the b principal axis. They-axis is perpendicular to the
molecular plane and identified withc. This labeling of axes is
the same as others12,13have used for 2CP and corresponds to a
type Ir representation for asymmetric rotors. This representation
is compatible with the existing computer code30afor simulating
the rotational structure in singlet-triplet transitions of asym-
metric rotors.

The S2(π,π*) r S0 (A′ r A′) transition dipole moment is
associated with the conjugated OdC-CdC moiety. The
conjugated bond system is oriented approximately in thez
direction, but the cyclic geometry of 2CP causes the S2(π,π*)
r S0 transition dipole moment to have bothzandx components.
They (out-of-plane) component, which transforms asA′′, is zero
for the A′ r A′ transition.

In principle, the two dipole moment components of the
S2(π,π*) r S0 transition (x and z) could impart intensity to
each of three spin sublevels (|x〉, |y〉, and |z〉) of the T1(n,π*)
state. This leads to the possibility that six separate intensity
parameters would be needed to model the T1 r S0 spectrum.
However we consider only the|z〉 spin sublevel to be coupled
to S2(π,π*), based on arguments of SPB29 and of Chan and
Walton32 pertaining to spin-orbit interaction in the analogous
glyoxal molecule. To model the T1 r S0 origin-band contour
of 2CP, we employ two intensity parameters,µz andµx. These
represent the transition dipole integrals that connect the ground
state to the|z〉 sublevel of the triplet state.

We turn next to the singlet-triplet rotational selection rules.
Hougen derived four sets of selection rules along with intensity
expressions for all∆K,33 ∆N, ∆J allowed transitions. Each set
of selection rules applies to a different triplet-state orbital
symmetry in theD2h point group. (For four of the eight
representations inD2h, the singlet-triplet transition moment is
zero.)

In the Cs point group (pertinent to 2CP), the four sets of
selection rules coalesce into two sets, one for each irreducible
representation (A′ andA′′) in the group.28 For the T1(n,π*) state
of 2CP (A′′), two groups of transitions are allowed, distinguished
by their ∆K selection rule (∆K ) 0, (2 or ∆K ) (1). When
only the |z〉 triplet sublevel is considered, the first group of
transitions is narrowed to∆K ) 0 and involves thez dipole
moment operator, whereas the other (∆K ) (1) involves thex
dipole component.28 Both groups have allowed∆N ) 0, (1,
(2 and∆J ) 0, (1 transitions.

The selection rules and intensity considerations outlined above
are incorporated into a computer program we have used to
simulate the rotational contour of the 2CP T1 r S0 origin band.
An earlier version of the program has been described previously
in detail.30a That version is applicable to triplet upper states of
given symmetry in an orthorhombic (C2V, D2, or D2h) point
group. The program calculates asymmetric-rotor energy levels,
including spin-spin and spin-rotation contributions. It then
simulates the singlet-triplet spectrum by using the one set of
selection rules and line strengths (out of four) that is appropriate
for the given triplet-state vibronic symmetry. The present version
of the program30b deals with molecules ofCs symmetry (such
as 2CP) by calculating the energy levels under the higher,
orthorhombic symmetry constraints and then superposing two
groups of allowed rotational branches (∆K ) 0, (2 and∆K )
(1). To determine the rotational energy levels for our simula-

tions, we used experimental27 and previously calculated4 inertial
constants for the ground and triplet excited states, respectively.

We also used the least-squares fitting feature of the singlet-
triplet simulation program, although the spectroscopic data set
for the 2CP origin band does not permit determination of
genuinely optimized molecular constants. This is because the
spectrum was not recorded at high enough resolution to permit
assignment of individual∆K, ∆N, ∆J rotational transitions.
Nonetheless, we did compile a list of the resolved maxima in
the wings of the origin band and nominally assigned these to
the O- and S-form rotational transitions expected to be most
intense. This enabled us to obtain, through a combination of
automated fitting and manual adjustment, sensible estimates of
spin constants (a0, a ) spin-molecular rotation interaction
constants;30a,34andR, â ) spin-spin interaction constants)30a,34

and a band origin. These parameters were fixed during
subsequent simulations, while we investigated various possibili-
ties for intensity parameter values (µx and µz). During this
process the inertial constants were held fixed as noted above.
The imprecision of the rotational assignments prevented us from
determining meaningful centrifugal distortion constants, so none
were included in the simulations. Molecular constants used in
the simulations are listed in Table 1.

In our investigation we experimented with the relative
magnitudes ofµx and µz in order to maximize agreement
between simulated and observed spectra. (We also coarsely
varied the effective rotational temperature in the jet, in incre-
ments of 5 K, until we obtained optimal agreement atTrot ) 30
K.) Below we show how the chosenµx/µz ratio affects the
simulated band contour and how the optimal choice provides
insight about the source of oscillator strength in the T1 r S0

origin-band transition.
We first consider the limiting case ofµx ) 0. This case would

hold true if theπ-conjugated chromophore in 2CP were aligned
exactly with thea inertial axis. It is a reasonable starting
approximation, considering that the carbonyl moiety is es-
sentially coincident with thea-axis, and the alkenyl fragment
has a significant component in that direction. Figure 6 (red trace)
shows the simulated contour in theµx ) 0 limit, using Trot )
30 K.

The use of a single intensity factor (µz) means that the
simulated spectrum contains only∆K ) 0 subbands, under the
model of intensity borrowing outlined earlier in this section.
Among these subbands, the maximum intensity buildup occurs

TABLE 1: Molecular Constants (cm-1) Used to Simulate the
T1 r S0 Origin-Band Contour of 2-Cyclopenten-1-one

ground-state inertial constantsa

A′′ 0.24718
B′′ 0.11963
C′′ 0.083143

excited-state inertial constantsb

A′ 0.24824
B′ 0.11755
C′ 0.082357

spin-rotation constantsc

a0 0.037
a 0.039

spin-spin constantsc

R -0.25
â -0.25

band originc

ν0 25956.29

a Experimental values from ref 27.b Calculated values from ref 4.
c Determined from the optimization procedure described in text.
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for the ∆N ) 0 (Q-form) transitions that comprise that sharp
central spike in both the observed and simulated spectra.

Also seen in the simulated spectrum is a secondary maximum
on the high-frequency side of the central spike. This appears as
a shoulder in the observed spectrum. (The differing intensities
of the secondary maximum in the observed vs simulated
spectrum can be brought into closer agreement via theµx

intensity factor, to be discussed below.) The secondary maxi-
mum is due to overlapping∆K ) 0, ∆N ) 0, ∆J ) 0 transitions
at largeK (>5). It is displaced from the band maximum because
of the combined effect of twoK-dependences among these
Q-form branches: (1) the frequency shifts due to spin-spin
and spin-rotation interactions35 are proportional toK2, and (2)
the rotational line strengths28 are proportional toK2. The blue
trace in Figure 6 supports this interpretation; it shows a
simulation with the same parameters as in the red trace, except
the spin-spin and spin-rotation constants are set to zero. In the
blue trace, the secondary maximum disappears because the∆K
) 0, ∆N ) 0, ∆J ) 0 branches are not subject to spin splittings.
In the red trace, where the secondary maximum does occur, its
positions in the observed and simulated spectra agree very well.
This agreement supports our choices for spin parameters listed
in Table 1.

The red trace in Figure 6 also shows reasonable agreement
of the maxima that extend into the high- and low-frequency
wings. These features are the∆K ) 0, ∆N ) +2 (S-form) and
∆K ) 0, ∆N ) -2 (O-form) branches, respectively. The
agreement seen within the branches adds confidence to the DFT-
calculated values of inertial constants, as well as the spin
constants obtained in the optimization procedure described
above. The poorer agreement of the blue trace in the wings
indicates both the significance of the spin splittings and the
reasonably high accuracy with which they have been simulated
by the chosen parameters. The level of agreement in both traces
diminishes with increasingN′, likely attributable to the exclusion
of centrifugal distortion constants in the simulation. In a higher
resolution experiment, it would likely be possible to obtain a
simultaneous fit of both spin and centrifugal distortion constants.
Thus the spin constants in Table 1 are better regarded as
reasonable starting estimates for such a fit, rather than quantita-
tive determinations on their own.

Next we incorporate theµx intensity factor and thereby add
∆K ) (1 subbands to the simulated spectrum. Figure 7 shows
the effect of increasing theµx/µz ratio from 0 to 1.5. A prominent
change occurs within the central (∆N ) 0, Q-form) feature of
the simulated spectrum. Asµx/µz increases, the intensity of the
secondary maximum decreases and agrees better with that of
the shoulder in observed spectrum. This is due toaccumulation
of additional intensity in the main, most central spike, relative
to the secondary maximum. The additional intensity comes from
∆K ) (1, ∆N ) 0 transitions at lowK′′ (<5). Higher- K′′
transitions in theQ-form branch are spread out into the wings
and have little effect on the high-frequency shoulder of the
central maximum.

Thus incorporating the∆K ) (1, ∆N ) 0 transitions can
bring the central region of the simulated spectrum into good
agreement with the observed. Because the∆K ) (1 subbands
also containS-andO-form (∆N ) (2) branches, it is important
also to examine high- and low-frequency wings where the
partially resolved∆N ) (2 structure is observed. As seen in
Figure 7, increasing the∆K ) (1/∆K ) 0 intensity ratio in
the simulations (by increasingµx/µz) does not significantly
change the maxima positions within the∆N ) (2 branches.
That is, the pattern formed by theN quantum number is

manifested similarly in both∆K ) 0 and∆K ) (1 subbands.
However, when the maximumµx/µz of 1.5 is used (which affords
the best agreement in the central region), the intensities in the
wings become unrealistically large. Moreover, a largeµx/µz ratio
(>1) in 2CP should be rejected on physical grounds: the
S2(π,π*) r S0 transition (which presumably supplies the
oscillator strength) has a conjugated chromophore that lies more
nearly along thea(z) axis than alongb(x).

An improved simulation of the origin band would (1) lower
intensities in theO- andS-form branches (2) preserve the shape
of the contour in the central region of the band, and (3) rely
minimally on aµx intensity factor. As discussed above, the∆K
) (1 subbands (stemming from aµx intensity factor) appear
to be necessary in the simulation for reproducing the relative
intensities of the central spike and its shoulder. However, it is
possible to retain these subbands without usingµx exclusively.
To do this we relax a constraint imposed earlier in the discussion
of intensity borrowing. In that discussion, we assumed that only
the |z〉 triplet sublevel is coupled to the radiatively active
S2(π,π*) state. We now put this assumption aside and allow
the|x〉 sublevel to couple to S2. The resulting mixed spin-orbital
state is connected to the ground state by az transition dipole
component;28 thereby satisfying criterion (3) above. In addition,
the orbital symmetry required of the triplet state in this case
gives rise28 to the ∆K ) (1 subbands that are apparently
required for criterion (2) above.

Therefore as a final step in the simulation, we incorporate
an additional intensity parameter, which we nameµz(B3g), to
augment theµx andµz intensity factors we have been using up
to this point. The latter two are renamed asµx(B1g) andµz(B1g),
respectively. The labels in parentheses stem from Hougen’s
original derivation of the rotational line strengths and refer to
the spin symmetry of the triplet sublevel in theD2h point group.
In our application to 2CP underCs symmetry, the three intensity
factorsµz(B3g), µx(B1g), andµz(B1g) give rise to∆K ) (1, ∆K
) (1, and∆K ) 0 subbands, respectively.28

Figure 8 shows the simulated origin-band contour, with the
ratio of intensity factorsµz(B3g):µx(B1g):µz(B1g) chosen as 0.5 :
0.5 : 1. In this simulation, the presence of∆K ) (1, ∆N ) 0
subbands leads to good agreement in the central region, as was
seen earlier (Figure 7,µx/µz ) 1.5) when theµz(B3g) intensity
factor was not considered. However, with theµz(B3g) parameter

Figure 7. Simulated and observed spectra of the T1 r S0 origin band.
Simulations were conducted using parameter values listed in Table 1,
in conjunction with the indicatedµx/µz ratios andTrot ) 30 K.
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included as indicated above, theK ) (1, ∆N ) (2 intensities
are reduced to zero because the line strength28 scales as [µz(B3g)
- µx(B1g)].2 This affords better agreement between simulated
and observed intensities in the wings.

By using theµz(B3g) intensity parameter, we consider the|x〉
sublevel of T1(n,π*) to couple to the S2(π,π*) state. The
magnitude of this spin-orbital interaction is expected to be small
but finite for the 2CP molecule. The interaction comes about
because the n orbital has a small amount of oxygen pz character,
and so a|x〉 pz spin-orbital function of T1(n,π*) can couple to
the π orbital of S2(π,π*). In the limit of C2V symmetry, the n
molecular orbital would transform exactly as oxygen px, and
the spin-orbital interaction with S2(π,π*) would involve only
the |z〉 spin function of the T1(n,π*) state.

To summarize the rotational analysis, we have shown that it
is possible to simulate the T1(n,π*) r S0 origin-band contour
of 2CP with reasonably good accuracy by using a model in
which the spin-allowed S2(n,π*) r S0 transition is the sole
contributor of oscillator strength. In the future, this model can
be used to analyze the origin band further if it is recorded at
full rotational resolution. The roughly optimized molecular
constants obtained in the present simulation (including spin-
spin and spin-rotation parameters) can be used as starting points
for a fully determined least-squares fit, once rotational assign-
ment of individual∆K, ∆N, ∆J rotational transitions is achieved.

In the present simulation, we fixed the triplet-state inertial
constants at values obtained from a DFT calculation.4 The
agreement between observed and simulated origin-band contours
(Figure 8) adds confidence to the DFT calculated results.
Improved agreement of features in the∆N ) (2 wings would
presumably be realized by incorporation of centrifugal distortion
constants and by calculating the rotational energy levels under
non-orthorhombic (e.g.,Cs

36) symmetry constraints. We will
undertake such modifications if a fully rotationally resolved
spectrum becomes available in the future.

Conclusions

The 2CP molecule is a prototype for understanding the rich
photochemistry and photophysics of the cyclic enones. Much
of the enone photochemistry is mediated by the lowest-lying
triplet states T(n,π*) and T(π,π*), and the roles of these states

have been probed extensively in prior computational investiga-
tions.11 In our spectroscopic studies of 2CP we are aiming to
acquire benchmark structural and dynamical information on the
triplet states that can be used to test the accuracy of computa-
tional predictions and refine the techniques.

In the present work we have used jet cooling to simplify the
vibronically resolved spectrum of the T1(n,π*) r S0 transition.
This has enabled us to confirm the vibrational assignments made
previously in the room-temperature CRD spectrum.7 The added
confidence in these assignments is important because several
of the vibrational fundamentals in the T1(n,π*) state, as well as
the fitted ring-bending potential, differ markedly from those of
the S1(n,π*) state.7 The differences indicate that the ring is less
rigid in the triplet state than in the singlet. As we pointed out
in our previous CRD study, this suggests that in the triplet state,
the n,π* chromophore is more delocalized to include the
conjugated ring atoms than in the singlet state. The present work,
in confirming the triplet vibronic assignments, adds further
support to that conclusion.

We have also investigated the lifetimes of the T1(n,π*)
vibronic states. We observe a pronounced shortening of the
phosphorescence lifetime at higher vibrational energy, particu-
larly around 1200 cm-1, the region of the S1(n,π*) r S0 origin.
We attribute the faster decay in this region to nonradiative
relaxation to the ground state. This nonradiative decay has been
invoked in previous computational10 and solution-phase experi-
mental25 investigations of enone photochemistry. The present
work constitutes the first state-resolved investigation of this
decay. Our findings set the stage for a jet-cooled CRD
absorption study that could characterize the lifetimes more
precisely via measurements of homogeneous line broadening.

Finally, the jet cooling has enabled us to record the T1(n,π*)
r S0 origin-band rotational profile without congestion from
high-J′′ states or interference from vibrational hot bands. We
were able to simulate the rotational contour by using a model
in which the S2(π,π*) r S0 transition provides the oscillator
strength. This modeling process is an important step toward a
comprehensive spectroscopic characterization of the T1(n,π*)
state. The next step is to record the T1(n,π*) r S0 spectrum at
high resolution, so that the triplet-state molecular constants can
be determined quantitatively by least-squares fitting. This goal
has been achieved for just a handful of medium-sized organic
molecules (notably glyoxal,29 acetaldehyde,14band pyrazine).14c,d

The 2CP molecule, with its cyclic enone functionality, would
be a uniquely valuable addition to this list.
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