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The block-localized wavefunction (BLW) approach is an ab initio valence bond (VB) method incorporating
the efficiency of molecular orbital (MO) theory. It can generate the wavefunction for a resonance structure
or diabatic state self-consistently by partitioning the overall electrons and primitive orbitals into several
subgroups and expanding each block-localized molecular orbital in only one subspace. Although block-localized
molecular orbitals in the same subspace are constrained to be orthogonal (a feature of MO theory), orbitals
between different subspaces are generally nonorthogonal (a feature of VB theory). The BLW method is
particularly useful in the quantification of the electron delocalization (resonance) effect within a molecule
and the charge-transfer effect between molecules. In this paper, we extend the BLW method to the density
functional theory (DFT) level and implement the BLW-DFT method to the quantum mechanical software
GAMESS. Test applications to the conjugation in the planar allyl radical and ions with the basis sets of
6-31G(d), 6-31+G(d), 6-31HG(d,p), and cc-pVTZ show that the basis set dependency is insignificant. In
addition, the BLW-DFT method can also be used to elucidate the nature of intermolecular interactions. Examples
of m—cation interactions and solutsolvent interactions will be presented and discussed. By expressing each
diabatic state with one BLW, the BLW method can be further used to study chemical reactions and electron-
transfer processes whose potential energy surfaces are typically described by two or more diabatic states.

1. Introduction it is difficult if not impossible to uniquely define and self-
consistently optimize the wavefunction for a specific diabatic
state within MO-based methods. In contrast, VB theory is
established on resonance structures (or diabatic states), and each
diabatic state can be concisely represented by a Heilter
London-Slater-Pauling (HLSP) functiort. Computationally,

Often our contemporary chemical models and thinking are
broadly dependent on the Lewis concept of electron pair bonding
proposed more than 90 years dgavhich was later confirmed
by Heitler and London in the case of the hydrogen molecule

and generally developed to valence bond (VB) theory by Slaterthe most remarkable difference between the VB and MO

e A pe
and Paulind™® Within the framework of VB theory, a theories lies in the nonorthogonality of orbitals in the former.

conjugated molecule or a chemical reaction (adiabatic state) canAlthough the nonorthogonality centers on many chemical

?;;S;?fg;;:”&g? ggeaéﬁgr;igﬂiggebsmljgél;ﬁzgrsrr]gcr;ﬁii?%odels and is in agreement with the fundamental assumption
y that chemical bonds originate from the overlap of bonding

bonds. Alternatively, molecular orbital (.MO) theory assigns orbitals, it leads to the so-calléd! problem (N refers to the
electrons to the canonical MOs that are linear combinations of . SR
number of electrons in a system), which indicates that all terms

atomic orbitals. In other words, MOs are delocalized over the are non-negligible in the evaluation of Hamiltonian and overla
whole molecular system. Although canonical MOs can be . 99 ap
matrix elements. In the MO theory, however, the orthogonality

transformed to nonoptimal localized MOs that more or less traint of MO iy red th tational lexit
correspond to electron pair bonds by ad hoc localizing algo- constraint o s greatly reduces the computational complexity
by zeroing most of the terms and is largely responsible for the

rithms/ a long-standing challenge in modern theoretical chem- . X )
istry has been on how to accommodate the conventional VB popularity of the MO methods in the current computational
chemistry field.

theory and concepts into the ab initio paradigm, which is now
overwhelmingly dominated by the MO-based methods. For During the past two decades, VB theory has regained its
instance, the quantitative study of the electron delocalization momentum and enjoyed a renaissance to some extent with the
(conjugation) within a molecule or electron-transfer effect completion and releasing of a few modern ab initio VB
between molecules requires an unambiguous definition of the computational code®? ** including the Xiamen VB (XMVB)
reference diabatic state where the electron delocalization orpackage€?*3 This spin-free ab initio VB code is based on a
transfer is quenched. Due to the delocalization nature of MOs, novel algorithm called paired-permanent approach and contains
the capabilities of VB self-consistent field (VBSCF), breathing
* Corresponding author. Tel: 269-387-2916, 269-387-2909. E-mail: Orbital VB (BOVB), and VB configuration interaction (VBCI)
yirong.mo@wmich.edu. computations. Although the high computational cost still limits
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at the State University of New York at Buffalo and University of
Minnesota as a research associate on the development of the combinegrocess of a chemical reaction from reactants to products and

QM(MOVB)/MM method and molecular dynamics simulations of typically involves two resonance (diabatic) states (multistate
enzymatic catalysis. After working as a Computational Biochemist at EVB or multiconfiguration MM approaches are also avail-
Xencor for 1 year, he moved to the Western Michigan University in 9202
the August of 2002 where he is presently an Associate Professor of 8PIE%2%?), namely one reactant state A and one product state
Chemistry. He is also an Adjunct Professor at Xiamen University. His B. Whereas the ground state potential results from the mixture
research interests include the electron-transfer theory and the modelingof both diabatic states, the potential function associated with
and engineering of biological systems. each diabatic state is expressed in terms of molecular mechanical
(MM) force fields. The key of various EVB approaches is the
off diagonal matrix elemertiag (Sag is assumed zero), which
is often simply approximated with an exponential functi®#s
or a generalized Gaussian forfd® or its improved formg?21
In fact, the computation ofiag also centers on the electron-
transfer theory because it is directly related to the electron-
transfer raté*2% In EVB approachesHag is calibrated to fit
the resulting potential energy surface to either the experimental
or high level ab initio data. Moreover, it is often assumed that
changes ofHag due to the environment (e.g., from solution to
protein) are negligible. This ad hoc key EVB assumption is
validated for the test case ofyS reactions using the frozen
density functional theory (DFT) and the constrained DFT
approaches recent®{ Numerous applications have distinctively
demonstrated the importance of the VB approaches in gaining
Lingchun Songobtained his B.S.(1997) and his Ph.D.(2002) in physical new insights into molecular structures, properties, and reactivity
chemistry from Xiamen University, China. After graduation, he in both gaseous and condensed phases, which are supplementary
Irverr;Zisnseodr i r?tzo)ggr?.een-oﬁ?ﬁfé%sigﬁﬂvﬁs rghoma?t\‘f\festt‘ér rﬁf/lsigﬁiia;i to those obtained from MO computations. Even for complicated
University as a \/isitir{g Scientist in 2006. gurrgntly he is doing h%s enzyme-cgtalyzgd r,eaCt'cmS' simple VB concepts and Idg&S have
postdoctoral research in Professor Jiali Gao’s group at the University Shown their distinctive valué$:*" However, the further utiliza-
of Minnesota. His research interests include ab initio and semiempirical tion of the VB ideas at the empirical and semiempirical levels
valence bond theory, inter- and intramolecular interaction, and QM/ should be carefully scrutinized by benchmark ab initio VB
MM methods for simulations of proteins. computations. It is thus highly desirable to develop ab initio
the application of the ab initio VB methods to small systems, VB-like approaches with high computational efficiency.
the impact of this development on the reformation of our A promising strategy is to combine the advantage of MO
chemical knowledge is significant and divefdé4 Compared and VB theories. One successful example in this regard is
with MO theory, VB theory provides a concise description of Goddard’s generalized VB (GVB) methé8iywhich retains the
multireference character and an intuitive model for a chemical VB form for one or a few focused bonds (perfect-pairs) but
reaction and its potential energy surface. accommodates the remaining electrons with orthogonal and
Apart from the recent advance in ab initio VB methods, doubly occupied MO’s. Recently, we proposed the block-
numerous empirical or semiempirical VB approaches have beenlocalized wavefunction (BLW) method at the Hartrefeock
proposed and applied to the study and reinterpretation of a wide(HF) level which is as efficient as the conventional HF
range of structural and mechanistic problems in chemi&f§22 method?®—34 Instead of allowing all MOs to be a combination
Notably, empirical VB (EVB) approaches use the VB picture of all atomic orbitals in MO theory, this BLW method defines
of chemical bonding to describe the changes of bonding in the the wavefunction for a diabatic state by limiting the expansion
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of each MO (called block-localized MO) to a predefined respectively, and(S) andD(S,) are the first and the second-

subspace. As a consequence, block-localized MOs belongingorder cofactors of the overlap matrix between the two VB

to different subspaces are generally nonorthogonal. In such adeterminants, respectively. Over the years, several groups have

way, the BLW method preserves the characteristics and developed efficient algorithms to simplify the computations of

advantages of both the VB and MO theories. Significantly, the the Hamiltonian and overlap matrix elemePtd&mong them,

BLWs for diabatic states are optimized self-consistently, and the XMVB code adopts the novel paired-permanent determinant

the adiabatic state is a combination of a few (usually two or (PPD) algorithmt238 For aN x N matrix ,i,j =1, 2, ...,N,

three) diabatic state wavefunctions. Although the usefulness ofa PPD is defined as

the BLW method has been demonstrated by a range of

applications and the comparison between the BLW and modern PPDA) = pZND[lll](P)alp 88y 15 Bnp (5)

ab initio VB calculations where electron correlations are taken c v T

into account confirms the reliability of the BLW meth@&#33.35

we note that the current BLW method is implemented at the where P is a permutation and{J(P) is the first diagonal

HF level where electron correlation effects are not considered. matrix element associated with the permutatienfor the
Kohn—Sham DFT has a self-consistent procedure identical standard YoungYamanouchi orthogonal irreducible represen-

to the HF method except that the HF exchange potential is tation [1]. The computation of a PPD function is performed by

replaced by a DFT exchange-correlation (XC) potential. But a procedure similar to the Laplace expansion algorithm for

significantly, DFT includes dynamical electron correlation and determinants. AN-order PPD can be reduced to PPD’s of order

some static correlatioff. Thus, the extension of the BLW (N — 2), (N — 4), etc., and finally to 2-order PPD’s for close

method to the DFT level is highly expected and feasible. In shell systems. In the routine of a PPD expansion, there are many

this paper, we will describe our recent development and redundant sub-PPDs. Thus, all required sub-PPDs are computed

implementation of the BLW-DFT method for systems of either in advance, labeled by indices, and stored in an external dataset

closed or open shells. The developed computational codes havédile which can be loaded when it is needed.

been ported to the most recent version of GAMESS software. 2.2. Bond Functions and Generalized Valence Bond (GVB)

Test calculations will also be presented and discussed. Method. One dramatic way to boost the computational ef-
ficiency of VB methods is the replacement of the bond function
2. Methodology shown in eq 2 with a doubly occupied MO-like localized orbital

2.1. Ab Initio Valence Bond (VB) Theory.In VB theory, a
resonance structure is constructed with chemical bonds each of
which concerns only two atoms and is thus strictly localized.
For a system oN = 2n + 2S electrons If is the number of
electron pairs an8is the spin quantum number), each resonance
structure can be uniquely expressed by a HLSP function as

Pa12 = N gila(2i—1) f2)]} (6)

whereg; is usually localized over the two bonding atoms and
nonorthogonal with othe®:*° As such, the VB wavefunction
eq 1 is reduced to a single Slater determinant. Bond functions
are particularly suitable for the discussion of intramolecular
— A electron delocalization. For example, Sover et al. examined the
Y= MAGLZ 307 120220+ Dreeda(N)- (1) barrier potential to internal rotation in ethane with this kind of
whereMy is the normalization constanh is the antisymme-  bond-orbital wavefunctions and concluded that the dominant
trizer, and a1 is a bond function corresponding to the contribution to the barrier is the repulsion betweenkChond
chemical bond between orbitajsi_1 and¢s (or a lone pair if ~ Orbitals® This form of wavefunction can also be used to study
ba1 = 1) the effects of conjugation and hyperconjugation by substituting
the # MO'’s in the HF wavefunction with ethylene MO'’s
Qo5 = A{ bo_1Pxla(2i—1) B(2i) — B(2i—1) a(2)]} derived from calculations of ethene with the same basié'4ét.
' 2) Apparently, the further introduction of orthogonality and delo-

] ) ) calization over the whole system for orbitdk;} leads to the
In eq 1 there are 2singly occupied orbitals fronpzn+1 to ¢. much familiar HE wavefunction.

As each bond function (eq 2) can be expanded into two Slater e very successful GVB method can be regarded as the
determinants, a HLSP comprises 8fJater determinants. The hybrid use of egs 2 and 6 M2 where the focused perfect-

overall_many-electr_on wavefunction for_an adiabati_c (ground pairs are expressed in VB form (eq 2), but the rest electrons
or excited) state is consequently a linear combination of gre nyt into orthogonal and doubly occupied MO’s in the form

important VB function$ of eq 6. The introduction of the strong orthogonality constraint
_ between VB orbitals and MO’s significantly reduces the
W= ZCKIPK @) computational demand for GVB calculations. The GVB method

is particularly advantageous for the study of excited states and
photodissociation pathways which cannot be well described with

where the coefficient{Cx} are determined by solving the o k 8
a single-determinant HF wavefunction.

secular equatiorHC = ESC. But the evaluation of the . X
Hamiltonian and overlap matrix elements between VB functions . 2-3- Block-Localized Wavefunction (BLW) Method. A
remains a challenge (the so-calleill ‘problem”) for ab initio further simplification of the VB wavefunction is the use of group

VB methods due to the nonorthogonality of VB orbitéts} . functio_ns instead of _bond functions by allowing t_he doubly
For instance, the Hamiltonian matrix element based on deter- °cCuPied bond function (eq 6) to partially delocalize over a
minants is expressed as fragment of the system instead of only two bonding atoms. This

kind of combination of the VB and MO theories has the
M.HDES D) + _ D(t 4 remarkable advantage of using the least number of diabatic states
HID, Zs (&) Kuzsq @su ~ GswDS) () to describe an overall chemical reaction process. For instance,
in the Marcus-Hush model for a doneracceptor systerff,43
wheref,s and g« are one-electron and two-electron integrals the electron-transfer (ET) process is normally described by two
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electron-localized diabatic states, namely one pre-ET and one The self-consistent optimization of orbitals in the BLW
post-ET states. Because the focus is the electron transfer frommethod is the key to distinguish it from other post-SCF
the donor to the acceptor, usually the electron delocalization localization methodsand can be accomplished using successive
within the donor or acceptor per se is not our concern and thus Jacobi rotatio?? or the algorithm by Gianinettia et &:*>The

it was better to use one concise wavefunction instead of severallatter generates coupled Roothaan-like equations and each
VB wavefunctions for the donor or acceptor to simplify both equation corresponds to a block. For the example of two blocks
the numerical computations and conceptual picture. But in termsa andb, the coefficient matrix takes the diagonal form

of the whole donoracceptor complex, either the donor or

acceptor is only a fragment, and both the pre-ET and one post- C= (Ca 0 ) (12)

ET states need to be defined individually following the VB 0 C

concepts. Putting the above considerations together, recently

we generalized the idea of localized bond functions and WhereC, and Cp, are submatrixes. The overlap mat&xcan
proposed the BLW methot-34 In the BLW approach it is ~ @lso be partitioned as
assumed that the overall electrons and primitive basis functions

; o : ) . S, S
in a system are partitioned into several physically defined Sz( aa ab)
subgroups, in line with the conventional VB ideas. Tilie Sha S
subspace consists §fi., # = 1, 2, ...,m} basis functions and . . . .
accommodates; electrons. Clearly, for a resonance structure The efective over!ap matri§, and effective Fock matrik
every two electrons form a subspace. However, we extend thefor block a are defined as

(13)

definition of resonance structures to diabatic states and allow a S,=S,.— S.D,S, (14a)
subspace to have any number of electrons. The block-localized ab=b™ha
MOs for theith subspacg ¢, j = 1, 2, ...,m} are expanded 1,
with m basis functiond yi} Fo= (1] — abDb)F( D,S.. ) (14b)

m

The general stationary condition for each block, e.g.aois
(p| Clme (7)

“= { F;Ca = F;aCaLa (15)

Subsequently, the BLW is defined using a Slater determinant C:S'aca =1,

and in the case d6= 0, it is ) S )
More details on the Gianinettia et al.’s algorithm can be found

wBW = M, in their original literature’*> Obviously, it is straightforward
1 s s to extend the above two-block algorithm to cases of any number
(N) "= defg1,°015™  @1002) P21 sl §0|(n/2) *Pi(ng2) ’| of blocks, as eq 15 can be solved sequentially for each block
(8) and the rest is regarded as one block. Furthermore, the first

derivative of the energy with respect to nuclear coordingdgs
Orbitals in the same subspace are subject to the orthogonalitydirectly takes the form in conventional HF thetiry
constraint, but orbitals belonging to different subspaces are

nonorthogonal in general. Thus, the BLW method combines the JEBW d(uv|po)
characteristics of both the MO and VB theories. For the example —, — — =2 z d, — -+ z [2d,,d,5 = dpdy] ——— —
of a 2 reaction A+ BC — AB + C, we can define two BLWs oG w % o Y%
for the reactant and product states as S,
2 z — (16)
WEW = M A[D(A) O(BC)] (9a)
BLW whereW,, is a Lagrangian variable. With the first derivatives
Wy MpA[‘I’(AB) P(C)] (9b) derived analytically, the second derivatives can be computed
) ) numerically.
where A and BC form two blocksd{ is a successive product e have written an independent BLW code at the HF level

of all occupied block-localized MOs in a block) in the reactant yith high efficiency, and numerous applications endorse its
stateW,”" and the product statd ;=" consists of AB and C  ysefulness. For instances, we have studied the charge transfer

blocks. By defining the electron denSity matrix in the prototype of donefacceptor Comp|exes &N‘Hal?ﬁ
. L probed the nature of the ethane rotation batfiend the
D=C(C'SC) C (10) cation— interactions in-opioid receptor binding? proposed

an energetic measure of aromaticity and antiaromaticity based
on the Pauling'Wheland resonance energisand analyzed
the charge transfer between solute and solvent with up to 1202
basis functiong®

whereS s the overlap matrix of the basis functions. The energy
of the BLW can be determined as

m m
BLW _ rqBLW BLW However, we should point out that as VB theory focuses on
E AIHI0= Z\ VZ\ d‘”hf“’ + individual atoms and atomic orbitals, ab initio VB methods and
m m the BLW method may not work well if the basis functions lose
Z (11) atomic characteristics, e.g., when a complete basis on a single
5 £ %P center for a molecular system is used. As a matter of fact, this

unphysical basis set artifact complicates not only ab initio VB
whereh,,, andF,, are elements of the usual one-electron and methods but also MO-based analyses on atomic properties in
the Fock matrices, and,, is an element oD. molecules, and in reality we are using basis functions optimized
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for individual atoms. Thus, the BLW method is applicable with 3. Test Calculations with the BLW-DFT Code

regular basis sets and with the currently popular basis sets from Th
e BLW method at both the HF and DFT levels has been
6-31G(d) to 6-31¥G(d,p) and cc-pVTZ, our tests show that implemented and ported to the general ab initio quantum

the baszgssssgtsodependence is generally trivial for the BLW chemistry package GAMESS softwafand the code has the
methodks. 2545, _ _ geometry optimization capabiliti€The BLW method can not

2.4. BLW Method at the Densny Functional Thegry (DFT) ~ only evaluate the PaulingWheland resonance energy in
Level. Due to the low computational costs and incorporation conjugated systerd33but also explore the nature of intermo-
of (at least p_artial) electron correlation, DFT me_thods provid_e lecular interactions and decompose the interaction energy in
a sound basis for the development of computational strategiesterms of Heitler-London, polarization, and electron-transfer
for studying p_otentlal energy surfaces, _dynam|cs, various energy terms, where the Heitletondon energy term can be
response functions and spectroscopy, excited states, and many(rther decomposed to electrostatic and Pauli exchange interac-
more>! Although there are several known deficiencies in DFT, tjgng30.3548.5055 | the following we will present a few
e.g., DFT is less accurate for weak interactions (nonbonded preliminary applications of the BLW-DFT code to the resonance
interactions) andr-bonded systems, significant and persistent jn the allyl radical and its cation and anion, the nature of
efforts have been put forth to develop new functionals, ;—cation interaction between a few cations and benzene, and
particularly the critical exchange and correlation functicdal.  the charge transfer between solute and solvent with the
For the sake of simplicity, approximate dispersion corrections, sypermolecular models of a positively charged ammonium and
e.g., aCe/r ®term, can be added to DFT calculations dire€tly.  jig methyl substitutes methylamines M, (n = 0—3) plus

In DFT, the self-consistent KokfSham (KS) procedure is  a few water molecules surrounding each cation.

strictly analogous to the Hartre¢-ock—Roothaan SCF proce- 3.1. Conjugation in Allyl Radical and lons. The allyl
dure, except that the HF exchange potential is replaced by asystems (radical, cation, and anion) are classical examples to
DFT exchangecorrelation (XC) potential. And the orbital illustrate the resonance theory as well as thiekéliMO theory,

equations of DFT have the same forms as those in HF theoryand described with two resonance structures as
except with a different Fock matrix cH CH CH
4"“\ = N e TR
F— 4 4+ J 4+ F¥Ca 17) B *" - N CH, HC CH, H,C CH,
These allyl systems are considered to be stabilized by electron

whereH is the one-electron Hamiltonian matrix adds the delocalization. According to the original definition of Pauling
Coulomb matrix. The elements afexchange-correlation matrix  and Wheland in VB theor§¢56the magnitude of resonance is
FXCe can be evaluated by a one-electron integral involving the measured by the resonance energy (RE), which is “obtained by
local electron spin densities (LSD methods), or by an integral subtracting the actual energy of the molecule in question from
involving electron densities and their gradients (GGA methods). that of the most stable contributing structub&Within the MO
Thus, it is fairly straightforward to implement the BLW idea theory, however, approximations must be taken to quantify the
into DFT as long as we keep all the equations (egsl@) resonance effect. For instance, if the rotation of a part of a
unchanged except that the Fock matrix therein is replaced by asystem can deactivate the conjugation effect over the rotated
DFT one FX¢®). Recently, we extended the BLW method to bond, the subsequent rotation barrier can be used to approximate
the DFT level by adopting the block-localized orbitals in the the resonance stabilization enefgyBut the involvement of
KS-DFT procedure, and the implementation of the BLW-DFT other factors such as hyperconjugation effect, steric effect, etc.
method consists of the following steps: in the rotation process may severely complicate the interpretation

(i) Construct the DFT Fock matrix and calculate the DFT of the rotation barrief?4° As a matter of fact, the strength of
energy. resonancestabilizationinthe allyl systems has been controt&faric!

(ii) Construct the effective Fock and overlap matrices for each Wiberg et al. studied the rotation barriers in allyl ions in terms
block. of electronic delocalization and electrostatic energies and
concluded that the resonance stabilization is negligible in the

i) Solve th li I ti ty~>. R, i . - :
for(rllq)tﬁg \rlliw ig:frf]iiir:rﬁ?aiZeggnirit?/qr?wztlggs and subsequen yamon but significant in the catiot¥,and Gobbi and Frenking

. o . . argued that the conjugative contribution to the resonance
(iv) Check the variation of the density matrix. Go back to g Ilg

he fi if . hed: otherwi - stabilization is comparable in magnitude in the three allyl
the first step If convergence Is not reached; otherwise, print out systems$? Our ab initio VB studies showed that the allyl cation
the final outcome and compute various properties.

and anion possess comparable resonance stabilization but the
Because achieving a self-consistent field with DFT is usually radical has only half of that strengf.
more difficult than with the normal HF methOd, PUlay’S DIIS Here we performed both the regu]ar DFT and BLW-DFT
technique is used to update the Fock matrix and accelerate thesalculations to derive the delocalized and localized (the most
convergencé’ The fluctuation of density matrix in the process  stable resonance) structures with the basis sets of 6-31G(d),
of iteration will be taken as the error vector. Fortunately, the 6-31+G(d), 6-311+G(d,p) and cc-pVTZ. On the basis of the
present version of GAMESS has the capability of performing geometries employed, two types of resonance energies are
DFT calculations thus we used GAMESS as a platform to  defined (Scheme 1). One is the vertical resonance energy (VRE)
implement the BLW-DFT method. which is the energy difference between the optimal delocalized
The formulation of the BLW method for open-shell systems state and its most stable resonance contributor at the same
is quite similar to eqs 716 where the doubly occupied orbitals geometry. The other is called adiabatic resonance energy (ARE)
are replaced with singly occupied spiarbitals. In other words,  which is the energy difference between the optimal delocalized
we replace the Fock matrix with treeand Fock matrices in state and the optimal resonance structure; i.e., both geometries
the restricted or restricted open-shell self-consistent equations.are relaxed. The difference between VRE and ARE reflects the
The current version of BLW-DFT works for both closed-shell compression energy for theframe. Results are compiled in
and open-shell systems. Table 1.
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TABLE 1: Optimal Carbon —Carbon Bond Lengths (&) and
Resonance Energies (kcal/mol) in Allyl Systems at the DFT
Level

. localized
delocalized structure
structure
allyl basis set Ry R R, VRE ARE
radical 6-31G(d) 1.384 1.330 1514 31.8 227
6-31+G(d) 1.387 1.333 1519 32.7 235
6-311+-G(d,p) 1.382 1.327 1519 33.1 236
cc-pVTZ 1.378 1.323 1509 32.1 232
cation 6-31G(d) 1.385 1.333 1501 57.6 50.7
6-31+G(d) 1.385 1.335 1502 56.3 49.4
6-311+G(d,p) 1.381 1.330 1.498 55.6 48.8
cc-pvVTZ 1.377 1.328 1.472 51.1 46.3
anion  6-31G(d) 1.394 1.341 1507 53.0 46.1
6-31+G(d) 1.399 1.340 1538 515 424
6-311+G(d,p) 1.395 1.335 1537 514 419
cc-pvTZ 1.390 1.336 1508 48.5 41.8

Although the allyl systems show insignificant basis set

energies, a general trend is that cc-pVTZ tends to slightly shrink
bonds in both DFT and BLW-DFT optimizations, particularly
for the single bonds in the allyl ions. In addition, for the allyl

anion the 6-31G(d) basis set results in a shorter single bond
(R2) and higher resonance energies than other basis sets. Thi

indicates the importance of diffuse functions for anions as well
recognized. As expected, the charge localization in the optimal

localized structures makes the double bonds converge to the;

ethylene double bond, and the optimal Gs@ si# single bond
length in the allyl radical is consistent with the computations
of other neutral polyenes and benzéh& Similar to previous
results at the HF leveék the single bond is sensitive to the

electrostatic and Pauli exchange interactions. Table 1 shows tha
the positive charge in the methylene group shortens the single

bond (in the allyl cation) by about 0.02 A, whereas the negative
charge lengthens the single C?si€ s bond length (in the
allyl anion) by 0.02 A with the basis sets of 6-8G(d) and
6-311+G(d,p) but essentially maintains the bond length un-
changed with the cc-pVTZ basis set. Comparison with our
previous BLW results at the HF levéindicates that the electron

correlation increases the resonance energy values, partiCU|ar|yprototypical

in the allyl cation. For instance, the ARE for the allyl cation
and anion are 36.6 and 38.1 kcal/mol at the HF level with the

6-311+G(d,p) basis set, but the values are 48.8 and 41.9 kcal/

mol at the DFT level with the same basis set. However, the
current BLW-DFT calculations once again confirm that the

magnitude of resonance in the allyl ions is comparable because
the equal distribution of the charge across the system is the

primary driving force for the very high and comparable
resonance energies in the allyl ions. For the neutral allyl radical,
the resonance stabilization is much lower than its ionic

Mo et al.

resonance energies, the hyperconjugation effect in the rotated
structures stabilizes the systems and makes the final rotation
barriers much lower than their respective resonance energies in
the planar structures. In other words, the correlation between
the rotation barriers and resonance energies, which can be found
in many systems including the current allyl systems, is mostly
due to the fact that the resonance energies in planar structures
are much larger than other factors such as the steric repulsion
change in the rotation process and the hyperconjugation
stabilization in the rotated structures.

3.2.7—Cation Interactions between Cations and Benzene.
As a pilot test for intermolecular interactions, we studied a kind
of extremely strong noncovalent interaction, nametycation
interaction, which even can compete with full aqueous solvation
in binding cations;r—cation interaction plays a key role in
biological recognitiorf263 where cations such as simple Na
or complex acetylcholine (ACh) bind aromatic components from
the amino acids Phe, Tyr, and Trp. The elucidation of the nature
of this specific interaction will be especially helpful for the

%nderstanding of the mechanisms of enzymatic catalysis and

ion channels.

We choose benzene as tharomatic system to interact with
cations. Although benzene is a nonpolar molecule, it has a
quadrupole moment, and Doughé®§* assumed that the

Rlectrostatic interaction between the cation and the quadrupole

charge distribution of the aromatic is of prime importance in
the z—cation interaction§ whereas additional terms such as
induced dipoles, polarizabilities, dispersion forces, and charge
transfer should be included to quantitatively model the cation
interactions. Kollman and co-workers showed the molecular
mechanical model with polarizability can modet-cation
interaction energies better than two-body addictive motfels.

sing a perturbation approach, Cubero et al. explored the
importance of cation— aromatic polarization effects on
cation—ux interactions and found that the polarization energy is
70% of the magnitude of the electrostatic energy at the optimal
Na"—benzene distance of 2.47A.

To elucidate the origin ofr—cation forces, we investigated
the interactions between a few simple cations @Li*, Na",
K*, NH;*, and N(CH)4t, as shown in Figure 1) and the
aromatic system, benzene, with the energy decom-
position scheme based on the BLW metii&¢£:5055where the
interaction energy with the basis set superposition error (BSSE)
correction is decomposed into Heittdrondon energyAEn, ),
polarization energyAE,) and charge-transfer energiKcr)

AE,, = E(W,5) — E(W9) — E(WQ) + BSSE
= AE, + AE,, + AE¢; (18)

where AEy is the energy change by bringing monomers

counterparts and its resonance energy is about half of those ingggether without disturbing their individual electron densities,

the allyl ions.

It is also interesting to note that the rigid methylene rotation
barriers at the B3LYP/6-31G(d,p) level are 20.1, 38.4, and
31.1 kcal/mol for the allyl radical, cation and anion, respectively.
Although these barriers are in qualitative agreement with the

SCHEME 1
Ry CH{ &
~cH,

VRE
—
Alh‘

R
S

HC ™ o CH,

AEpq corresponds to the redistribution of electron density within
each monomer due to the electric field imposed by the other
monomer, andAEcy is the stabilization energy due to the
penetration of electrons between the monomers. It should be
noted thatAEy, is a sum of electrostatic and Pauli exchange
repulsion energies. Because the exchange of electrons is a
guantum mechanical effect and classical force field approaches
have difficulties formulating the exchange energy separately,
here we simply usé\Ey, as the electrostatic energy.

Our test calculations on the interactions between cations and
benzene are performed with geometries optimized at the MP2/
6-311G** level, and subsequent BLW energy analyses are
conducted at the B3LYP/6-311G** level. Table 2 compares
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(a) (b) (©)
Figure 1. Geometries for ther—cation complexes: (a) MCsHs) (M = Li, Na, K); (b) NH4"(CsHg); (c) N(CHz)4"(CeHe).
TABLE 2: BLW-DFT Energy Decomposition Analyses on

the 7—Cation Interactions with the 6-311G(d,p) Basis Set
(kcal/mol)a

complex  AEn. AEpg AEct  AERB3-YP AE,MP2
Li*(CeHe) —-8.3 —21.9 —8.9 —39.1 (-40.2) —35.8 (-40.1)
Na*(CeHs) 9.6 —11.6 —3.0 —24.2 (-25.4) —21.8 (-25.2)
K*(CeHo) —54 —7.8 —3.3 —16.6 (-17.4) —17.5 (-20.3)
NH4(CeHe) —29 —7.9 -57 —-16.5(17.1) —18.0 (-19.7) (al) (a2)

N(CHs)s"(CsHs) —0.8 —2.4 —2.4 —56(-6.2) —9.2(-11.1)

aData in parentheses are derived without taking the BSSE effect
into account.

various energy contributions (electrostatic, polarization, and

charge transfer) to the interaction energieSiy; at the DFT.

For comparison, the MP2 interaction energies are also listed to

evaluate the residual electron correlation (dispersion energy),

which is left out in the DFT calculations. It should be noted

that geometries and binding energies for alkali-metal cation (b1) (b2)

C(_)mplexes with benze_ne have been extenS|ve_Iy_stu_d|ed byFigurez Electron density difference (EDD) maps: (al) and (b1) show

Nicholas et al. at various levet$,and our optimizations  he polarization effect in the ECHs and NH*CeHs complexes

produced similar results. For instance, the distances betweenisodensity 3x 1072 and 2 x 1072 au, respectively); (a2) and (b2)

the cation and the center of benzene are 1.88, 2.42, and 2.79 Ashow the charge-transfer effect in'QsHs and NH;*CsHs (isodensity

for Li*, Nat, and K™ at the MP2/6-311G** level, respectively, 1 x 107%au).

and data for Nt and N(CH)st are 2.90 and 4.22 A,

respectively. Nicholas et al. also pointed out that MP2 results the modeling of thex—cation interaction§%67.%° Without

are well converged with regard the extent of electron correla- the inclusion of the polarization effect, even modified OPLS

tion.68 reproducing the quadrupole moment of benzene leads to
As listed in Table 2, the HeitlerLondon energy decreases the Li*—benzene complex enthalpy of ory25.3 kcal/mok®

in the order Na > K* > NHs* > N(CHs)s", in inverse Cubero et al. estimated the polarization stabilization ene/@®

proportionality to the distance between the cation and benzene kcal/mol for the interaction of Nawith benzené’ which

But Li* is an exception as the Heitletondon energy with  is in good agreement with our result-{1.6 kcal/mol). To

benzene is lower than for NaFurther analyses reveal that this  €xplore the origin of the polarization effect, we evaluated

abnormality comes from the strong Pauli exchange repulsion the individual polarization energies of the catienpart and

due to the short distance betweer land benzene. Overall, 7 part of benzene and found that the polarization effect is

AEnL accounts for only 21% (L), 40% (N&), 33% (K*), 17% actually dominated by the hybridization of theandz parts of

(NH4T), and 14% (N(CH),) of the interaction energies. This  benzene.

finding is in accord with the failure of previous force field The polarization of benzene can be visualized by the electron

studies based on a pure electrostatic mégalthough the latter density difference (EDD) between the BLW for the complex

does provide correct qualitative ordering for the interaction with and the sum of individual monomers. Figure 2 shows the

aromatic compound¥. polarization of benzene in the electrical field of lind NH;*,
Notably, our energy decomposition analysis highlights where the red means the gain of electron density and the blue

the importance of the polarization effect, which almost solely refers to the loss of electron density. Apparently, the polarization

comes from the aromatic benzene. For the present cation results from ther — z* excitation, and the overall effect is the

benzene complexes, the polarization energy contributeselectron density shift from hydrogew Erbitals) to carbonst

about 50% to the interaction energies and decreases in theorbitals). Other cations have the similar effect, and the field

order Lit > Na™ > K+ ~ NH4* > N(CHas)4*. Like the electro- effect decreases in the ordertLi Na® > K+ > NH;* >

static force, the polarization effect decreases with increasing N(CHs)4™, in accord with the polarization energies.

distance between the distance and benzene. Our calculations Kollman and co-workers’ nonadditive moé&ltook the

support previous arguments that the explicit inclusion of polarization effect into account and got the enthalpies close to

polarization in molecular interaction potential is essential to both experimental and quantum mechanical data. However, the
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distance from the cation to the benzene center is noticeably TABLE 3: BLW-DFT Energy Decomposition Analyses on
underestimated by about 0.2 A in all cases. Adjusting the three-the Interaction between M&NH,4_,* and Water with the

body potential may result in good distances, but enthalpies will 831G (d.p) Basis Set (kcal/mofy

be underestimated. For the example of(QsHe), the enthalpy complex  AEn AEps AEct  AEqn®YF AE,MP2

is —32.1 kcal/mol when ther—cation distance is 1.9 A. The NH,(H20)s —50.8 —11.5 —7.7 —70.0 (-74.0) —67.5 (~74.5)
dilemma mainly lies in the omission of the charge-transfer effect MeNH;"(H20); —34.1 —9.4 —6.6 —50.1 (-53.2) —48.7 (-54.4)

in their modeling, as Kollman and co-workers assumed. Our MexNH;(H:0), —20.2 —6.8 —5.2 —32.2(~34.2) —31.6 (-35.7)
analyses endorsed their assumption, and particularly for Li Me:NH*(H:0) —8.8 —3.7 —3.1 ~15.6(-16.6) ~15.5(-17.8)

the charge-transfer stabilizes the (€sHg) complex by 8.9 kcal/ 2Data in parentheses are derived without taking the BSSE effect
mol, which accounts for 23% of the total interaction energy. into account.

For other cations, the charge-transfer effect is not as prominent

as Li*, but still noticeable, particularly for Nit and N(CH)4*. shells of water molecules are included in the QM part. We found
The charge-transfer effect can be visualized by the EDD mapsthat the charge-transfer term only makes a small fraction of the
between BLW and DFT wave fucntions, as shown in Figure 1 total solute-solvent interaction enerdgy.However, we note that
for the cases of Li(CsHs) and NH;"(CeHs) complexes. The  the force field used in the simulation is nonpolarizable and as

charge transfer mainly occurs from carbon atoms in benzene to@ consequence, the distance between the solute and the first
Li* or the protons in N pointing toward benzene. hydration shell may be more or less lengthened as the short-

range polarization interaction has been diluted to the long-range
electrostatic interaction by adjusting the atomic partial changes
in nonpolarizable force fields. For instance, the radial distribution
function showed the peak of the average acetate oxygen or
methylammonium nitrogen and water oxygen in the first
hydration shell at 2.95 or 2.85 & compared with 2.75 and
2.85 A from CarParrinello simulations with plane-wavefunc-
tion DFT by Peraro et &€ Because the charge transfer is very
sensitive to the distance and increases in an exponential pattern,
it would be of general interests to derive the sottgelvent

. . N configurations at the ab initio level.

3.3. Charge Transfer in the S_olvatlon Qf M%NH“"”. (n . Here we estimated the charge-transfer effect in the solvation
= 0-3). Because most chemical reactions and biological ot 3mmonium and its methyl substitutes with supermolecular
processes occur in solution, the simulation of solvent effects .\, qels M@NHa_n*++(H20)4_n (n = 0—3) 8 where each N-H
has been one of the most active research fields in computationalgroup forms a hydrogen bond with a water molecule. The BLW-
chemistry and significant progresses have been made in bothp ' c4iculations and analyses are conducted at the geometries
implicit and explicit solvation model&-74 In implicit solvation optimized at the MP2/6-314G(d,p) level. Results are sum-
models, a polarizable solvent is efficiently treated as a continu- 4rized in Table 3, where the MP2 interaction energies are also
ous homogeneous dielectri€,but the strong and specific listed for comparison.
solute-solvent interactions, e.g., hydrogen bonding, which is  pe tg the very small size of solvent molecules in the present
a directional short-range force, are not completely accounted ,qqels; the total solutesolvent interaction energies are much
for. In explicit solvation models, solvent molecules are usually |ower than the true cases. For instance, the QM/MM data for
defined explicitly at the molecular mechanical (MM) level, and ihe solvation of MeNH" is —122.0 kcal/moB5 whereas the
the solute is at either the same MM level or at the more present model gave only-50.1 kcal/mol. We believe the
advanced quantum mechanical (QM) level. A critical component jifference mostly comes from the long-range electrostatic
in the explicit solvation models is the intermolecular potential interactions, plus a small portion from the solvent polarization.
function that describes intermolecular interactions in the con- \yjith the reduction of the water molecule number in the models,
d_ensed_phase, a_md ultimately d_e_termlnes th_e success of computghe solute-solvent interaction energy decreases dramatically
simulations’® With the recognition of the importance of the  fom —70.0 kcal/mol in NH*(H.O)s to only —15.6 kcal/mol
sol_vent polarlzqtlon effect in sglp’f&:olvgnt interactions, po-  MeyNH*+(H,0), indicating the inappropriateness of these models
larizable force fields where explicit polarization terms are added study the solvation of ions. However, we note that our

in the potential energy function have been proposed and gpjective here is to evaluate the contribution from the charge-
developed? However, there have been controversies over the yansfer effect to the solutesolvent interactions, rather than
magnitude of charge transfer between solute and solventyet gccurate solvation energies. The current calculations do
molecules'®’”-"®We note that the controversies mostly originate confirm that the permanent electrostatic energy dominates the
from the various definitions of the charge-transfer energy term sojyte-solvent interactions, and polarization effect plays the
In numerous energy decompo.s.ltlon scheﬁﬁ’&&lg uniqueness  gecondary role. The charge-transfer energy is comparable in
of our BLW energy decomposition method lies in the construc- magnitude with the polarization effect; nevertheless, we expect
tion of an intermediate diabatic state where charge transfer isthat the inclusion of more water molecules in models will
deactivated and the corresponding wavefunction is self- remarkably increase both the Heitidrondon and polarization
consistently optimized. Using such a diabatic state as a referenceenergies but retain the charge-transfer energy at the current level.
both the polarization and charge-transfer effects can be distinctly pore extensive studies currently are still under way.
differentiated. If we focus on individual hydrogen bonds in the four systems,
Most recently, we performed combined QM/MM simulations the charge-transfer energy for each-N-+-OH, bond is—1.9,
on the solvation of two simple ionic systems, acetate and —2.2, —2.6, and—3.1 kcal/mol, in good correlation with the
methylammonium, in a water box, followed by BLW energy hydrogen bond distand®,—c = 2.860, 2.840, 2.818, and 2.792
decomposition analyses at the HF level on a few randomly A in the four optimal models. Similar to previous work, we
selected configurations where the first and second hydration also probed individual polarization contributions from the solute

The comparison between the DFT and MP2 interaction
energies in Table 1 indicates that the counterpoise méthod
may remarkably overestimate the BSSE correction for MP2
energied! The B3LYP calculations result in a BSSE correction
of about 1 kcal/mol, but the correction at the MP2 level is 4.3
kcal/mol for Lit(CgHe) and then decreases with the increasing
m—cation distance (or the weakening of the-cation interac-
tion). However, we still can envision that the dispersion energy
plays a noticeable role in the interactions at least betwegn K
NH4*, or N(CHs)4™ and benzene.
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TABLE 4: Individual Polarization Energies (kcal/mol)

complex AEpo (MY) AEpo (water)
NH4"(H20)4 —-0.4 —-111
MeNH3+(H20)3 -1.3 —7.7
MezNHz+(H20)z -1.4 —-4.9
Me;sNH*(H.0) -0.9 —2.4

® o

¢
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?m‘. ¥

Figure 3. Electron density difference (EDD) maps for the NtH;0),
cluster model showing (c1) the polarization effect (isodensity B)3)
and (c2) the charge-transfer effect (isodensity 207! au).
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Figure 4. Correlation between the charge-transfer stabilization energy
and the amount of NPA charge transferred from water molecules to
the cations.
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TABLE 5: Amount of Electrons Transferred from Water to
Men,NH,4_,* Based on Various Population Analysis Schemes

complex Mulliken Lavdin NPA
NH*(H20)s 0.041 0.060 0.063
MeNH;*(H20)s 0.050 0.053 0.052
Me;NH;*(H20). 0.048 0.043 0.039
MesNH*(H20) 0.033 0.021 0.022

various empirical and semiempirical VB approaches have been
proposed and extensively applied to the elucidation of the
correlations between molecular structures and properties, and
the studies of chemical reactions in solution and enzifhe22

Our proposed BLW method takes advantage of both the MO
and VB theories and is an ab initio VB-like method with the
high efficiency of the HF and DFT methods. Because the BLW
method is based on a single Slater determinant, its extension to
the DFT level can effectively take electron correlation into
account. Although the BLW method is not general but restricted
to specific cases, these cases are sufficiently numerous and
interesting to make the method highly useful. Test applications
show that the BLW-DFT method has negligible basis set
dependency and thus can be reliably used to study the
intramolecular electron delocalization and the intermolecular
charge-transfer effect.

Because diabatic states can be defined by BLWs at the ab
initio level individually, the important off diagonal matrix
elementHag can be subsequently computed and its dependency
on the environment can also be examined. As an adiabatic state
is a combination of two or more diabatic states, BLW-based
two-state (or multistate) approaches can be developed. This kind
of two-state approach can study not only the chemical reactions
as done by EVB but also the electron-transfer processes and
thus establish the qualitative Marctdush model at the
guantitative level. The combination of the BLW method with
MD simulation codes can further allow the combined QM-

and solvent separately, and Table 4 lists the polarization energy(BLW)/MM approach to study the solvent reorganization effect,

of the solute by the solvent charge density in the absence of
the solute, and the polarization energy of the solvent by the
solute permanent (gas phase) charge density. Due to the couplin
effect, the sum of individual polarization energies is slightly
lower than the total polarization energy listed in Table 3. But
Table 4 demonstrates that the solvent polarization effect is far
more significant than the solute polarization effect. Figure 3-
(c1) plots that the solvent polarization shifts the electron density
from the O-H o bond to the oxygen side, and this shifted
electron density will be subsequently donated to the protons in
ammonium ion as manifested by Figurec2)

We can further conduct population analyses on the electron

%

which is critical in electron-transfer theof§82
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