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Molecular dynamics simulation for gas/liquid interfaces of aqueous hydrochloric (HCl) and hydroiodic (HI)
acid solutions is performed to calculate and analyze their sum frequency generation (SFG) spectra. The present
MD simulation supports the strong preference of hydronium ions at the topmost surface layer and a consequent
formation of ionic double layers by the hydronium and halide ions near the interface. Accordingly, the
orientational order of surface water in the double layers is reversed in the acid solutions from that in the salt
(NaCl or NaI). The calculated SFG spectra of the O-H stretching region reproduce the experimental spectra
of ssp and sps polarizations well. In the ssp spectra, the strong enhancement in the hydrogen-bonding region
for the acid solutions is elucidated by two mechanisms, ordered orientation of water in the double layer and
symmetric OH stretching of the surface hydronium ions. In the sps spectra, reversed orientation of surface
water is evidenced in the spectral line shapes, which are quite different from those of the salt solutions.

1. Introduction

Understanding of vapor/liquid aqueous interfaces has been
greatly elaborated for the past decade both theoretically1 and
experimentally.2 The conventional image charge model3 predicts
that ions are repelled from the aqueous electrolyte interfaces,
whereas recent molecular dynamics (MD) simulation argued
that ions are not necessarily repelled from the interface and that
the chemical character of ions makes significant differences in
the interfacial structure at a molecular level. The structure of
the aqueous interfaces is also pertinent to heterogeneous
atmospheric chemistry,1,2,4,5where the surface concentration of
ions could be an important factor to determine the kinetics of
surface-specific reactions. Such recent interests in aqueous
interfaces have prompted further investigation of liquid inter-
faces via surface-specific experimental means. While available
experimental probes of liquid interfaces are quite limited,
second-order nonlinear spectroscopy,6,7 including second har-
monic generation or sum frequency generation, is quite ap-
propriate to study liquid interfaces at a molecular level.8-13 In
particular, sum frequency generation (SFG) spectroscopy is a
versatile experimental probe of interfacial vibrational spectra,
and hence, a number of aqueous interfacial structures have been
investigated by this nonlinear optical method.2,14

The SFG experiment, however, often suffers from ambiguities
in interpretation of the observed spectra, partly because spectral
decomposition of overlapping bands is often not unique.15 This
situation is particularly serious in the O-H stretching region
of aqueous interfaces, where extensive overlap of various red-
shifted components complicates its spectral assignment. Thus,
a close collaboration with advanced theoretical analysis is
helpful for an accurate interpretation of the spectra.16-20 In fact,
the MD analysis can offer more insight into SFG spectroscopy

beyond the decomposition of overlapping bands to sophisticate
our understandings on interfacial structure. For example, our
previous studies of aqueous salt (NaCl and NaI) solutions21-23

revealed that the SFG intensity is strongly influenced by the
intermolecular vibrational correlation, which distorts the com-
monly accepted relationship between the susceptibility and
molecular orientation. The MD analysis also argued that the
SFG spectra of different polarization combinations shed light
on the ionic double-layer formation in a quite distinct manner.
In particular, the sps spectra of the aqueous solutions are found
to sensitively reflect the double-layer structure, though micro-
scopic interpretation of sps spectra is considered less intuitive
than that of ssp. (The notation ssp or sps designates the
polarization combination of SFG, visible, and infrared lights,
respectively, where p denotes the polarization parallel to the
incident plane and s the polarization perpendicular to it.) These
findings demonstrate a need of more refined analysis of SFG
spectra of aqueous interfaces beyond the empirical decomposi-
tion analysis. In the present study, we address aqueous acid (HCl
and HI) solution interfaces, where hydronium ions could play
a characteristic role at the interfaces, as discussed in the
followings.

It has been recognized for a long time that surface tension
and surface potential measurements have implied a distinct
behavior of the acid solution surfaces from that of other salt
solutions. Randles reported a general tendency from a compre-
hensive measurement of those quantities24 that addition of most
inorganic salts into water raises the surface tension, indicating
a negative surface excess of ions, whereas most acids show less
tendency or even the opposite trend, from which it is suggested
that the hydronium ion is more surface active than other alkali
cations. Surface potential measurements, on the other hand,
reported that addition of the acids gives a larger positive
perturbation on the surface potential than other salt solutions,
which appears puzzling since hydronium is suggested to be more
surface active than other cations.24 We should note that such
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thermodynamic measurements do not yield direct structural
information at a monolayer level, and further investigation is
called for.

Regarding the location of hydronium ions near the interface,
recent MD simulations of acid solution surfaces show some
quantitative discrepancies. Dang reported no definite minimum
in the calculated free-energy profile of the hydronium ion at
the surface region,25 whereas a classical MD simulation by
Mucha et al.26 and a simulation using the multistate empirical
valence bond model by Voth and co-workers27 predicted
enriched hydronium ions near the surface region. These results
indicate that the concentration profile of the hydronium ions is
sensitive to the molecular model employed, and thus, the MD
results should be verified by some reliable experiments with
sufficient surface sensitivity. We also note in passing that the
preferential location of a hydronium ion at the surface has been
implied in fairly large protonated water clusters H+(H2O)n (n
∼ 21)28 via vibrational spectroscopy and ab initio calculation,
though no conclusive evidence is available yet.

A pioneering work of the SFG study for HCl solution was
performed by Baldelli et al.,29 in which some characteristic
features of the ssp-polarized spectra were reported. One of the
most striking features in the ssp-polarized SFG spectra is seen
in the intensity at the∼3200 cm-1 region, usually assigned as
the “ice-like band”, as a function of HCl concentration. With
increasing concentration up to about 0.03x (x ) mole fraction),
the SFG intensity at this region is strongly enhanced, whereas
more acidification decreases the intensity. This turnover feature
for the HCl solution has been also reported in the other
experimental studies26,30 and for HI and other acid solu-
tions.26,31,32The interpretation for the enhancement in the lower
concentration range is, however, somewhat controversial2 and
remains unsolved. Baldelli et al. elucidated this enhancement
from the perturbed orientational structure of solvent water
molecules, which is caused by the electric double layer between
the hydronium cation and chloride anion.29 Allen and co-
workers, on the other hand, attributed the augmented intensity
to a vibrational SFG response from hydronium cations.26,33

In this Article, we present an intensive MD analysis of the
SFG spectra of the aqueous acid solutions, particularly in
comparison with those of salt solutions. Our focus will include
(i) the origin of enhancement at the 3200 cm-1 region mentioned
above and (ii) whether the observed SFG spectra consistently
indicate surface solvation of hydronium ions or the ionic double-
layer structure of the acid solutions. The remainder of this paper
is organized as follows. Section 2 describes the MD simulation
methodology, including molecular models, computation, and
analysis of SFG spectra. Section 3 discusses the interfacial
structures such as density profiles and the orientational order
of molecules. In section 4, the calculated SFG spectra of two
polarization combinations, ssp and sps, and their susceptibility
including the phase information are analyzed. Section 5 is
devoted to conclusions.

2. Simulation Method

2.1. Molecular Models and Conditions.Aqueous 1.1 M HCl
and HI solutions are assumed to consist of hydronium cations
H3O+, halide anions Cl- or I-, and the solvent H2O molecules.
These constituent molecules are treated by flexible and polariz-
able classical models. Flexibility (internal vibration) in the
models of H2O and H3O+ is necessary for evaluating vibrational
SFG spectra using the time correlation formalism,17 and the
electronic polarization effect is essential for an accurate descrip-
tion of ions at the interface.1,34 In the classical models, the acid

is considered to be fully ionized, which is a reasonable
assumption for the strong acids at this concentration. Though
the classical model of the hydronium cation does not explicitly
allow for proton transfer or the Zundel form, equilibrium
structural properties of the aqueous interfaces are reasonably
represented with classical models.26

The potential energy of the whole system using the flexible
and polarizable models is written as

whereUintra refers to the intramolecular vibrational potential
for H2O and H3O+, Upair to the intermolecular site-site pairwise
interaction of van der Waals and Coulomb terms, andUpol to
the nonadditive induced polarization. In the present study, the
electronic polarization is modeled with a point dipole polariz-
ability located at each molecule. For H2O, we use the flexible
and polarizable model that we have previously developed for
describing aqueous interfaces and SFG spectra.22 For Cl- and
I-, a point dipole model35 is employed, which was also used in
our previous study.22 For H3O+, we have employed an intramo-
lecular force field given by Tuckerman and co-workers36,37using
a Morse potential for OH stretching and a harmonic potential
for bending

whererk and θk are respectively thekth OH bond length and
HOH angle. The values of parametersDh, Rh, rh,eq, Kh, andθh,eq

are listed in the original papers.36,37The intermolecular interac-
tion of H3O+ is represented by the parameters of Lennard-Jones,
Coulombic, and a point polarizability, which were given by
Dang.25

Other conditions of MD simulation are same as those of our
previous study on salt solutions22 and thus briefly summarized
in the following. The MD simulations are executed using a slab
geometry of liquid in a rectangular simulation cell with
dimensions ofLx × Ly × Lz ) 30 Å × 30 Å × 150 Å, where
thezaxis is normal to the vapor/liquid interfaces, and the Ewald
summation is used for treating long-range interactions. The
simulation cell contains 1000 (water)+ 20 (hydronium cation)
+ 20 (halide anion) molecules, which corresponds to a 1.1 M
aqueous solution system. Constant-energy MD simulation is
executed after equilibrating the system for 100 ps at 298 K.
The statistics were taken for a total of 30 ns with parallel
computations. The computation was performed on the Hitachi
HA8000 machine at the Research Center of Computational
Science in Okazaki, Japan.

2.2. Calculation of SFG Spectra.For the analysis of SFG
spectroscopy, information on the frequency-dependent, second-
order nonlinear susceptibilityø for the interface is crucial. The
methodology to calculateø by MD simulation has been proposed
in two ways, that is, the one based on the energy representation
of ø16 and the one based on the time correlation function (TCF)
representation.17,18 While the two representations are formally
equivalent, the latter is more suitable for nonempirical computa-
tion of SFG spectra, partly because it is capable of readily
incorporating the motional effect38 and the intermolecular
vibrational correlation effect.21 Thus, the present work employs
the TCF method for computation. Since the computational

Utotal ) Uintra + Upair + Upol (1)

uintra
H3O+

) ∑
k)1

3

Dh(1 - exp[-Rh(rk - rh,eq)])
2 +

∑
k)1

3 Kh

2
(θk - θh,eq)

2 (2)
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details were described elsewhere,23 here, we briefly summarize
the procedure below.

The SFG intensity line shapeISFG is given as proportional to
the square of the frequency-dependent second-order nonlinear
susceptibility,|ø(ωSFG, ωvis, ωIR)|2, whereωvis andωIR are the
frequencies of the input visible and infrared fields, respectively,
andωSFG ) ωvis + ωIR is the output sum frequency. Here, we
note that the dispersion in the local field at the frequencyωIR

is incorporated in the present definition ofø. Regarding the
polarization combinations, the intensity line shape of the ssp
and sps polarizations is calculated via10,14

where the subscriptz denotes the laboratory-fixed coordinate
normal to the gas-liquid interface andi stands for the lateral
coordinate, eitherx or y. The nonlinear susceptibilityø is
composed of the vibrationally resonant partøR and the non-
resonant partøNR, that is, ø ) øR + øNR. øR is classically
represented with the time correlation function between the dipole
momentM and the polarizability tensorA of the system with
an appropriate quantum correction18

wherekB and T are respectively the Boltzmann constant and
temperature, and〈〉cl indicates the statistical average in the
classical mechanics.øNR is empirically determined as indepen-
dent ofωIR so as to best describe the experimental SFG spectra.

In eq 4, the instantaneous dipole and polarizability of the
whole system at timet, M(t) andA(t), are given with those of
constituent molecules as

wherepi(t) is the dipole moment of theith molecule at time
t and ri

eff(t) is the effective polarizability tensor of the
ith molecule including the local field correction.17 During the
time development of the MD trajectory,pi(t) and ri

eff are
calculated at each time stept by taking account of the
intermolecular electrostatic interactions at the instantaneous
configuration.

In the actual MD calculations, we applied a “filtering
function”23 to eq 5 in order to cut off the noise from the bulk
region deeper than theẑr plane withẑr ) -10 Å.

2.3. Decomposition Analyses ofø. The time correlation
representation oføR in eq 4 allows for further investigation of
SFG spectroscopy through decomposition analyses oføR. We
present two decomposition schemes in the followings. The first
scheme is to decomposeøR into the so-called self-partøR(self)
and the correlation partøR(corr)21,23

whereøR(self) consists of the intramolecular correlation ofri
eff

andpi andøpqr
R (corr) consists of the intermolecular correlation

(i * j). Note thatøR(self) is naturally represented as the sum of
molecular contributionsøR(self) ) ∑i

Nâi
effand consequently

interpreted as the product of the number densityN and the
average molecular hyperpolarizability〈â〉, N〈â〉. However, in a
system consisting of strongly interacting molecules, such as
aqueous salt solutions, we have previously demonstrated that
øR(corr) significantly contributes toøR, which breaks the
intuitive assumption thatø is simply given byN and 〈â〉.21,23

The second scheme is to decomposeøR into contributions of
species. In the case of an aqueous electrolyte solution, the
decomposition oføR can be performed into water (W) and ions
(I) as21,23

Apq
m andMr

m (m ) W or I) in eq 7 respectively denote the sum
of the effective polarizability and the dipole of species m

where the summation ofi is restricted to the species m. In eq
7, øR,WW and øR,II are attributed to the contribution of water
and ions, respectively, andøR,WI andøR,IW to the cross correlation
of water and ions. We will utilized these above decomposition
schemes for SFG analysis in section 4.

3. Interfacial Structures

3.1. Surface Density Profiles.Figure 1 shows the calculated
density profiles of constituent species near the gas-liquid
interfaces of 1.1 M HCl and HI aqueous solutions, where the
density of species is defined at the center-of-mass location of
molecules. The ordinate is normalized with the bulk density of
each component, and the abscissa is plotted using the localz
coordinate,ẑ, with the origin being located at the Gibbs dividing
surface of solvent water. Hereafter, this local coordinateẑ will
be employed, whereẑ > 0 designates the vapor side andẑ < 0
the liquid side of the Gibbs dividing surface.

In the HCl case (panel a), an enhanced H3O+ concentration
of F/Fbulk ∼ 1.55 is observed atẑ∼ -0.5Å, which is qualitatively
consistent with the recent theoretical studies.25-27 The density
of Cl- also has a peak ofF/Fbulk ∼ 1.4 at ẑ ∼ -5Å. The
deviation in the peak positions of H3O+ and Cl- indicates an
electric double-layer formation with a separation width of about
4.5 Å. We note that the double-layer structure is less obvious
in a previous MD calculation of HCl solution using a rigid-
polarizable model,26 implying that the interface structure
somewhat depends on the molecular model of species. The local
structure of interfaces should be examined through critical
comparison of MD results and SFG experiments with varying
polarizations, as presented in the next section.

In the case of the HI solution (panel b), an analogous electric
double layer between H3O+ and I- is seen, while the separation
width of the ionic double layers decreases and the peak
concentrations of ions are enhanced. The maximum concentra-
tions of ions are calculated to beF/Fbulk ∼ 2.3 at ẑ ∼ -0.5Å
for H3O+ andF/Fbulk ∼ 2.2 at ẑ ∼ -2Å for I-, resulting in a
separation width of 1.5 Å. Comparing the panel b with a, one
finds that the location of the H3O+ layer changes little, whereas
the peak of the I- layer comes closes to the interface than the
Cl- layer. This different character of anions is consistent with

Issp
SFG∝ |øiiz|2 Isps

SFG∝ |øizi|2 (3)

øpqr
R )

iωIR

2kBT∫0

∞
dt eiωIRt〈Apq(t)Mr(0)〉cl (4)

M(t) ) ∑
i

pi(t) A(t) ) ∑
i

ri
eff(t) (5)

øpqr
R ) øpqr

R (self) + øpqr
R (corr) (6a)

øpqr
R (self) )

iωIR

2kBT
∑

i
∫0

∞
dt eiωIRt〈Ri,pq

eff (t)pi,r(0)〉 (6b)

øpqr
R (corr) )

iωIR

2kBT
∑

i
∑
j(*i)

∫0

∞
dt eiωIRt〈Ri,pq

eff (t)pj,r(0)〉 (6c)

øpqr
R ) øpqr

R,WW + øpqr
R,WI + øpqr

R,IW + øpqr
R,II (7a)

øpqr
R,mn )

iωIR

2kBT∫0

∞
dt eiωIRt〈Apq

m(0)Mr
n(t)〉 (7b)

Apq
m(t) ) ∑

i

species m

Ri,pq
eff (t) Mr

m(t) ) ∑
i

species m

pi,r(t) (8)
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the fact that iodide is more surface active than chloride.
Consequently, the smaller separation of the H3O+ and I- layers
should stabilize the enhanced concentrations in the ion layers.

Comparing Figure 1 for the acid solutions with the density
profiles for salt (NaCl or NaI) solutions,22 we notice that the
direction of the electric field in the double layer of the acid
solutions is reversed to those of the salt solutions. This is
arguably due to the strong surface preference of the hydronium
cation. This difference has significant implications in the
orientational structure, as discussed below. In a comparison of
the 1.1 M HCl solution with the 1.1 M NaI solution, the peak
values of the I- concentration in the HI solution surface are
more enhanced than that in the NaI solution (F/Fbulk ∼ 1.75 for
1.1 M NaI22). This result is qualitatively consistent with the
SHG experiment by Petersen and Saykally39 and the MD
simulation by Mucha et al.26

3.2. Orientational Order of Molecules.Our previous study
on the NaI solution surface22 has demonstrated that the ionic
double layer of NaI significantly distorts the orientational order
of solvent water. In this subsection, we investigate the orien-
tational structure of water and hydronium in the vicinity of the
HCl and HI solution surfaces. To describe the orientation of
molecules, we introduce an angleθ between the surface normal
and the permanent dipole vector of water or hydronium. The
definition is depicted in the insets of Figures 2 and 3 for water
and hydronium, respectively, where the permanent dipole vector
is given as the sum of two or three constituent OH vectors, that
is, OHB1 + OHB2 for water and OHB1 + OHB2 + OHB3 for
hydronium. Note that this definition of dipole orientation does
not include the electronic polarization. The cosθ > 0 corre-
sponds to the permanent dipole pointing toward the vapor phase,
while cosθ < 0 corresponds to that toward the liquid phase.

Figure 2 shows the average〈cosθ〉 for water molecules as a
function of the depthẑ. Comparing the case of pure water
(black)22 with those of the 1.1 M HCl (blue) and 1.1 M HI
(red) aqueous solutions, one notices that the large negative dip
of 〈cosθ〉 at around the Gibbs dividing surface (ẑ ) -5 ∼ 2
Å) is augmented in the acid solutions, which means the water
molecules of the acid solutions direct their dipoles toward the
liquid phase more strongly than those of pure water. This is
obviously due to the electric field generated by the ionic double
layer of the hydronium and halide, as illustrated in Figure 1.
Figure 2 also shows that the negative dip is more emphasized
in the HCl solution than that in HI, indicating that the HCl
double layer exerts larger perturbation on the orientational order
than HI. Comparing the acid (HCl and HI) solution surfaces
with the salt (NaCl and NaI) solutions,22 we notice that〈cosθ〉
is negatively perturbed in the acid solution surfaces, whereas it
is positively perturbed in the case of the sodium halide (e.g.,
NaI) solution. This opposite trend is understood from the reverse
direction of the electric field within the ionic double layer. These
orientational features are reflected in the SFG spectra, as
discussed later in detail.

Next, we focus on the orientational structure of hydronium
ions for 1.1 M HCl and HI solutions in Figure 3. In the bulk
region, apart from the Gibbs dividing surface, hydronium ions
of the HCl or HI solution are randomly oriented, resulting in
〈cosθ〉 ∼ 0, whereas〈cosθ〉 starts to deviate negatively from
zero as it approaches the interfacial region. The negative order

Figure 1. Normalized density profile of each species near the gas-
liquid interfaces of 1.1 M HCl (panel a) and HI (panel b) solutions. In
both panels, the density profile of pure water is shown with the green
dashed lines for comparison.

Figure 2. Orientational profiles〈cos θ(ẑ)〉 of water for pure water
(black) and 1.1 M HCl (blue) and HI (red) aqueous solutions as a
function of the depthẑ. Theθ defines the orientation of the water dipole
as illustrated in the inset.

Figure 3. Orientational profiles〈cos θ(ẑ)〉 of the hydronium cation
for 1.1 M HCl (blue) and HI (red) aqueous solutions. The definition of
θ is illustrated in the inset.
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of 〈cos θ〉 indicates that hydronium ions tend to direct their
protons (hydrogens) toward the liquid phase.26,27Near the Gibbs
dividing surface atẑ∼ 0, the value of〈cosθ〉 becomes close to
-1, which manifests that the orientation of a hydronium ion
there is strongly ordered with its dipole antiparallel to the surface
normal. This strong orientational order is understood from the
“amphiphilic” nature of the hydronium ion, with the hydrophilic
character of its hydrogens and the hydrophobic character of its
oxygen. Since the oxygen site carries a weaker minus charge
than that of water and accordingly becomes a poor hydrogen
bond acceptor, it tends to be located in the vapor side of the
surface.26 Figure 3 shows a small difference in the〈cos θ〉
profiles for 1.1 M HCl and 1.1 M HI solutions, suggesting a
minor role of the counteranions on the orientational order of
hydronium ions.

4. Sum Frequency Generation Spectra

4.1. The ssp-Polarized Spectra.Figure 4 shows the calcu-
lated ssp-polarized SFG spectra of pure water (black), HCl
(blue), and HI (red) solutions, which are compared to the
experimental results by Mucha et al.26 in the inset. We can see
that the calculated spectra capture several features of the
experimental spectra of the acid solutions well, including (i)
relatively strong enhancement in intensity at about 3200 cm-1,
(ii) modest enhancement at about 3400 cm-1, and (iii) decreased
intensity at the 3700 cm-1 peak. In this subsection, we elucidate
the origin of these spectral features compared to the spectrum
of pure water. We first discuss the feature (iii) in the following,
and the analysis of (i) and (ii) follows, with the help of the
decomposition ofø described in section 2.3.

The band at about 3700 cm-1 is assigned to the dangling
(free) OH of water.40 The present calculation reproduces the
order of its peak intensity observed experimentally,26 (pure
water)> (HI) > (HCl). The reduced intensity for the acids was
interpreted as a consequence of the diminishing surface density
of the free OH bonds of water.26 This interpretation is also
consistent with our calculated orientational structure in Figure
2, where the positive region of〈cosθ〉 at the vapor side of the
Gibbs dividing surface (0j ẑ j 5 Å) is diminished more for
the HCl or HI solution than for pure water, implying that a
considerable part of the OH bonds should be reoriented to the
liquid side at the vapor side of the Gibbs dividing surface. Larger
perturbation of HCl than of HI on the surface structure, which

is implicated in section 3, is also reflected in the peak intensity
at about 3700 cm-1 in Figure 4.

Nonlinear Susceptibilityøizz
R . The computational SFG analy-

sis by MD simulation has a practical advantage of obtaining
the nonlinear susceptibility, a complex quantity involving both
amplitude and phase, whereas ordinary SFG experiments can
detect only the amplitude in eq 3. The phase oføR provides us
with an informative relation between SFG spectra and surface
structures, though the phase information has not been fully
explored yet by experiments.41 In particular, the sign of the
imaginary part, Im[øiiz

R ], reflects the orientation of transition
dipoles with respect to the surface normal.21

Figure 5 shows the real (panel a) and imaginary (panel b)
parts oføiiz

R for HCl (blue) and HI (red) solutions, where those
of pure water are also displayed with black lines for comparison.
We notice the band at about 3280 cm-1 is conspicuously
enhanced in Im[øiiz

R ] for hydrogen halide solutions. This band
contributes to the relatively strong enhancement of the SFG
spectra at this frequency region in Figure 4.

Figure 5 also shows the self-partøR(self), which is discussed
in section 2.3, in the insets. In a comparison oføR with
øR(self), the amplitude oføR(self) is larger than that oføR

throughout the spectral region from 3000 to 3700 cm-1. The
mechanism of the reduced amplitude oføR in the ssp-polarized
case has been elucidated by the intermolecular correlation
effect.21,23

Contribution of Species inøizz
R . Next, we apply the second

decomposition scheme oføiiz
R into the contribution from each

species, as discussed in section 2.3, to elucidate the perturbations
in the hydrogen-bonding region.

Figure 6 shows the decomposition results based on eq 7 of
the imaginary part oføiiz

R , where Im[øiiz
R ] in Figure 5 is

Figure 4. Calculated SFG spectra of ssp polarization for a 1.1 M HCl
(blue) solution, 1.1 M HI (red), and pure water (black). The inset shows
the experimental SFG spectra of the corresponding 1.2 M solutions
and pure water by Mucha et al.26

Figure 5. (a) Real and (b) imaginary parts of theiiz (i ) x, y) nonlinear
susceptibility,øiiz

R , for HCl and HI solutions and pure water. The insets
show the self-part,øiiz

R (self). The dashed horizontal lines in panel a
indicate-øiiz

NR.
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decomposed into Im[øiiz
R ] ) Im[øiiz

R,WW] + Im[øiiz
R,WI] +

Im[øiiz
R,IW] + Im[øiiz

R,II]. It is obvious in Figure 6 thatøiiz
R,IW (green

lines) andøiiz
R,II (pink lines) are much weaker thanøiiz

R,WW (blue
lines) andøiiz

R,WI (red lines), and consequently, the totaløiiz
R is

governed by the latter two components. The former two minor
components are associated with the polarizabilities of ions,
which have essentially no vibrational component in the water
OH stretching region.21 The two major components,øiiz

R,WW and
øiiz

R,WI, have quite different spectral line shapes from each other
in Figure 6. The water-water component, Im[øiiz

R,WW] (blue
lines), shows considerable negative amplitude over the hydrogen-
bonding region, 3000-3600 cm-1. This is attributed to the
orientation of surface water molecules, which direct their dipoles
toward the liquid phase strongly due to the electric double layer,
as indicated in Figure 2. This component contributes to the
enhanced intensity in the SFG spectra of the acid solutions in
the hydrogen-bonding region at about 3200 and 3400 cm-1 (see
Figure 4).

On the other hand, the water-ion correlation term,øiiz
R,WI

(red lines), changes its imaginary sign within 3200-3400 cm-1,
which is negative at the lower frequency and positive at the
higher frequency region. The negative component of Im[øiiz

R,WI]
augments the SFG intensity at about 3280 cm-1 in Figure 4,
while the positive component contributes to the intensity dip at
about 3300-3350 cm-1 in Figure 4. In the following, we discuss
the mechanism of water-ion correlation, which manifests in
theøiiz

R,WI term, and elucidate that (I) the contribution of ions in
øiiz

R,WI in the hydrogen-bonding region actually comes from
intramolecular vibration of hydronium cations and (II) the
reverse sign of Im[øiiz

R,WI] in 3200-3400 cm-1 originates from

the coupling mechanism between water and the symmetric OH
stretching mode of the hydronium ion.

Water-Hydronium Coupling inøiiz
R,WI. To demonstrate (I),

we decompose the dipole moment of theith ion, pi, into the
permanent and induced terms,pi ) µi

perm+ µi, and accordingly
representøWI as follows

Figure 6 also displays theøiiz
WI,ind component with the dotted

black lines. By comparingøiiz
WI,ind with øiiz

WI (red lines), we can
clearly see thatøiiz

WI,ind has little contribution toøiiz
WI in the

3000-3600 cm-1 region, indicating thatøiiz
R,WI is dominated by

the øiiz
WI,perm term. The vibrational componentµi

perm of ions in
the øiiz

WI,perm term is obviously attributed to the intramolecular
vibration of hydronium cations since the dipole of the halide
anions has no vibrational component in this frequency range,
except for that of the induced electronic polarization.

To help assign the vibrational mode of the hydronium ions,
Figure 7 displays the vibrational density of state,Ivdos(ω), for
the hydronium ions at the surface layer with the black line, and
the computational procedure of the spectral density is described
in the Appendix. The total spectral densityIvdosconsists of two
bands, at about 3300 and 3400 cm-1. The decomposition in

Figure 6. Decomposed amplitudes of Im[øiiz
R ] from eq 7 for HCl

(panel a) and HI (panel b) solutions. The black dotted line indicates
Im[øWI,ind] defined by eq 9c.

Figure 7. Vibrational density of state for hydronium ions at the topmost
layer of a 1.1 M HCl solution. The black solid line indicates the total
Ivdos(ω) in eq 11, whereas the blue dashed line and red dashed line
indicate the symmetric stretching component,I1,1

vdos(ω), and degenerate
stretching components,I2,2

vdos(ω) + I3,3
vdos(ω), respectively (see Ap-

pendix).

Figure 8. Two schematic pictures of the dipole correlation between a
hydronium ion at the surface and a hydrogen-bonded neighboring water.
The transition dipoles of the hydronium ion and water are illustrated
with red and blue arrows, respectively.

øWI ) øWI,perm + øWI,ind (9a)

øWI,perm )
iωIR

2kBT
∫0

∞
eiωIRt〈 ∑

i

wat

∑
j

ion

ri(t)µj
perm(0)〉 (9b)

øWI,ind )
iωIR

2kBT
∫0

∞
eiωIRt〈 ∑

i

wat

∑
j

ion

ri(t)µj(0)〉 (9c)
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Figure 7 clearly characterizes that the former band is assigned
to the symmetric OH stretching of hydronium ions, while the
latter is assigned to the degenerate OH stretching. This assign-
ment supports that the vibration of hydronium ions contributing
to øiiz

R,WI at about 3300 cm-1 is mainly from their symmetric
OH stretching mode. The importance of the symmetric stretching
mode is intuitively understood by considering the typical
orientation of surface hydronium ions, with their dipole anti-
parallel to the surface normal (〈cos θ〉 ≈ -1 in Figure 3).

According to the selection rule, therefore, the symmetric OH
stretching mode of the surface hydronium ions has a transition
dipole parallel to thez direction, while the degenerate OH
stretching modes are parallel to the interface. Consequently, the
degenerate stretching modes should be much less active than
the symmetric stretching mode inøiiz

R,WI.29

The water-hydronium coupling mechanism inøiiz
R,WI is

illustrated in Figure 8, assuming strong correlation in a typical
local hydrogen-bonding complex, where a surface hydronium
ion donates a hydrogen bond to a neighboring water molecule
in the next monolayer. As schematically illustrated in Figure 8,
the transition dipole of the symmetric stretching mode of a
hydronium ion along the surface normal (red arrow) can couple
to the transition dipole of water (blue arrow) either in phase or
out of phase. It is conceivable that the in-phase coupling causes
a red shift of the vibrational frequency and also brings a negative
contribution to Im[øiiz

R,WI], whereas the out-of-phase coupling
causes vice versa. In the in-phase situation (left panel of Figure
8), for example, the transition dipole of water in the negativez
direction (blue arrow) is correlated to increased polarizability
Rii of water. Thus, the change in sign of Im[øiiz

R,WI] in Figure 6
is qualitatively elucidated by the above water-ion coupling
mechanism.

4.2. The sps-Polarized Spectra.Figure 9 shows the calcu-
lated sps-polarized SFG spectra of a 1.1 M HCl solution and
pure water, where the vibrationally resonant susceptibilityøizi

R

is calculated as a function of the infrared frequency in section
2.2 and the nonresonant termøizi

NR is empirically determined
with a real constant value so as to best describe the experimental
spectra. The experimental spectra reported by Tarbuck et al.30

are shown in the inset for comparison. We note that the

Figure 9. Calculated SFG spectra of sps polarization,Isps
SFG, for a 1.1

M HCl solution (blue) and pure water (black). The inset shows the
experimental SFG spectra of a 0.8 M HCl solution and pure water by
Tarbuck et al.30

Figure 10. (a) Real and (b) imaginary parts of theizi (i ) x, y)
nonlinear susceptibility,øizi

R , for HCl and HI solutions and pure water.
The insets show the self-part,øizi

R (self). The dashed horizontal lines in
panel a indicate the level of-øizi

NR.

Figure 11. Decomposed amplitudes of Im[øizi
R ] from eq 7 for HCl

(panel a) and HI (panel b) solutions.
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experimental spectrum for the HI solution has not yet been
reported, and therefore, the value oføizi

NR is not available at
present, thoughøizi

R has been computed also for the HI case. In
the case of the HCl solution, the calculated and the experimental
sps spectra consistently show a broad band centered at about
3350 cm-1 and a broad dip at about 3600 cm-1. Though this
spectral line shape of the HCl solution is apparently different
from that of the NaCl or NaI solution,23 we argue that these
features are consistently understood in terms of the different
direction of the electric double-layer structure for these solution
surfaces as follows.

Nonlinear Susceptibilityøizi
R. The vibrationally resonant

susceptibilityøizi
R , calculated by eq 4, is displayed in Figure 10

for the HCl and HI solutions and pure water. We note that the
line shape oføizi

R for the HI solution is calculated to exhibit an
intermediate behavior between those for pure water and the HCl
solution. In the case of the HCl solution, a large negative band
is dominant in Im[øizi

R ] (panel b) at about 3400 cm-1, and the
sign of Re[øizi

R ] (panel a) changes accordingly there from
negative to positive like a Lorentzian shape. We see that this
large band of Im[øizi

R ] and the associated low-frequency nega-
tive tail of Re[øizi

R ] construct the broad band in the sps
spectrum (Figure 9) at a frequency lower than∼3400 cm-1.
On the other hand, the positive part of Re[øizi

R ] at about 3600
cm-1 causes the dip of the sps SFG spectrum for the HCl
solution (Figure 9) as a consequence of interference with the
nonresonant backgroundøizi

NR.

Figure 10 also shows the self-part,øizi
R (self), calculated by eq

6b in the insets. In a comparison oføizi
R (self) with øizi

R , the
contribution oføizi

R (corr) for the HCl solution is found to be
less significant in a quantitative sense than the for the sodium
halide solutions.23 Qualitative explanation for that difference is
not obvious, though it implies that the correlation effect is not
constructive at the HCl solution surface. This issue should be
further pursued in the future. In the followings, we characterize
the large band centered at about 3400 cm-1 using the decom-
position analysis for the species in section 2.3.

Figure 11 shows the decomposed amplitudes of Im[øizi
R ]

from eq 7 into Im[øizi
R,WW] + Im[øizi

R,WI] + Im[øizi
R,IW] + Im[øizi

R,II]
for the HCl (panel a) and HI (panel b) solutions. It can be easily
seen that the water-water correlation term,øizi

R,WW, dominates
the totaløizi

R , and the other three components,øizi
R,WI, øizi

R,IW, and
øizi

R,II are much less significant for either solution. The negli-
gible contribution oføizi

R,IW or øizi
R,II is readily understood in the

same way as in the ssp cases discussed in section 4.1; the ion
polarizability has a little vibrational component in the OH
stretching frequency region. The reason for the small amplitude
for øizi

R,WI is less obvious, though it should be attributed to the
lack of orientational correlation between the hydronium ion and
water in the tangential direction to the interface. We presume
that this issue is related to the small contribution oføizi

R (corr)
discussed above, though the clearer explanation for these issues
needs to be presented through further analysis.

Water Orientation Reflected inøizi
R . Finally, we discuss the

sign and amplitude oføizi
R,WW in relation to the orientational

structure of water. As discussed in our previous study on salt
(NaCl and NaI) solutions,23 the sign of Im[øizi

R,WW] reflects the
direction of the OH bonds of water molecules. In the salt
solutions, Im[øizi

R,WW] > 0 at about 3400 cm-1 is elucidated
from the orientation of surface water and〈cosθ〉 > 0, indicating
that the water molecules tend to direct their dipoles toward the
vapor phase due to the electric double-layer formation.22

In the present case of acid solutions, both the signs of
Im[øizi

R,WW] and 〈cos θ〉 are reversed. Im[øizi
R,WW] < 0 at about

3400 cm-1 in Figure 11 is fully consistent with the orientation
of surface water, and〈cosθ〉 < 0 is shown in Figure 2, which
means that the water molecules tend to direct their dipoles
toward the liquid phase. Furthermore, a more negative〈cosθ〉
for HCl than that for HI in Figure 2 accounts for the larger
negative amplitude of Im[øizi

R,WW] for the HCl solution (panel a
of Figure 11) than that for the HI solution (panel b). The
difference in the sign of Im[øizi

R,WW] at about 3400 cm-1

for the acid and salt solutions, which manifests a remark-
able difference in the sps SFG line shapes, is indicative
of the reversed electric field by the ionic double-layer form-
ation.

5. Concluding Remarks

The molecular dynamics simulation of aqueous HCl
and HI solution surfaces was applied to compute and
analyze the recently reported experimental ssp- and sps-
polarized SFG spectra. The calculation elucidated a number of
experimental features of the SFG spectra, through investi-
gating their surface structure and the nonlinear suscepti-
bility. The present MD simulation supports that the hydronium
ions are enriched at the topmost layer, consistent with
other previous studies, and thereby the electric double-layer
formation by the hydronium ions at the topmost surface and
the halide anions slightly beneath. Thus, the direction of the
ionic double layer for the acid solutions tends to be reversed
from that of salt (NaCl, NaI) solutions, which has a significant
impact on the water structure and manifests in the observed
SFG spectra. In the case of the ssp spectra, the remarkably
enhanced SFG intensity at about 3200 cm-1 is attributed to
the two mechanisms, the ordered orientation of surface water
due to the ionic double layer and the symmetric OH stretching
mode of the surface hydronium ions. Apparent differences in
the sps spectra of the acid and salt solutions are elucidated from
the reversed sign oføizi

R at about 3200 cm-1, which is
indicative of the local water orientation oppositely perturbed
by the ions.

Finally, we make some comments on the remaining issues.
First, the surface potential of the acid solutions remains
still unsolved, as pointed out by Randles24 and mentioned in
section 1. Molecular-level explanation of the surface potential
is needed to reconcile this observation with the local surface
structure predicted by the MD simulation. Second, the
present Article mainly deals with the local structure of water,
while the molecular model of the hydronium ion should be
further examined, particularly when its spectral quantities are
treated at∼3000 cm-1 or lower. This issue is related to the
quantum effects of protons, though the strong preference for
the surface is shown to be insensitive to the details of the
model.26
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Appendix: Vibrational Density of State at the Interface

To aid in assigning vibrational spectra, the vibrational density
of state is computed and decomposed into vibrational modes.
The decomposition is utilized particularly to investigate the
contribution of hydronium cations in the O-H stretching region
in section 4. This appendix focuses on the spectral density
calculation for hydronium.
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The vibrational density of state is given as the Fourier
transformation of the mass-weighted velocity autocorrelation
function of the sites

wheremk,i is the mass of thekth site of ith molecule andx̆R
k,i(t)

and pR
k,i(t) ) mk,ix̆R

k,i(t) are the velocity and momentum of the
site at timet for theR direction of the Cartesian coordinate. In
eq 10 or 11, contribution of each moleculei is apparently
additive. Therefore, one can straightforwardly calculate the
spectral density for the hydronium ions by restricting the
summation overi to the hydronium.

The spectral densityIvdos is represented using a set of internal
vibrational coordinates{qm

i } of the ith hydronium ion as

where Pm
i is the conjugate momentum ofqm

i and ∂qm/∂xR
k is

usually called the B matrix in the vibrational analysis. For the
OH stretching vibration of the hydronium ion, the internal
coordinates are given as

where{rj
i} (j ) 1, 2, 3) denotes three OH bond lengths of the

ith hydronium ion. Consequently,q1
i and (q2

i , q3
i ) correspond to

the symmetric OH stretching mode and the degenerate OH
stretching modes, respectively, of theith ion.

In the calculation of Figure 7, the summation overi is
restricted to the hydronium ions for the vapor side fromẑ )
-4.24 Å, where the density minimum is located in Figure 1a.
Thereby, the hydronium ions at the surface layer are selectively
sampled. The calculatedIvdos in Figure 7 is decomposed into
I1,1
vdos and I2,2

vdos + I3,3
vdos. We confirmed that other components of

Im,n
vdos(ω), including cross terms (m * n), are negligible com-

pared to the three diagonal terms in the frequency range of
Figure 7.
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