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In the past several years the MP2 method has been used extensively in studies of noncovalent interactions
within biological systems such as proteins, DNA/RNA, and protein-ligand complexes. In this work we assess
the performance that can be expected of this method, when paired with several different medium and extended
basis sets, for the accurate computation of binding energies of hydrogen bonded and dispersion bound
biologically derived complexes. It is found that, overall, the MP2/cc-pVTZ method produces the best, most
well balanced, description of noncovalent interactions. Another interesting observation made in this study is
that generally the MP2 technique, when paired with any basis set, does not yield reliable results for cyclic
hydrogen bonds such as those found in nucleic acid base pairs.

Introduction

Noncovalent interactions play a pivotal role in determining
the structure, stability, and dynamics of biological systems such
as proteins and DNA, and thus, the accurate theoretical
description of these interactions is of critical importance.
Relatively inexpensive, single determinant, methods such as
Hartree-Fock (HF) and density functional theory (DFT) provide
reliable results for intermolecular interactions that are largely
of an electrostatic nature, such as hydrogen bonding,1-3 but
generally fail to yield accurate interaction energies (and
geometries) for dispersion bound systems.1,4-6 The failure of
these methods to describe the interactions of dispersion bound
systems is attributable to their limited ability (or inability) to
describe electron correlation effects. On the other end of the
computational spectrum, techniques such as the coupled cluster
(CC) and configuration interaction (CI) methods, when used
with large basis sets, produce accurate results for both interac-
tions that are principally electrostatic and for those that are
chiefly determined by dispersion forces. Unfortunately, because
they scale very unfavorably with the number of basis sets, it is
only feasible to use methods such as CC and CI for relatively
small systems. The second-order Møller-Plesset perturbation
theory (MP2), which describes electron correlation in a limited
way and is much less computationally expensive than the CC
and CI methods, can be described as being an intermediate level
of theory. The success of the MP2 method in describing
intermolecular interactions is largely attributable to a kind of
“compensation of errors” involving the size of the basis set
employed and the lack of higher order correlation energy
contributions offered by this method. The purpose of this study
is to characterize the accuracy that can be expected of the MP2
method, paired with several commonly used basis sets, for the
computation of interaction energies of biologically relevant
complexes.

Noncovalent interaction forces can be divided, for the most
part, into two types, those of an electrostatic nature (such as in
the case of hydrogen bonding) and those that arise as a result

of the simultaneous electron correlation of separated subsystems
(such as in the case of dispersion interactions). Dispersion forces
are generally weaker than the forces associated with hydrogen
bonding; nonetheless, because they can be very abundant,
dispersion interactions play a large role in the stabilization of
large biomolecules, such as proteins and DNA. To properly
describe dispersion forces, which arise from the electrostatic
interaction of fluctuating charge distributions, it is necessary
that a system’s dynamic correlation be treated accurately.

The MP2 method is used extensively in computational
chemistry and has become a very popular tool for the treatment
of intermolecular and intramolecular noncovalent interactions
in biological systems. MP2 has been employed in studies
concerning several different types of biomolecular noncovalent
interactions associated with the stability of, for example,
proteins,5,7,8 DNA/RNA,9,10 protein-ligand complexes,11-13

protein-DNA/RNA complexes,14-17 and protein-carbohydrate
complexes.18 Looking through the references listed above, one
can see that the MP2 method is used with a wide variety of
basis sets ranging in size from the, very small, STO-3G basis
to the, much larger, aug-cc-pVDZ and cc-pVTZ bases; more-
over, MP2 results are sometimes extrapolated to the complete
basis set limit (CBS) to compute interaction energies.

The MP2/CBS (or MP2/extended basis set) stabilization
energies are overestimated mainly due to the overestimation of
dispersion energy. For complexes where stabilization energy
originates in electrostatic interactions (H-bonded complexes),
the MP2/CBS stabilization energy is relatively accurate, but for
dispersion bound complexes (stacked structures), the MP2/CBS
stabilization energy is too large. This overestimation is reduced
when higher correlation energy contributions are considered,
e.g., by performing the CCSD(T) calculations. The CCSD(T)
correction term (defined as a difference between CCSD(T) and
MP2 interaction energies) was determined for more than 100
stacked structures of DNA base pairs and amino acid pairs. This
term was systematically repulsive by between 2 and 5 kcal/
mol.19 Surprisingly, accurate stabilization energies and complex
geometries are sometimes determined with small or medium
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basis sets. This is due to compensation of errors: the size of
the basis set leads to overestimation of stabilization energy and
neglect of higher correlation energy contributions leading to
underestimation of stabilization energy. Evidently, the MP2
procedure combined with the extended basis set does not yield
accurate stabilization energies and complex geometries whereas
smaller basis sets can provide better results. Several modified
(canonical and local) MP2 methods based on the scaling of
correlation energy due to parallel and antiparallel electron pairs
have been developed in the past several years.20-23 These
methods often yield stabilization energies and geometries
superior to those of standard MP2. In terms of the treatment of
biological systems, the “spin-component scaled for nucleobases”
(SCSN) model of Hill and Platts,23 which is based on spin-
component scaled density fitting local MP2 (DF-SCS-LMP2)
is the most promising among the modified MP2 methods.

We would also like to note that the introduction of the
approximate resolution of the identity MP2 method (RI-
MP2),24,25which lowers the computational cost of MP2 calcula-
tions by about an order of magnitude with only marginal loss
of accuracy,26 increases the efficiency of the MP2 method for
calculations of noncovalent interactions in biological systems.
To our knowledge a systematic study assessing the quality of
the MP2 interaction energies, computed using several different
basis sets, has never been carried out. Given that MP2 will,
presumably, continue to be used extensively in studies involving
noncovalent interactions, we feel that it is important that its
strengths and weaknesses for these types of computations be
well characterized. A very important advantage of the MP2
procedure is the fact that it consistently describes all types of
correlation energy, not only the intermolecular correlation term,
which includes both the R6 dispersion energy and all higher
dispersion terms, but also the intramolecular correlation energy,
which is mainly responsible for reducing the electrostatic term
when passing from Hartree-Fock to a correlated level. The MP2
procedure can be said to be a truly ab initio method that requires
no empirical parameters.

Recently the treatment of noncovalent interactions, especially
those associated with dispersion, has been the subject of many
theoretical investigations. As stated above, single determinant
methods, such as HF and DFT, generally fail to produce reliable
results for dispersion bound systems, it should be noted,
however, that some DFT functionals do yield interaction
energies that are qualitatively, or even semiquantitatively,
accurate.1,3,4,27Among the functionals that have been noted to
produce relatively good results for different types of noncovalent
interactions, those recently developed by Truhlar and co-workers
(M05,28 M05-2X,28 M06,29 M06-2X29), seem to show the most
promise for the treatment of dispersion interactions in biological
systems. In recent years several groups have been able to treat
dispersion interactions by augmenting single determinant meth-
ods with empirical terms meant to make up for the deficiencies
of these methods in treating electronic correlation properly.30-40

One of the most recently developed dispersion augmented
density functional theory techniques (DFT-D), which was
parametrized specifically for intermolecular interactions of
biological interest, promises to be a useful tool for studying
proteins, DNA, and protein-ligand complexes.33,38

Methods

In this work we compare the interactions energies obtained
with the MP2 method along with ten different basis sets, namely
6-31G*, 6-31G*(0.25), 6-31+G*, TZVP, 6-311+G*, cc-pVDZ,
cc-pVDZ+, aug-cc-pVDZ, cc-pVTZ, and aug-cc-pVTZ, to those

produced using higher level ab initio methods. Of the ten basis
sets listed above, eight are very commonly used, the other two,
6-31G*(0.25) and cc-pVDZ+, are modified versions of the
6-31G* and cc-pVDZ bases, respectively. 6-31G*(0.25) is the
same as 6-31G* except for the fact that the exponential
coefficients of the first row atom polarization functions are
changed from 0.80 to 0.25. cc-pVDZ+ is the usual cc-pVDZ
with the addition of the s and p diffuse functions from aug-cc-
pVDZ placed on the heavy (non-hydrogen) atoms.

The test set employed here is derived from the S2219 set of
Hobza and co-workers and contains noncovalent complexes of
three types, those whose principle mode of interaction is through
hydrogen bonding (hydrogen bonding), those which interact
mainly through dispersion interactions (dispersion), and those
whose interactions can be described as being a mixture of
hydrogen bonding and dispersion (mixed). We have noted that
cyclic hydrogen bonds, such as those found in the formic acid
dimer, seem to behave quite differently than the more conven-
tional, single, hydrogen bonds. As the S22 set contains several
(five) examples of cyclic hydrogen bonds and only two examples
of single hydrogen bonds, we have augmented this test set with
four additional complexes whose interaction can be said to be
of the single hydrogen bond type. The four added complexes
are the methanol dimer, the methanol formaldehyde dimer, and
two methyl amide dimers whose heavy atom structures are
derived from the crystal structure of the protein rubredoxin.
Concerning the rubredoxin derived hydrogen-bonding structures,
the first of these, termed the methyl amide dimer (R), was
obtained from anR helix and the second, termed the methyl
amide dimer (â) comes from aâ sheet within the protein. It
should be noted that cyclic hydrogen bonds are very important
to the structure of DNA/RNA but are not commonly found in
proteins. The augmented S22 test set employed in this study
will be referred to as the S26-07 set.

The geometries of the systems within the S22 database were
determined using either MP2 or CCSD(T) with various basis
sets. The reference interactions energies of these complexes were
then determined by extrapolating MP2 results to the complete
basis set limit and then adding a correction term corresponding
to the difference between the CCSD(T) and MP2 interaction
energies at a given basis set (please see ref 19 for further details).
The optimized geometries for two of the four supplementary
complexes included in this work, the methanol and methanol-
formaldehyde dimers, were obtained at the MP2/cc-pVTZ level
of theory on the counterpoise-corrected geometry hypersurface.
The heavy atom (non-hydrogen) geometries of the two methyl
amide dimers came from the crystal structure of the protein
rubredoxin (PDB code 1RB9), and the hydrogen atom geom-
etries were optimized at the DFT TPSS/TZVP level of theory.
The reference interaction energies were then determined by
extrapolating MP2/aug-cc-pVDZ and MP2/aug-cc-pVTZ ener-
gies to the complete basis set limit and adding CCSD(T)
correction terms (determined with the aug-cc-pVDZ basis) to
the MP2 derived interaction energies. We are aware that it is a
bit suspect to use interaction energies that are determined, in
part, using the MP2 method as reference data for our MP2 study;
nonetheless, for most of the systems contained within our test
set, these are the highest level results obtained to date. We would
also note that the inclusion of the CCSD(T) correction terms
(which can be quite large: up to∼2-5 kcal/mol) seems to
increase the accuracy of the reference interaction energies
substantially.

In this work all MP2 calculations are made with either the
geometries determined in ref 19 (for the S22 database) or those
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determined at the MP2/cc-pVTZ level as described above (for
the supplementary hydrogen-bonding complexes). Interaction
energies are computed both with and without the counterpoise
(CP)41 correction scheme of Boys and Bernardi, which com-
pensates for the basis set superposition error (BSSE). For each
of the basis sets included in this study, with the exception of
aug-cc-pVTZ, MP2 calculations were made using the Gaussian
suite of molecular structure programs.42 MP2/aug-cc-pVTZ
calculations were carried out using the RI-MP2 method as
implemented in the Turbomole 5.8 molecular structure program
package.43

Discussion

Following is a discussion concerning the results obtained with
the counterpoise correction for the basis set superposition error,

below the results for non-counterpoise-corrected calculations,
which are generally very poor, will be discussed.

Table 1 gives the MP2 interaction energy errors, along with
the average signed and unsigned (absolute) errors, associated
with the Pople type (6-31G*, 6-31G*(0.25), 6-31+G*, and
6-311+G*) and TZVP basis sets (which we will refer to as the
“small” basis sets). Here it can be seen that 6-31G*(0.25) and
TZVP yield overall average unsigned interaction energy errors
of 1.32 kcal/mol, the lowest value among these basis sets. Not
surprisingly, the highest unsigned error of 1.95 kcal/mol is
obtained with 6-31G*, the only basis here that does not contain
diffuse functions. Another observation that can be made from
these data is that the MP2 method, when paired with each of
these basis sets, tends to underestimate the stabilization energies
for all types of interactions considered here. Indeed, with only

TABLE 1: Interaction Energy Errors for the MP2 Method When Paired with the “Small” Basis Sets 6-31G*, 6-31G*(0.25),
6-31+G*, TZVP, and 6-311+G* a

6-31G* 6-31G*(0.25) 6-31+G* TZVP 6-311+G*

high level CP no-CP CP no-CP CP no-CP CP no-CP CP no-CP

Single Hydrogen Bonds
(NH3)2 (C2h) -3.17 -0.45 1.48 -0.90 1.95 -0.21 0.81 -0.40 0.38 -0.14 1.05
(H2O)2 (Cs) -5.02 0.21 2.09 -1.06 2.59 -0.21 1.80 -0.35 0.70 0.19 2.55
methanol dimmer (C1) -5.70 -0.36 2.09 -1.08 3.12 -0.46 1.90 -0.47 1.12 -0.33 2.23
methanol-formaldehyde (C1) -5.31 -1.43 1.94 -1.41 2.53 -1.16 0.57 -1.48 0.03 -1.48 0.17
methyl amide dimer (R) -6.69 -1.50 1.03 -1.35 2.73 -1.43 0.65 -1.47 0.01 -1.55 0.48
methyl amide dimer (â) -7.65 -1.81 1.22 -1.58 3.94 -1.54 0.39 -1.51 -0.18 -1.56 0.18

Cyclic Hydrogen Bonds
formic acid dimer (C2h) -18.61 -4.28 1.20 -4.83 3.48 -5.28 -1.59 -4.28 -1.53 -6.07 -2.90
formamide dimer (C2h) -15.96 -3.06 2.19 -3.33 3.71 -3.55 -0.91 -3.53 -1.31 -4.07 -1.72
uracil dimer (C2h) -20.65 -3.70 1.20 -3.94 4.32 -3.74 -0.08 -3.66 -1.18 -4.28 -0.99
2-pyridoxine-2-aminopyridine (C1) -16.71 -2.45 2.77 -2.53 5.90 -2.93 1.02 -2.33 0.47 -2.94 0.49
adenine-thymine WC (C1) -16.37 -3.29 2.60 -3.08 6.59 -3.52 0.27 -2.92 -0.37 -3.51 -0.42

Dispersion Bound
(CH4)2 (D3d) -0.53 -0.62 -0.38 -0.40 -0.09 -0.59 -0.40 -0.44 -0.22 -0.53 -0.27
(C2H4)2 (D2d) -1.51 -1.43 -0.17 -0.83 0.62 -1.36 -0.40 -1.03 0.04 -1.13 0.00
benzene-CH4 (C3) -1.50 -1.38 -0.21 -0.82 0.47 -1.16 0.38 -0.70 0.63 -0.85 0.81
benzene dimer (C2h) -2.73 -2.74 0.44 -0.23 4.19 -1.07 3.16 -0.25 3.60 -0.17 4.26
pyrazine dimer (Cs) -4.42 -1.88 1.44 0.47 5.64 -0.60 3.48 -0.39 3.52 -0.06 3.89
uracil dimer (C2) -10.12 -3.59 1.75 -1.75 7.06 -2.20 4.50 -1.66 4.90 -1.36 5.61
indole-benzene (C1) -5.22 -4.09 0.43 -0.46 6.37 -1.56 4.49 -0.56 5.26 -0.39 5.76
adenine-thymine stack (C1) -12.23 -4.31 2.97 -1.22 11.17 -1.90 7.06 -0.97 8.04 -0.58 8.44

Mixed Interactions
ethene-ethyne (C2V) -1.53 -0.38 0.63 -0.19 0.85 -0.52 0.19 -0.52 0.03 -0.43 0.28
benzene-H2O (Cs) -3.28 -0.96 0.76 -0.64 1.31 -1.03 1.02 -0.92 0.84 -0.85 1.33
benzene-NH3 (Cs) -2.35 -1.21 0.23 -0.70 0.90 -1.17 0.71 -0.87 0.71 -0.91 1.06
benzene-HCN (Cs) -4.46 -1.09 0.90 -0.15 1.73 -1.15 1.31 -0.97 1.35 -0.73 1.56
benzene dimer (C2V) -2.74 -1.49 0.58 -0.41 1.93 -0.98 2.02 -0.56 2.40 -0.53 2.57
indole-benzene T-shape (C1) -5.73 -1.66 1.61 -0.01 3.89 -1.33 2.74 -0.98 2.68 -0.69 3.43
phenol dimer (C1) -7.05 -1.36 2.29 -0.83 5.21 -1.18 3.07 -0.97 1.81 -0.89 3.52

Signed Average Errors
hydrogen bonding -2.01 1.80 -2.28 3.71 -2.18 0.44 -2.04 -0.17 -2.34 0.10
single H-bond -0.89 1.64 -1.23 2.81 -0.84 1.02 -0.95 0.34 -0.81 1.11
cyclic H-bond -3.36 1.99 -3.54 4.80 -3.80 -0.26 -3.34 -0.78 -4.17 -1.11
dispersion -2.51 0.78 -0.66 4.43 -1.31 2.78 -0.75 3.22 -0.63 3.56
mixed -1.16 1.00 -0.42 2.26 -1.05 1.58 -0.83 1.40 -0.72 1.96
total -1.94 1.27 -1.28 3.54 -1.61 1.47 -1.32 1.30 -1.38 1.67
total (neglecting cyclic H-bonds) -1.60 1.10 -0.74 3.24 -1.09 1.88 -0.83 1.79 -0.71 2.33

Unsigned Average Errors
hydrogen bonding 2.05 1.80 2.28 3.71 2.18 0.91 2.04 0.66 2.37 1.20
single H-bonds 0.96 1.64 1.23 2.81 0.84 1.02 0.95 0.40 0.88 1.11
cyclic H-bond 3.36 1.99 3.54 4.80 3.80 0.77 3.34 0.97 4.17 1.30
dispersion 2.51 0.97 0.77 4.45 1.31 2.98 0.75 3.28 0.63 3.63
mixed 1.16 1.00 0.42 2.26 1.05 1.58 0.83 1.40 0.72 1.96
total 1.95 1.33 1.32 3.55 1.61 1.73 1.32 1.67 1.39 2.15
total (neglecting cyclic H-bonds) 1.62 1.17 0.79 3.25 1.09 1.95 0.83 1.83 0.73 2.35

a Errors are calculated by subtracting the calculated values from the high level ones and are given in kcal/mol. CP denotes counterpoise-corrected
results, and no-CP indicates results obtained with no counterpoise correction.
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three exceptions ((H2O)2 with 6-31G* and 6-311+G*, and
pyrazine dimer with 6-31G*(0.25)), the stabilization energies
of all of the systems, along with each of these basis sets, is
underestimated. When cyclic hydrogen bonds, which are treated
very poorly by these methods, are ignored, the MP2/6-311+G*
method gives the lowest overall average unsigned interaction
energy error with a value of 0.73 kcal/mol. It is also worth
pointing out that the, very small, 6-31G*(0.25) basis performs
relatively well, giving an average unsigned error of 0.79 kcal/
mol.

In terms of hydrogen-bonding, TZVP yields the lowest
average unsigned interaction energy error with a value of 2.04
kcal/mol; the highest unsigned error of 2.37 kcal/mol is produced
by the 6-311+G* basis. It should also be noted that the 6-31G*
basis set gives a, relatively low, unsigned error of 2.05 kcal/
mol. Stabilization energies for the cyclic hydrogen bonds are
underestimated to a much greater extent than those of the single
hydrogen bonding complexes, with average signed errors for
cyclic hydrogen bonding complexes generally being about 4-5
times greater than those of single hydrogen bonding species.
The best result for single hydrogen bonds is obtained with the
6-31+G* basis with an average unsigned error of 0.84 kcal/
mol whereas, for cyclic hydrogen bonds, the lowest unsigned
error of 3.34 kcal/mol is produced with TZVP. Single hydrogen
bonds involving a carbonyl oxygen as the hydrogen bond
acceptor are generally not as well described by the MP2 method
(with the small basis sets) as those whose hydrogen bond
acceptor is an amino nitrogen or hydroxyl oxygen (including
the water dimer).

Considering the results for dispersion bound complexes, the
MP2/6-311+G* method, with an average unsigned interaction
energy error of 0.63 kcal/mol, is the best performer among the
methods being considered here. The TZVP and 6-31G*(0.25)
basis sets give unsigned errors of 0.75 and 0.77 kcal/mol,
respectively, and the 6-31G* and 6-31+G* bases yield poor
results with average unsigned errors of 2.51 and 1.31 kcal/mol,
respectively. Among the dispersion bound complexes treated
here, the stacked uracil dimer proved to be particularly
problematic for MP2 methods, the best result for this system,
corresponding to an error of 1.36 kcal/mol, was obtained with
the 6-311+G* basis.

Somewhat surprisingly, the best result for the mixed interac-
tions is obtained with the 6-31G*(0.25) basis, with an average
unsigned interaction energy error of 0.42 kcal/mol. The next
best result, corresponding to an average error of 0.72 kcal/mol,
is obtained with the 6-311+G* basis set. The 6-31G* and
6-31+G* basis sets both yield relatively high unsigned errors
of 1.05 and 1.16 kcal/mol, respectively. The stabilization energy
of the phenol dimer is consistently underestimated with all of
these methods by about 1 kcal/mol; the best result for this
complex is obtained with 6-31G*(0.25), which is in error by
-0.83 kcal/mol.

Table 2 gives the MP2 interaction energy errors, along with
the signed and unsigned average errors, associated with the
Dunning type basis sets (cc-pVDZ, cc-pVDZ+, aug-cc-pVDZ,
cc-pVTZ, and aug-cc-pVTZ). Here it can be seen that the aug-
cc-pVTZ basis set produces the lowest average unsigned
interaction energy error with a value of 0.67 kcal/mol. The
largest average error of 1.93 kcal/mol is obtained with the cc-
pVDZ basis set. The smaller basis sets considered here, cc-
pVDZ and cc-pVDZ+, both have a strong tendency to under-
estimate stabilization energies of all types, with the former
underestimating the interaction energies of all the complexes
in the test set and the latter underestimating all but one of them

(benzene dimer (C2h)). The largest basis set employed in this
study, aug-cc-pVTZ, tends to overestimate the stabilization
energies of the dispersion bound and mixed complexes while
underestimating the binding energies of most of the hydrogen-
bonding complexes. When cyclic hydrogen bonds, for which
all MP2 methods investigated in this study tend to yield high
errors, are neglected, the MP2/cc-pVTZ method yields the
lowest overall error of 0.51 kcal/mol.

In terms of hydrogen bonding there is clearly a tendency for
the accuracy of the interaction energies to increase as the size
of the basis set is increased, this tendency can also be seen for
both single hydrogen bonds and cyclic ones. The aug-cc-pVTZ
basis set gives the most accurate hydrogen bonding interaction
energies, with an overall average unsigned error of 0.46 kcal/
mol, and can be said to be the only basis set considered in this
work that yields relatively good results for cyclic hydrogen
bonds (unsigned error of 0.76 kcal/mol). It is interesting to note
that for each basis set considered here, with the exception of
aug-cc-pVTZ, all of the hydrogen bonding interaction energies
are underestimated. The aug-cc-pVTZ basis underestimates the
binding energies of all hydrogen-bonding complexes except the
methyl amide dimers (bothR andâ). As in the case of the small
basis sets, most of the Dunning bases yield lower errors for
single hydrogen bonds in which the hydrogen bond acceptor is
an amino nitrogen or a hydroxyl oxygen rather than a carbonyl
oxygen.

Considering dispersion interactions, the MP2/cc-pVTZ method
yields the lowest unsigned interaction energy error with a value
of 0.61 kcal/mol. It is also notable that the, relatively small,
cc-pVDZ+ basis gives the second lowest unsigned error of 0.76
kcal/mol. The aug-cc-pVTZ basis set overestimates the stabi-
lization energies of all but two of the dispersion bound
complexes (methane dimer and ethene dimer) and overestimates
the stabilization energies of the pyrazine dimer, indole-benzene
complex, and stacked adenine-thymine complex by more than
2.00 kcal/mol.

For the mixed interactions, the best results are obtained with
the aug-cc-pVDZ and cc-pVTZ basis sets with average unsigned
errors of 0.25 and 0.26 kcal/mol, respectively. It is interesting
to note that the MP2/aug-cc-pVTZ method overestimates the
stabilization energies of all these interactions.

Extrapolated MP2 complete basis set interaction energies for
the systems in the S26-07 test set are given in Table 3. Here it
can be seen that the MP2/CBS results for hydrogen-bonding
complexes are generally quite good, with errors for all but two
of the systems being below 0.1 kcal/mol. Errors for the
2-pyridoxine-2-aminopyridine and the adenine-thymine (WC)
complexes (cyclic hydrogen bonding) are larger, with values
of 0.66 and 0.17 kcal/mol, respectively. As would be expected,
the MP2/CBS method generally overbinds dispersion bound and
mixed complexes significantly, with interaction energies that
are in error by up to 66% (for the parallel displaced benzene
dimer).

Here we will briefly describe the interaction energy data
obtained without the use of the counterpoise correction method.
These results are generally much worse than those produced
using the counterpoise correction and would not be recom-
mended for studies on interactions of noncovalent complexes
in biological systems. As might be expected, non-counterpoise
calculations generally underestimate stabilization energies be-
cause of their tendency to underestimate the energies of
monomers relative to those of their corresponding complexes.
This overbinding tendency can be seen for each of the basis
sets employed in this work. For two of the basis sets, 6-31G*
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and cc-pVDZ, the non-counterpoise-corrected interaction ener-
gies are predicted to be more accurate than their counterpoise-
corrected counterparts. This may be indicative of a tendency
for the counterpoise correction to overestimate the basis set
superposition error. This phenomenon is especially evident in
cases where relatively small basis sets are employed. The lowest
overall average unsigned binding energy error is obtained by
the smallest basis set considered here, 6-31G*, with a value of
1.33 kcal/mol.

It is interesting to mention that counterpoise and non-
counterpoise-corrected MP2 interaction energies for hydrogen
bonding and stacked nucleic acids have been shown to converge
when a very large basis set (aug-cc-pV5Z) is used.44 This is an
expected result, as the basis set superposition error should
become smaller as larger basis sets are employed.

Conclusions

In assessing the performance of MP2 with the various basis
sets studied here it is important to consider not only the overall
average performance for a particular basis but also the quality
of the results obtained for each type of interaction. For instance,
if a method were to produce very good hydrogen bonding and
mixed interaction results but describe dispersion interactions
fairly poorly, it might yield a fairly good overall average
interaction energy error, but it could not be said to be a good
general method for treating noncovalent interactions. It is very
important that any method used to describe biologically relevant
intermolecular interactions be well balanced, in terms of its
description of electrostatic and dispersion forces, because in
practice these forces can rarely be separated, and generally there
will always be some electrostatic and dispersion component

TABLE 2: Interaction Energy Errors for the MP2 Method When Paired with the Dunning Type Basis Sets cc-pVDZ,
cc-pVDZ+, aug-cc-pVDZ, cc-pVTZ, and aug-cc-pVTZa

cc-pVDZ cc-pVDZ+ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ

high level CP no-CP CP no-CP CP no-CP CP no-CP CP no-CP

Single Hydrogen Bonds
(NH3)2 (C2h) -3.17 -1.27 1.72 -0.67 0.09 -0.49 0.20 -0.40 0.88 -0.18 0.07
(H2O)2 (Cs) -5.02 -1.10 2.36 -0.87 0.25 -0.66 0.18 -0.57 1.10 -0.33 0.14
methanol dimer (C1) -5.70 -1.21 2.76 -0.88 0.77 -0.47 0.72 -0.49 1.47 -0.07 0.56
methanol-formaldehyde (C1) -5.31 -2.14 2.54 -1.62 -0.19 -0.69 0.46 -0.80 1.23 -0.20 0.39
methyl amide dimer (R) -6.69 -1.92 1.10 -1.65 0.14 -0.68 1.06 -0.72 0.71 0.22 0.70
methyl amide dimer (â) -7.65 -2.25 1.67 -1.67 -0.16 -0.88 0.82 -0.93 0.71 0.27 0.71

Cyclic Hydrogen Bonds
formic acid dimer (C2h) -18.61 -4.55 2.73 -4.91 -1.71 -2.62 -0.05 -1.72 1.09 -1.06 0.46
formamide dimer (C2h) -15.96 -4.30 2.20 -4.02 -1.70 -2.01 0.20 -1.71 0.77 -0.93 0.32
uracil dimer (C2h) -20.65 -4.52 1.09 -4.03 -0.53 -2.24 1.07 -1.91 0.42 -1.10 0.84
2-pyridoxine-2-aminopyridine (C1) -16.71 -2.89 2.91 -2.69 0.71 -1.15 2.26 -0.80 1.71 -0.12 1.71
adenine-thymine WC (C1) -16.37 -3.71 2.81 -3.30 0.17 -1.66 2.01 -1.45 1.18 -0.58 1.50

Dispersion Bound
(CH4)2 (D3d) -0.53 -0.45 -0.22 -0.42 -0.23 -0.14 0.39 -0.21 -0.11 -0.07 0.07
(C2H4)2 (D2d) -1.51 -1.10 -0.04 -0.99 -0.12 -0.33 0.59 -0.36 0.08 -0.05 0.36
benzene-CH4 (C3) -1.50 -1.02 0.05 -0.78 0.44 -0.14 1.67 -0.07 0.39 0.20 0.91
benzene dimer (C2h) -2.73 -1.08 1.44 0.09 3.26 1.51 5.38 1.01 2.44 1.97 3.55
pyrazine dimer (Cs) -4.42 -1.17 2.03 -0.09 3.18 1.59 5.46 1.02 2.59 2.14 3.67
uracil dimer (C2) -10.12 -3.27 2.57 -2.20 3.97 0.11 5.88 -0.09 2.97 0.50 3.01
indole-benzene (C1) -5.22 -1.74 2.13 -0.07 4.73 1.84 7.53 1.20 3.43 2.52 4.84
adenine-thymine stack (C1) -12.23 -3.19 4.78 -1.45 6.38 1.35 9.71 0.91 5.06 2.04 5.51

Mixed Interactions
ethene-ethyne (C2V) -1.53 -0.45 0.32 -0.49 0.14 -0.14 1.00 -0.10 0.20 0.05 0.46
benzene-H2O (Cs) -3.28 -1.11 0.53 -0.78 0.62 -0.26 1.43 -0.34 0.96 0.07 0.88
benzene-NH3 (Cs) -2.35 -0.97 0.28 -0.72 0.64 -0.17 1.59 -0.21 0.62 0.17 0.90
benzene-HCN (Cs) -4.46 -1.05 0.49 -0.85 0.94 -0.01 2.56 0.14 0.82 0.46 1.58
benzene dimer (C2V) -2.74 -0.84 1.00 -0.39 1.96 0.41 3.81 0.26 1.14 0.72 2.09
indole-benzene T-shape (C1) -5.73 -1.04 1.56 -0.65 2.53 0.47 4.74 0.45 1.87 0.98 2.87
phenol dimmer (C1) -7.05 -1.81 2.62 -1.35 2.07 -0.32 2.96 -0.35 1.66 0.31 1.95

Signed Average Errors
hydrogen bonding -2.71 2.17 -2.39 -0.20 -1.23 0.81 -1.05 1.02 -0.37 0.67
single H-bond -1.65 2.03 -1.23 0.15 -0.65 0.57 -0.65 1.02 -0.05 0.43
cyclic H-bond -3.99 2.35 -3.79 -0.61 -1.94 1.10 -1.52 1.03 -0.76 0.97
dispersion -1.63 1.59 -0.74 2.70 0.72 4.58 0.43 2.11 1.16 2.74
mixed -1.04 0.97 -0.75 1.27 0.00 2.58 -0.02 1.04 0.39 1.53
total -1.93 1.67 -1.44 1.09 -0.30 2.45 -0.32 1.36 0.31 1.54
total (neglecting cyclic H-bonds) -1.44 1.51 -0.88 1.50 0.09 2.77 -0.03 1.44 0.56 1.68

Unsigned Average Errors
hydrogen bonding 2.71 2.17 2.39 0.58 1.23 0.82 1.05 1.02 0.46 0.67
single H-bonds 1.65 2.03 1.23 0.27 0.65 0.57 0.65 1.02 0.21 0.43
cyclic H-bond 3.99 2.35 3.79 0.96 1.94 1.12 1.52 1.03 0.76 0.97
dispersion 1.63 1.66 0.76 2.79 0.88 4.58 0.61 2.13 1.19 2.74
mixed 1.04 0.97 0.75 1.27 0.25 2.58 0.26 1.04 0.39 1.53
total 1.93 1.69 1.45 1.45 0.86 2.45 0.70 1.37 0.67 1.54
total (neglecting cyclic H-bonds) 1.44 1.53 0.89 1.56 0.60 2.77 0.51 1.45 0.64 1.68

a Errors are calculated by subtracting the calculated values from the high level ones and are given in kcal/mol. CP denotes counterpoise-corrected
results, and no-CP indicates results obtained with no counterpoise correction.
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within any noncovalent interaction. The following discussion
will focus on counterpoise-corrected results and we will only
note here that, in general, MP2 does not yield accurate
interaction energies when the counterpoise correction method
is not employed.

Overall, the aug-cc-pVTZ and cc-pVTZ basis sets yield the
lowest average unsigned interaction energy errors with values
of 0.67 and 0.70 kcal/mol, respectively. The aug-cc-pVTZ basis
set produces very good results for hydrogen bonding and mixed
interactions but tends to strongly overestimate the stabilization
energies of dispersion bound systems whereas cc-pVTZ gener-
ally gives fairly good results for each of the interaction types
and describes mixed interactions particularly well. The conclu-
sion that we would draw from these observations is that, among
the basis sets studied here, cc-pVTZ produces the most accurate,
and well balanced, interaction energies when used with the MP2
method. It must, however, be stressed again that this is due to
fortuitous compensation of errors.

Among the small basis sets, 6-31G*(0.25) and TZVP produce
the best results, both yielding an average error of 1.32 kcal/
mol. Both of these basis sets produce fairly high errors for
hydrogen bonding interactions and relatively low ones for
dispersion interactions; 6-31G*(0.25), however, gives substan-
tially lower errors for mixed systems than TZVP. In cases where
the use of large basis sets with the MP2 method is not possible,
because of large system size, and only qualitative results are
required, the 6-31G*(0.25) basis seems to be the best choice,
among basis sets studied here, for the computation of nonco-
valent interaction energies.

One of the main conclusions that can be drawn from this
study is that MP2 methods do not generally describe cyclic

hydrogen bonds very well, the aug-cc-pVTZ basis set, the largest
one considered here, produces reasonably low errors for these
types of interactions and cc-pVTZ can perhaps be said to
describe cyclic hydrogen bonds to a qualitative level. This result
has deep implications for the study of nucleic acids, such as
those found in DNA, which form base pairs through cyclic
hydrogen bonds. It should be noted that cyclic hydrogen bonds
are not particularly common within proteins or most protein-
ligand complexes, and so this deficiency of MP2 is not critically
important for studies of these types of systems.

When cyclic hydrogen bonding interactions are neglected,
the cc-pVTZ and aug-cc-pVDZ basis sets produce the most
accurate interaction energies when used with MP2, with average
unsigned errors of 0.51 and 0.60 kcal/mol, respectively. These
bases give essentially identical results for both hydrogen bonding
and mixed interactions, but cc-pVTZ produces an error that is
about 0.3 kcal/mol lower than that of aug-cc-pVDZ for
interactions dominated by dispersion forces. These results lead
us to believe that the cc-pVTZ basis set is the best basis set to
use, along with MP2, for the computation of noncovalent
interactions in proteins and protein-ligand systems. It should
also be noted that, with the omission of the cyclic hydrogen
bonds, the 6-311+G* basis set produces relatively good results,
with an average unsigned interaction energy error of 0.73 kcal/
mol. This basis set gives a very balanced description of
intermolecular interactions, giving its largest average error of
0.88 kcal/mol for dispersion interactions.

In this work it has been shown that the MP2 method can be
used to obtain interaction energies, for biologically relevant
noncovalent complexes, that are at least semiquantitative if the
basis set is chosen carefully. For general purposes, we feel that
the cc-pVTZ basis offers the best balance in terms of its
description of noncovalent interactions arising from both
electrostatic and dispersion forces. One interesting question that
has not been addressed in this study is the quality of the local
and global geometry minima obtained by the MP2 technique
when paired with various basis sets. We believe that this would
be a very interesting avenue for future investigation.
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