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An aromatic hydrocarbon rotor without functional groups is theoretically designed. Such a molecular rotor is
free from long-range electrostatic interactions. Induced dipole interactions are the rotor-driving forces under
a nonresonant excitation condition. As an example, a molecular rotor with a condensed aromatic ring, a
pentacene moiety mounted on a phenyl-acetylene axle that is driven by a circularly polarized electric field is
considered. Results of simulations of the quantum dynamics of a rotor that take into account short-range
rotor-bath interactions are presented by numerically solving the density matrix equations of the rotational
motions.

1. Introduction

In recent years, molecular rotors (motors) have been studied
from both experimental and theoretical points of view.1-15

Special attention has been given to optical electric-field-driven
molecular rotors.16-21 It has been shown that rotational motions
can be controlled by optimizing variables of optical electric
fields such as polarization direction, central frequency, pulse
width, and so on.21 The rotary arm of the rotor consists of a
functional group such as NO2 or CHO, whose dipole moment
is of a magnitude that is sufficiently large for the rotor to be
driven by electromagnetic fields of reasonably low intensities.
On the other hand, such a molecular rotor is subjected to
environmental perturbations, especially through long-range
electrostatic interactions. This may cause a decrease in rotational
power. Therefore, it is worth designing a molecular rotor without
any functional group that is free from long-range electrostatic
interactions. One of the candidates is a rotor made of hydro-
carbon compounds without functional groups that consists of
anisotropic, condensed aromatic rings that have a high polar-
izability to be driven by electromagnetic fields.

In this paper, we first present results of a theoretical design
of an aromatic hydrocarbon rotor driven by a circularly polarized
electromagnetic field. The rotor designed consists of a rotational
arm, a shaft, and a base, which are made of pure hydrocarbons
with a condensed aromatic ring. Similar aromatic hydrocarbons
have actually been synthesized for molecular rotors.22-23 We
next present results of quantum dynamics simulation of the rotor
by evaluating time-dependent expectation values of the rotational
angular momentum operator. We clarify dephasing effects on
the rotator dynamics by using the Redfield equation with secular
approximation. Short-range collisions between the rotor and
atoms or molecules in the environment are the main cause of
rotational power loss of rotors.

In the next section, we first describe the time-dependent
interaction Hamiltonian in the Born-Oppenheimer approxima-
tion within the semiclassical treatment of the rotor-radiation
field interaction. We then show an outline of rotor dynamics in
the density matrix formalism based on the so-called Redfield
theory to take into account short-range interactions between a
rotor and atoms or molecules in the heat bath. In Section 3, we
present results of quantum dynamic simulations of a real
molecular rotor, pentacene, that is surrounded by colliding
substances under finite temperature conditions.

2. Theory

(a) An Aromatic Hydrocarbon Rotor Driven by a Circu-
larly Polarized Time-Dependent Electric Field.Consider an
aromatic hydrocarbon rotor attached at a surface as shown in
Figure 1. The internal, hindered-rotational coordinate is denoted
by φ. We restrict ourselves to a one-dimensional rotor, neglect-
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Figure 1. Molecular rotor that has pentacene as its engine attached to
a surface through an acetylene unit and a benzene ring. Its rotation is
induced by a circularly polarized electromagnetic field.
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ing other degrees of freedom of the internal nuclear motions.
A circularly polarized electric field of electromagnetic radiation,
E(t), with a propagation vector to theZ direction is applied to
the molecular rotor. The interaction between the rotor and
electric field is treated within the semiclassical treatment. Let
the rotor be perturbed by atoms or molecules as a heat bath.
Interactions between the electric field and the heat bath are
omitted. The total Hamiltonian can be expressed under a
nonresonant excitation condition as

where system HamiltonianHS(t) describes rotor dynamics in
the presence of the electric fieldE(t), HB denotes the bath
Hamiltonian depending on the other degrees of freedom of the
rotor system and the environment, andHSB describes rotor-
bath couplings.

The HamiltonianHS(t) of the rotor in the electronic ground
state is expressed in the Born-Oppenheimer approximation as25

whereU(φ) is the potential energy andI is the moment of inertia
of the rotor. We restrict ourselves to the first- and second-order
rotor-radiation field interactions and neglect the higher-order
interactionsO(E3). The third term in the right-hand side of eq
2 denotes the dipole interaction with dipole momentµ(φ), and
the fourth term denotes the induced-dipole interaction and
R(φ) is a symmetric polarizability tensor of the rotor. By
assuming that the rotor is rigid, the two-dimensional polariz-
ability components of the arm are expressed in terms of
sinusoidal functions as

Here, the first term expresses the isotropic components of the
polarizability andA ) {RXX(0) + RYY(0)}/2, and the sec-
ond term the anisotropic components andB ) {RXX(φ) -
RYY(φ)}/2.

Let E((t), a circularly polarized electric field with an envelope
of a sine square, be given by

whereE0 is the amplitude,ωp is the central frequency, andτp

is the duration of the electric field. The plus (minus) sign in eq
4 donates the right-handed (left-handed) circularly polarized
electric field. The fourth term in the right-hand side of eq 2 is
then expressed in an analytical form as

The term in the right-hand side involvingA of eq 5 is

independent ofφ and contributes to a potential energy shift of
the rotor. The term in involvingB eq 5 is the time-dependent
interaction between an aromatic hydrocarbon rotor and a
circularly polarized optical electric field. BecauseB is the
difference between the diagonal elements of the polarizability
at φ ) 0, a rotor having a largest rotational ability can be
designed by choosing aromatic ring molecules withB as large
as possible. For example, a pentacene, a linear aromatic
polyacene, is the best one among rotors that consist of condensed
aromatic ring molecules with five benzene rings. We use the
right-handed circularly polarized electric fieldE+(t) that is
simply denoted asE(t) in this paper.

We can roughly estimate the minimum strength of the electric
field E0

min to drive rotations under the condition that the rotor
adiabatically follows the continuous circularly polarized electric
field. The interaction energyBE0

2/2 that is given in eq 5 leads
to

Here∆U denotes the internal rotational potential energy barrier.
(b) Quantum Dynamics of a Rotor in a Bath with Short-

Range Interactions.We approximately describe the heat bath
as an ensemble of harmonic oscillators. The Hamiltonian is
given as

where ωi is frequency, andai
† and ai are annihilation and

creation operators in theith harmonic oscillator, respectively.
Let the system-bath coupling be given within the lowest order
in the displacement of a bath coordinate as

Here,Q(φ) is an operator of the rotor variableφ in which both
elastic and inelastic interactions between the rotor and heat bath
are taken into account. The coupling constantκi and spectrum
of the bathJ(ω) are chosen in accordance with an Ohmic
spectral density as

where the strength of the system-bath coupling is determined
by the dimensionless parameterη, and the spectral takes the
maximum value atω ) ωc.

The time evolution of the rotor is obtained by solving the
Redfield equation with secular approximation.26-28 The evolu-
tion of the diagonal elements of the system density matrix is
given by

where each index specifies the matrix element represented by
the eigenstates of the field-free system, and the transition
probability iswji ) Γijji
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- . Here,Γijkl
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+ )*and
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wherenj(ω) ) {exp(pω/kBT) - 1}-1 is the Bose distribution,
kB is the Boltzmann constant,T is the temperature, andpωji is
the energy difference between thejth andith field-free system
states.

The evolution of the off-diagonal elements is described as

with dephasing rate constantγij given asγij ) ∑k (Γikki
+ + Γjkkj

- )
- Γjjii

+ - Γjjii
- .

The initial density operator of the system in the thermal
equilibrium F(0) is given by the Boltzmann distribution as
Fij(0) ) δij exp(-λi/kBT)/Z. Here,δij is the Kronecker delta,λi

is the eigenvalue of theith field-free system state, andZ ) ∑i

exp(-λi/kBT) is the distribution function.
The time-dependent expectation value of the rotational

angular momentum operator,l̂ ) -ip <fr>∂<fd>∂φ<frx>,
l(t), which is a measure of the magnitudes of the rotation
dynamics, is defined as

Here, Tr means to take trace over the quantum states of the
rotor. The sign of eq 13 denotes the direction of rotation, and
the absolute value denotes the magnitude of the angular
momentum.

3. Results and Discussion

We take the molecular system shown in Figure 1 as an
aromatic hydrocarbon rotor, which could be synthesized in
several laboratories.22-24 The system has a pentacene unit as
an arm of a molecular rotor, which is connected to a surface
through a scaffolding part (triple bond and benzene ring). For
example, a molecule substituted by sulfurs can be attached onto
a gold surface. The axis of rotation is set in theZ-direction and
is driven by a transparent, circularly polarized electric field. The
origin of the rotation is chosen by setting the dihedral angle
between pentacene and the benzene ring atφ ) 0, which
corresponds to the minimum of the potential energy surface.

Figure 2a shows the potential energy of the rotor armU(φ)
as a function of the internal rotational coordinateφ. The potential
energy function was calculated by using the standard DFT
(B3LYP/6-31+G**) method.29 The moment of inertia of the
arm is I ) 4321 amu Å2.

Figure 2b shows the polarizability componentsRXX(φ),
RYY(φ), andRXY(φ) as a function ofφ. These components were
also calculated within the same level of the DFT method
described above. It should be noted that dipole momentµ(φ)
has no contribution to the rotor dynamics because the symmetry
of the rotor belongs to the point group ofC2 (or C2V at φ ) 0,
π/2, π, 3π/2). The two-dimensional polarizability tensor of the
rotor, R(φ), is the sum of those of the arm and the scaffolding
part, where we considered only those of the arm in eq 3 for
simplicity. The calculated polarizability components are fitted
well in the form of cos(2φ) and sin(2φ) in eq 3 with parameters
A ) 450 andB ) 250 in atomic units, where 1 au) 1.6488×
10-41 C2 m2 J-1.

The eigenvalues{εn} and eigenvectors of the field-free rotor
were obtained by diagonalizing the matrix ofHS with the con-
dition of E(t) ) 0. Figure 3 shows the differences in the eigen-
values between the two adjacent eigenstates with quantum num-
bers,n + 1 andn. Here, nonzero values in the differences come
from ε2k+2 - ε2k+1, andε2k+1 - ε2k gives almost zero values
for k ) 0, 1, 2, ... within a double-well potential, while such a
characteristic feature in the energy differences is reversed in
the free-rotational regime (see inserted figure). A dip that
appeared around the quantum numbern ) 367 corresponds to
the top of the rotational potential energy of∆U ) 288 cm-1. A
smooth and flat profile in the eigenvalues can be seen below
the dip in Figure 3. A linear dependent behavior above the dip
in Figure 3 indicates that the system above the double-well
potential can approximately be expressed by a free rotor.

Now consider rotor dynamics in the presence of a right-
handed circularly polarized electric field. It should be noted that
electric fields are required to prevent field ionizations from the
rotor. To choose the appropriate parameters of the electric field,
(ωp, E0) contour plots of expectation values of the angular
momentum at the final timeτp ) 0.5 ns, l(τp) are shown in
Figure 4. Here relaxation effects were omitted. There was no
significantτp dependence in the expectation values.l(p) for τp

) 0.2-3 ns. It should be noted that most of the populations
were left in the potential well because the electric field used
was not optimal one. To rotate the rotor more efficiently, a
negative chirp pulse followed by a positive chirp pulse must
be applied. This is because the molecular rotor with anharmonic
potential has a characteristic structure in both the vibrational
and rotational energy level spacing, as shown in Figure 3. A
negative chirp pulse can excite the rotor to higher vibrational
energy states effectively, and a positive chirp pulse can excite

Figure 2. (a) Top panel: the calculated potential energy of the rotor
U(φ) as a function of internal hindered rotational coordinate. (b) Bottom
panel: the calculated polarizabilitiesRXX(φ), RYY(φ), andRXY(φ) of the
rotor as a function ofφ.

Figure 3. Energy differences in the eigenvalues between the two
adjacent eigenstates with quantum numbersn + 1 andn. The inserted
figure shows an expanded view of the energy aroundn ) 367. This is
the ordinal energy pattern of a system with a double-well potential.
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the rotor to higher rotational states by a ladder-climbing
mechanism.20e,f The magnitude of electric fieldE0

min suppress-
ing field ionization can be approximated to be that evaluated
in the adiabatic following limit, which is estimated to beE0

min

) 1.7 GV m-1 from eq 6 with parameters∆U ) 288 cm-1 and
B ) 250 in atomic units. It can be seen from Figure 4 that
there is a broad distribution ofωp in the range between
0.7-2.1 cm-1 for giving an order of tens inl(τp) below the
critical electric field of 1.7 GV m-1. The frequency of the
minimum valueωp ) 0.8 cm-1 is expected to be effective
because the induced dipole interaction processes are two-photon
processes and the transition frequencies in the potential well
are almost 1.6 cm-1, as can be seen in Figure 3. The amplitude
of the field E0 is set to 1.1 GV m-1, which is about2/3 of the
electric field in the adiabatic field limit. This results in a
magnitude of 133 cm-1 of the rotation-driving field strength
BE0

2/2 in eq 5, which is about one half of that of the rotational
barrier height,∆U.

Now we consider the dephasing effects solving the Redfield
equations. The frequencyωc at which the bath spectrum takes
the maximum value is set toωc ) 1.4 cm-1, the temperature in
the bath is set toT ) 50 K, and the periodic functionQ(φ) in
eq 7 is assumed to be expressed by a trigonometric function,
cos(φ - π/4), for convenience of numerical calculations.
Dephasing constantΓijkl

+ was calculated by using the FFT
program package. The differential equations for diagonal and
off-diagonal density matrix elements, eqs 10 and 12, with an
initial condition were solved by using the fourth-order Runge-
Kutta method. Here, the density matrix elements ofF(t) are
represented as an 800× 800 matrix to obtain converged results.

Figure 5 shows dephasing effects in the time-dependent
expectation values of the rotational angular momentuml(t) of
the pentacene rotor. The upper panel shows the circularly
polarized electric field components,EX(t) andEY(t), applied to
the rotor. It can be seen from Figure 5 that the instantaneous
angular momentum of the rotor synchronously oscillates with
the applied field just after the excitation. This originates from
the fact that both the frequency of the applied field and that of
the pendulum motion of the rotor are of the same order, and
the adiabatic condition breaks down.

In Figure 5,l(t) is evaluated for three different values of the
system-bath couplingη. Forη ) 0, where there is no system-
bath coupling, unidirectional rotation with positive values of
l(t) starts at aboutt ) 0.2 ns after several cycles of pendulum
motions, and at aroundt ) 0.3 ns l(t) reaches a constant
unidirectional rotation with ca. 65p.

For η ) 0.01, where dephasing time above potential barrier
∆U ) 288 cm-1 is estimated to be about 20 ps, a positive
angular momentum with maximuml(τp) ) ca. 40p is created

at aroundt ) 0.25 ns when the electric field reaches the
maximum but decays as the electric field fades out. It should
be noted thatl(t) for ) 0 takes lower value than that forη )
0.01 aroundt ) 0.2 ns. That is, the averaged angular momentum
in the absence of the system-bath coupling is temporally
smaller than that in the presence of the coupling. This anomalous
behavior was caused by the rapid rising of the electric field
envelope in the early stage, and the behavior disappears by
settingτp longer.

Under a further faster dissipative condition withη ) 0.1,
where dephasing time above the potential barrier is ca. 2 ps, an
unstable unidirectional rotation is created around att ) 0.25-
0.30 ns, in which the electric field has maximum intensity, and
disappears before the electric field fades out. To continue
rotation, it is necessary to apply an electric field with increasing
intensity before the rotor reaches a local equilibrium condition.

4. Conclusion

A molecular rotor made of pure hydrocarbons is theoretically
designed within the semiclassical treatment of the rotor-electric
field interactions. Rotors with relatively high polarizabilities are
driven by a circularly polarized electric field through induced-
dipole interactions for nonresonant cases. Electric fields in a
regime of mm wavelengths (GHz) are required to effectively
drive such a rotor due to the large moment of inertia of the
rotor. Related to this, a new spectroscopy using millimeter
electric fields has recently been proposed in addition to THz
spectroscopy.30-32 A pentacene rotor was adopted for demon-
stration of rotations. Equations of motions for the density matrix
derived within the Redfield treatment were numerically solved
to investigate dephasing effects due to short-range interactions
between the rotor of interest and heat bath substances. Rotors
driven by electric fields reach a local equilibrium with the

Figure 4. (ωp, E0) contour plots of expectation values of the angular
momentum at the final timeτp ) 0.5 ns.

Figure 5. Top panel: X and Y components of circularly polarized
electric field vectorE(t) applied. Bottom panel: instantaneous angular
momentum of the molecular rotorl(t) with system-bath couplingη.
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Boltzmann distribution at a temperature higher than that in the
heat bath and then stop rotational motions. The thermal energy
in the local equilibrium is comparable to the internal rotation
barrier∆U.

Finally, actual motors are described in terms of rotation speed
and torque. The rotation speed of the pentacene rotor is shown
in Figure 5. The torque created by the pulsed electric field from
t ) 125-375 ps, for example, under condition ofη ) 0 can
roughly be estimated as 65p/250 ps) 2.6 × 10-23 Nm.
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