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The standard self-consistent-charge density-functional-tight-binding (SCC-DFTB) métgsl Re. B 1998

58, 7260) is derived by a second-order expansion of the density functional theory total energy expression,
followed by an approximation of the charge density fluctuations by charge monopoles and an effective damped
Coulomb interaction between the atomic net charges. The central assumptions behind this effective charge
charge interaction are the inverse relation of atomic size and chemical hardness and the use of a fixed chemical
hardness parameter independent of the atomic charge state. While these approximations seem to be
unproblematic for many covalently bound systems, they are quantitatively insufficient for hydrogen-bonding
interactions and (anionic) molecules with localized net charges. Here, we present an extension of the SCC-
DFTB method to incorporate third-order terms in the charge density fluctuations, leading to chemical hardness
parameters that are dependent on the atomic charge state and a modification of the Coulomb scaling to improve
the electrostatic treatment within the second-order terms. These modifications lead to a significant improvement
in the description of hydrogen-bonding interactions and proton affinities of biologically relevant molecules.

I. Introduction There has been a resurgence of interest in developing
) ) ) . _ . improved fast quantum models such as SCC-DFTB and NDDO-
The self-consistent-charge density-functional-tight-binding pased semiempirical methods for use in linear-scaling electronic
(SCC-DFTB) methotlis an approximation to density functional  tr,cturé415 and combined quantum mechanical/molecular
theory (DFT), derived from a second-order expansion of the mechanical (QM/MM) simulation$16-22 Some of the more
DFT total energy expression. In recent years, SCC-DFTB has gcent efforts include the inclusion of orthogonalization cor-
been successfully applied to a wide range of problems involving yections in the OMx modeé® PDDG/PM3 mode?4 the PM3-
structures and dynamics of biomolecules and biocatalysis in \alS and PM3-PIE model526 and the NO-MNDO mode?
several enzymes; for comprehensive reviews see, for example other notable improvemenis include the RyM3nodeP® for
refs 2-6. accurate nucleic acid base-pairing interactions, the AM1/d-PhoT
With respect to its computational efficiency, SCC-DFTB is modef® for phosphoryl transfer reactions based on a database
comparable to the widely used semiempirical methods such asof quantum calculations for RNA catalysisand a new method
AM1 and PM3, i.e., being 23 orders of magnitude faster than  that greatly improves the modeling of charge-dependent response
DFT(HF) methods (with small to medium-sized basis sets). This properties’
increase in speed with respect to DFT is achieved without much  consequently, it is of considerable importance to identify
loss of accuracy in the description of molecular geometries, systematic strengths and weaknesses of the different models to
while reaction energies and vibrational frequencies are usually gerjve new functional forms and parametrizations that consider-
less reliablé:” This is confirmed by two recent thorough studies ably advance the field. In the case of the SCC-DFTB method,
that evaluated SCC-DFTB for heats of formation, molecular seyeral limitations have been identified over the years. The main
structures, etc. on large sets of molec#&sVhile the most problems of SCC-DFTB are twofold. First, because SCC-DFTB
sophisticated neglect of diatqmic differential overlap (NDDO) g implemented based on popular generalized gradient ap-
method4 are slightly superior to SCC-DFTB for heats of proximation (GGA) functionals, it inherits the problems associ-
formation, the Strength of SCC-DFTB is the overall excellent ated with these approximate functionals. Examp|es include
prediction of molecular structures, in particular for larger (bio)- jnaccuracies and failures in the description of electronically
molecular systems, where NDDO-type methods may have someeycited states involving long-range charge separation or disper-
limitations*~13 sion interaction$.While there is no simple cure for the treatment
of electronically excited states, an empirical correction for
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example, exemplified in the relative stabilities @f and 3¢ the chemical environment. This approach works well for many
helices in proteir® (for a more detailed discussion, see refs 3 small hydrogen-bonded complexes but fails to account properly
and 4). for cooperative effects, such as the shrinking of hydrogen-bond

However, it has also been recognized that the current scc-lengths for larger water clusters. As an alternative, we followed
DFTB model is not flexible enough to account for various the SINDOL1 strategy within the framework of the SCC-DFTB
chemical environments. In this work, we focus on the description Method by including p-orbitals. The inclusion of the very diffuse
of hydrogen-bonding interactions and proton affinities because 2p atomic orbital of the hydrogen atom would, in the case of
these properties are of ultimate importance in the context of covalent bonding of the hydrogen atom to oxygen, for example,
bi0|ogica| app"cations_ Hydrogen_bonding interactions p|ay a lead very much to an extension of the basis functions located
major role in maintaining the structural integrity and association at the oxygen atom. This results in an erroneous description of
of biomolecules as well as determining the specificity of atomic charges when applying the Mulliken charge analysis,
substrate selection and chemical modification in enzy#hes. ©n which the SCC-DFTB total energy expression is based. We
Proton aff|n|ty is crucial because Changes in the protonation therefore, similar to the procedure in SINDO1, convoluted the
state are involved in many Cata|ytic processes as well as Hamiltonian and OVGr'ap matrix elements Corresponding to the
association evenf$.Quantitatively describing these two types hydrogen 2p-orbitals with a Gaussian function centered at the
of propertieS, however, is far from trivial especia”y if ap- hydrogen-bonding distance. This results in an effective damplng
proximate or semiempirical QM methods are used. In this Of these matrix elements in the covalent bonding region, whereas
context, we emphasize that for biological problems sufficient in the hydrogen-bonding region they remain unaltered. We used
conformational sampling is particularly important especially if the atomic 2p function of hydrogen and chose a Gaussian,
the process spans a large spatial scale, such as in long-rang8XP[—A(Ras — ro)?, with the widthA = 2 andro = 1.9 A for
proton pumpind:3” Therefore, there is a compelling reason for the convolution. These values are empirical and chosen to make
developing approximate QM methods that are semiquantitatively the hydrogen 2p contributions vanish in the covalent bonding

accurate and allow for at least nanosecond scale sampling in @€gion? This approach was also successful for small hydrogen-
QM/MM framework§:17-20 bonded complexes; however, it is not very elegant with respect

To describe the interaction between molecules engaged into an unbalanced inclusion of po[anzanon and leads to a
hydrogen bonds, a generally reliable method has to be able toSignificant slowdown of the calculations.
treat a combination of components including electrostatics, ~Calculating accurate proton affinities, especially for large
charge-transfer effects, as well as dispersion interactofb. molecules, is also not trivial. Sophisticated quantum chemical
initio method$® such as MP2 have been shown to generally methods, such as coupled cluster methods, are not readily
give a reliable description for these interactions in complexes applicable to large systems, although remarkable progress has
dominated by hydrogen bonding, but they are too demanding been made in recent years toward making such methods linear
for realistic biological applications. Density functional theories ~scaling. MNDO-based semiempirical meth8tsre much more
such as B3LYE-#2 give reasonable hydrogen-bonding struc- Practical but have limited accuracy. In a recent sttfdfor
tures and energies in most cases although the lack of dispersiorxample, we have systematically studied the accuracy of several
and other deficiencies in the exchang®rrelation functionals ~ Popular semiempirical methods including AM1 and PM3, using
deserve further improvements. MNDO-based methods are @ series of phosphate-containing compounds. It was found that
computationally much more efficient, but the popular models AM1, PM3, and SCC-DFTB have comparably large errors on
underestimate weak hydrogen-bond strengths, and many atthe order of 14-19 kcal/mol (root-mean-square error, RMSE)
tempts have been made to improve their performance in this compared to experimental data. If proton affinity d¢.ps the
regard (for a review, see ref 43). A major strategy has been toOnly property of interest, then one may choose to perform
modify the core-core repulsion terms leading to the AM1 and Systematic corrections based on either empirical corret&tion
PM3 models. Voityuk and Bliznyuk have added an additional Or single-point energy calculations at higher levels. In fact, the
set of Gaussian functions to the cemore repulsion terms latter approach was found to be quite effective in a recent QM/
within the MNDO framework, resulting in a major improvement MM study of pKa in solution and protein environmerftsin
for hydrogen-bonded compountfsA different strategy has been ~ many cases, however, exchange of proton(s) is an important
applied by Jug and Geudtderfor the SINDO1 method by part of the chemical reaction under stutha poor description
extending the minimal basis to include p-orbitals at the hydrogen of relative proton affinities of the participating groups may
atoms. This should allow a better description of the electron cause qualitative errors in the chemical nature of intermediate
density in the interatomic regions. For the best results, they usedstate(s) and configuration sampling.
a small Slater exponent and applied an additional empirical In light of all previous attempts to improve the performance
function that enhances bonding in the hydrogen-bonding region of NDDO-based semiempirical methods and SCC-DFTB, it
and damps the effect of the p-functions in the covalent region. seems that ad hoc modifications and re-parametrizations of

Because SCC-DFTB has rather systematic errors in the €Xisting methods may lead to only a partial improvement for
calculated hydrogen-bonding interactions, i.e., binding energiesSome systems, causing problems for others. Therefore, a
of weak hydrogen bonds are slightly underestimated by typically Systematic improvement requires an extension of the existing
about +2 kcal/mol compared to high-level ab initio re- formalisms, probably for both SCC-DFTB and traditional
sults246:47 there have been previous attempts to improve the NDDO methods.
description of hydrogen-bonding interactions in the SCC-DFTB  Here, considering the promise of the SCC-DFTB approach
framework. First, the DFTB repulsive potential contribution in biophysical studie$ we make two physically motivated
(Ep was modified to introduce a stronger attraction at improvements to the method. First, we propose an extension of
hydrogen-bonding distances (such as the changes of-core the DFTB formalism by a third-order expansion of the DFT
repulsion in MNDO). But this strategy is purely empirical and total energy. This leads to charge dependence of the chemical
would imply that the energy of each—->H (X being heavy hardness (Hubbard) parameter, which has a major impact on
atoms) pair is increased by the same amount, irrespective ofthe predicted proton affinities. Second, we reexamine the
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assumptions underlying the Coulomb interactions in the second-HLOW and the overlap matrix elementS, = [§,|¢,0are
order terms; the proposed revision has a significant effect on tabulated as a function of the interatomic distafgg. vef is
the calculated hydrogen-bonding interactions. The small numberthe effective Koha-Sham potential according to the superposi-
of parameters associated with the improvements have beention of the densities of neutral atomsand. The exchange
determined based on a set of biologically relevant molecules correlation functional applied is that suggested by Perdew,
and are expected to be transferable. For specific applicationsBurke, and Ernzerhct
that demand an even higher accuracy than achieved here, the 2. The Second-Order Ternthe second-order term in the
current developments also offer the framework for developing charge density fluctuation$p (second term in eq 1) is
specific reaction parameters. approximated by writingdp as a superposition of atomic
In the following sections, we first describe the relevant contributionsdp = 5 .Ap«, Which decay quickly with increasing
theoretical developments and computational algorithms used todistance from the corresponding center
determine the relevant parameters; this is followed by test 1
calculations that illustrate the improvements in the performance ond ) e =t
of the SCC-DFTB method for a series of molecules of general E _5 % f f TP F pl ApApy (4)
biological interest. Finally, we draw a few conclusions.
) whereI'[F,I",po] denotes the second derivative of the Hartree
Il. Theory and Computational Methods and exchangecorrelation contributions with respect to the
To facilitate the discussion of the new developments, we first atomic-like charge densities.
briefly review the current formulation of the SCC-DFTB  To further simplifyE*, we apply a monopole approximation
approach. Extensions of the formalism are discussed in section «
I.B. Ap, ~ Ad,FoYoo ()
A. The SCC-DFTB Method. The first step in the derivation o ) ) )
of the SCC-DFTB modélis a second-order expansion of the Foo denotes the normalized radial dependence of the density
DFT total energy functional with respect to the charge density fluctuation on atomu, which is constrained (approximated) to

fluctuations 6p around a given reference densipy (o}, = be spherical Yoo is the zeroth-order spherical harmonics); i.e.,
), [ = [ df) the angular deformation of the charge density change in second
pOC ’f f . . . d .
order is neglected. After integratio?"dbecomes a simple two-
occ R body expression depending on atomic-like charges
E= Z W, | HO|W, O+ .
! 2nd
E7"=_) AQ,Agqy (6)
1 1 O 2 g; e
- f f’ 7 7! + 1| Po 6p6p, -
2 [T —T' 0pdp and a function
1 . PoPo )
SIS 7o T Eded - J Videdpo + Ege (1) Vos= [ [ TIFT o FioFho¥2 (7)

The diagonal terms,, model the dependence of the total
energy on charge density fluctuations (decomposed into atomic
contributions) in the second order. The monopole approximation
restricts the change of the electron density considered, and no
spatial deformations are included; only the change of energy
with respect to the change of charge on the atoismconsidered.

By neglecting the effect of the chemical environment on atom
the diagonal part of can be approximated by the chemical
rdness; of the atom

po is usually taken as the superposition of the electron densities
pg of the neutral atome. constituting the molecular system of
interest.H® = HJ[p(] is the effective Kohr-Sham Hamiltonian
evaluated at the reference dengity and theW's are Kohn-
Sham orbitalsEx. andVy are the exchangecorrelation energy
and potential, respectively, aritl. is the core-core repulsion
energy.

In a second step, the energy contributions in eq 1 are subjectecﬁ él
to several approximations described below.

1. Determination of the Hamiltonian Matrix Elementhe 2E
Hamiltonian matrix element3P;|H°|W;Cin the first term of eq Voo = Uy =21, = — (8)
1 are represented in a minimal basis set of confined, pseudo- 82q(1

atomic orbitalsy, (see refs 1 and 50 for more details)
E. is the energy of the isolated atom U, is known as the
Y, = Z Ciﬂ% 2 Hubbard parameter and is twice the chemical hardness of atom
m ’ o, which can be estimated from the difference of the ionization
potential and the electron affinity of atom For SCC-DFTB,
The basis functiong, are determined by solving the atomic jt js calculated using Janak’s theor@mby taking the first
Kohn—Sham equations in the presence of an additional har- derjvative of the energy of the highest occupied orbital with
monic potentiaP?® which leads to a confinement of the basis respect to occupation number.
functions. The Hamiltonian matrix elements in this linear For o = f3, yos is determined analytically by considering,
combination of atomic orbital (LCAO) basid{,,. are then for the moment, only the Hartree contribution and the exchange
calculated as follows. The diagonal eIemeH/fj;1 are taken to correlation contributions will be included implicitly later on.
be the Kohn-Sham energies of the atomic orbitgls and the By approximating the charge density fluctuations with spherical
nondiagonal elementﬁgv are calculated in a two-center charge densities, Slater-like distributions
approximation 5

) IR
HO, = @,IT + verloe’ + 0, 116,0 wea, v (3) Pu(f) = g EXPETIT — Ryl) 9)
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located atR,, allow for an analytical evaluation of the Hartree Po= z % (12)
contribution. This leads to a function fors, which depends =

on the parameters, andzg that determine the extension of the

charge densities of atoms and 8. This function has a R, centered at the atoms, the repulsive energfp, does not
dependence for largR,s and approaches a finite value s depend on the charge density fluctuations and contains no long-

— 0. The neglect of exchangeorrelation contributions is a  range Coulombic interactions due to the neutrality of the atomic-
good approximation for large interatomic distances because thelike densitiespy. However, the repulsive energy as defined
exchange-correlation energy decays in a manner proportional above does not go to zero for large interatomic distafgs

to the density overlap for standard GGA functionals. For zero but to a constant given by the atomic contributions

interatomic distances, i.eo, = 3, one find$ that o
16 Erep[pO] = z ErerLoO] Rd.ﬂ —® (13)
_ 49 a

ta 5 yau (10)
Therefore, by neglecting the atomic contributidgs, can be
A consistent approximation at the Hartree level would approximated as a sum of short-ranged two-center terms with
consider only the Hartree contributionsqyip, = U,. Because respect to the energidSedpg] of neutral atomic fragments

our calculated Hubbard parameters include exchaogerela-

tion contributions forlR,s — 0, they are also extrapolated into = _ _ a _} o B

the binding region due to the curve shapeygf. Ererl ol = Evregl ool Z Erel o] = 2 ; V[po,pé,Ruﬁ] (14)
In summary, the standard approximations of the second-order

terms in SCC-DFTB contain three major items: For given densitiep, Erep could be calculated in principle.

+The charge monopole approximation: This approximation However, it is convenient to fit this expression to ab initio
does not imply that higher multipole moments in the electron  cajculations, as have been done in current implementations.
electron interaction are completely neglected in DFTB. They 4 The SCC-DFTB Total EnergWith these definitions and
are included to a large degree in lﬂf—}v terms. Therefore, the  approximations, the SCC-DFTB energy finally reads
higher multipole terms are neglected only for electretectron
interactions arising from the charge density fluctuatiops ESCC=
Therefore, this approximation is probably uncritical for small o 1 1
charge transfer, i.e., within the limits of the expansion underlying z C,CHS, += % YapAda Al + % V[ngpg;Raﬁ] (15)
the SCC-DFTB formalism. This is the main difference with 1wy 2 2
:Zfs%%ct to CNDO-like methods in semiempirical theory; see also The variational principle leads to approximate Kefgham
) equations, which have to be solved iteratively for the wave-
«The Hubbard parameters, evaluated for neutral atoms, are . . . ; . .
independent of the charge state of the atom. More realistically, 'UNction expansion coefﬂmentdﬂ,_F)ecause the Hamiltonian
the atomic hardness changes with the charge state of the atonialrix elements depend on the)s due to the Mulliken
and this effect can be captured by including higher-order terms charges. The two-body contributioRR,,] are determined by
as discussed below. comparison of the energy according to eq 15 with that from
«Equation 10 makes an interesting statement. It implies that full DFT calculations with respect to the interatomic distance

the extension of the charge distribution is inversely proportional Ras- The resulting energy curvi[Ry] is then analytically

to the chemical hardness of the respective atom; i.e. the size off€Presented by splines; for more details, see ref 4.

an atom is inversely related to its chemical hardness. It should  The neglect of the atomic contributio{pg] has conse-
be emphasized that SCC-DFTB is based on this relation quences for the calculation of_pr_oton affinities and deprotonation
irrespective of its empirical validity. DFTB makes use of this €nergies: The proton has a finite energy ofllibecause the
relation, requiring the Hubbard parameter to represent the total energy in eq 15 is not zero due to the use of a neutral
inverse of the atomic size ifg; i.e., for large atoms the onset  Nydrogen atom as the reference

of the overlap occurs already at large interatomic distances and 1

leads to a deviation from the R{s behavior. This deviation ESC= > Un (16)
effectively decreases the electreglectron interaction in the

binding region where the atomic densities overlap. That this Clearly,

this should be compensated o]; therefore we
relation is not empirically valid throughout the periodic table P Exd ol

is the basis of madifications, which will be discussed below. obtain
The second and third approximations are the subject of H 1
developments in this work and will be discussed in detail below. Eredol = =5 Uy 17
To complete the description of SCC-DFTB, we now discuss
the last term in the total energy expression. As discussed previoush;>>when calculating proton affinities

3. The Repulsie Potential.The “double counting” contribu-  with SCC-DFTB one simply could take the energy of the proton
tions and the corecore repulsion energy (the last four terms into account. However, this is based on the chemical hardness

in eq 1) are represented Bgp parameter, which is evaluated for the neutral atom and therefore
gives only a rough estimate for the ionized systenE.@iﬁ[pg']
Eredrol = = —131.6 kcal/mol. Calculatingefp;] directlys* leads to a

1 , PoPo value ofE,ep[pg] = —141.8 kcal/mol, which has been used to
- Ef S T —T| + Edlod = [ Vidodeo + B (11) calculate the proton affinity values in previous studies.
B. New DevelopmentsAs pointed out above, as a conse-
Writing the initial charge density as a superposition of atomic- quence of the monopole approximation, the “shape” of the
like neutral charge densities charge density in SCC-DFTB is not iteratively updated but only
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TABLE 1. Covalent Radii r. (A) Estimated by Politzer et al.58 Calculated (Uy) and Experimental (Uf;?)59
Hubbard Parameters (in bohr=1), and the Effective Radiir, = 5/(16Uy) (A) Estimated Using the Calculated Hubbard Parameters

H C N (@] F Si P S Cl

rCDV

with H 0.70 0.65 0.62 0.59 1.00 0.96 0.91 0.59

with first row 0.37 0.74 0.72 0.70 0.69 0.96 0.97 0.98 0.97

with second row 0.46 0.82 0.77 0.74 0.69 1.09 1.08 1.03 1.00
Uy 0.42 0.36 0.43 0.50 0.59 0.25 0.29 0.33 0.37
up® 0.47 0.37 0.53 0.45 0.52 0.25 0.36 0.30 0.34
re = 5/(16Uy) 0.39 0.44 0.39 0.33 0.28 0.66 0.57 0.50 0.44

the distribution of the net atomic (Mulliken) charges. The bonded to hydrogen, first row, or second row atoms. In addition,
interaction of the charge density fluctuations in the monopole Table 1 shows the atomic radii as calculated from the chemical
approximation is governed by the analytic functipnwhich hardness values with the relation= 5/(16Uy) (eq 10). The
assumes the chemical hardness (Hubbard parameter) to bealculated values are systematically smaller than the covalent
inversely proportional to the atomic size (eq 10). A second radii because they only reflect the half-widths of the Slater-
approximation is that the Hubbard parameter is independent oflike distribution (eq 9) and not the true covalent radius. Close
the charge state of the atom. In the following, we will discuss inspection of Table 1 suggests that the inverse relationship of
these approximations in further detail and suggest correspondingchemical hardness and atomic size, as suggested by eq 10, only
extensions of the SCC-DFTB formalism. holds well for group I+IV elements; thus application of the

1. Impraving the Interatomic Electrostatic DescriptioAs Yop €Xpression derived in ref 1 is justified for these elements.
described abovey,s is derived from the assumption that the A major exception is the hydrogen atom. It has a chemical
electron-electron interaction in the second-order terms of the hardness comparable to nitrogen but has only half of the size.
DFTB total energy can be evaluated from the interaction of two ~ Becauses approaches the valyg, = U, at short distances,
exponentially decaying charge densities (eq 9), in which the the poor relation between its size and the chemical hardness
exponent, is a measure for the extension of the atomic charge for H means that modifications have to be madeyigy for all
density, or inverse of the atomic “size”. Further, the on-site X—H (X being heavy atoms) pairs. In principle, this could be
interactiony, should correspond to the electron self-interaction done by modifying the value dfi; for hydrogen according to
on the atom; i.e., it can be expressed via the Hubbard parametergs atomic size, which would, however, make the on-site

Uy, Which are equal to twice the chemical hardnggs interaction on Hyy—y, inconsistent with its chemical hardness.
We propose to modify g in the intermediate region only,
Yaa = Ua = 2074 (18) leaving the limiting cases at short and long interatomic distances

unchanged. Specificallyy,s has the following form in the

This immediately leads to the relation betwegrand U, (eq standard implementation of the SCC-DFTB method
10). In other words, the functiop,s, as used in the SCC-DFTB
method, assumes that there is an inverse correspondence Vop = 1 IS (20)
between the size of an atom,rd/ and its chemical hardness Rys

arameter{J,.! For =0, assumes a finite value &f ) ) ) )
gnd the deL\J/?ation flfg/;n Riny?r/:e region of covalent bond?ng with Sbeing a short-range function that leads to the desired
(1-3 A) iis largely dependent on the size of the respective atoms Imt for sma_ll interatomic dlsta_nces. Because the hydrogen atom
modeled by 1. In fact, a very similar approximation is used ~SiZ€ according to; = 5/(18Uy) is too large, the density overlap
in semiempirical quantum chemical methods such as MNDO, 'S overestimated; i.e., the electronic interaction starts to deylate
AM1, or PM3, wherey has a simpler form, as given, for from 1/R(xﬁ too early. To corre_ct for this, an additional damping
example, by the KlopmarOhno approximatioif5” term is added for the XH pairs

1 1 (Yt U,
Vap = (19) Yan =5 — Sexg—|——5—] R (21)
of 2 > RuH 2

VR + 0.25(1U, + 11Uy)

This leads to a faster decay for the influencéJpfon the shape
which also assumes that the size of an atom, which is crucial of yqn, thereby reducing the effect of the overlap. This
for determining the deviation of from the 1R behavior, can modification contains a single parameter, the expogewhich
be estimated based on the chemical hardness of this atom. can be fitted to appropriate reference systems as described

To check the validity of this crucial assumption, i.e., to assess below.
how well 1, can be used as a measure of the size of an atom, 2. Third-Order Contributions.The formal second-order
one can compare covalent radii with the respective chemical expansion of the DFT total energy leads to the SCC-DFTB
hardness values. In a recent work of Politzer and co-wof€ers, formalism! where the second-order one-center integrals are
various sets of covalent radii have been examined and an overallapproximated using the Hubbard (chemical hardness) param-
reasonable agreement between the different concepts has beeaters. However, the chemical hardness calculated from small
found. Large deviation, however, has been found in particular variations around the reference density may be different from
for the hydrogen atom. chemical hardness parameters calculated from the difference of

In Table 1, we summarize the covalent radii from Politzer et ionization potential and electron affinity values. More impor-
al®® and the calculated (as described above in section 11.A.2) tantly, the Hubbard value may not be a constant for different
and experimental chemical hardness values (taken from ref 59).atomic charge states, as assumed in the second-order SCC-DFTB
The covalent radii of the atoms depend on whether they are method.
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The change of the (neutral atomic) chemical hardness
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The extension of this scheme including the off-center

parameters due to environmental factors can be estimated bycontributions is straightforward but requires, within the SCC-
their derivatives with respect to the atomic charge. These DFTB framework, calculating the derivative pfg with respect
chemical hardness derivatives can be determined by calculatingto the charge on atom, g;. This will be explored in future
the chemical hardness values as described above but for chargedork.

atoms. Taking the numerical derivative leads to the derivatives

C. Parameter Fitting and Benchmark Calculations. For

of the Hubbard parameters, i.e., to third-order derivatives of the modified Coulomb interaction, we introduce a single

the energy of an atom; we obtain0.16 a.u. for H, C, and N
and—0.17 a.u. for O. Interestingly, these values are very similar

parametet;, in the damping function associated wijthy in eq
21. For the chemical hardness (Hubbard) derivative, one new

although the chemical hardness values are quite differentparameter is required per element.

(Table 1).

The modified yqn function has a significant impact on

Formally, the charge dependence of the Hubbard parameterhyqrogen bonding. For example, the standard SCC-DFTB
can be accounted for by expanding the DFT total energy up to method yields a binding energy of 3.3 kcal/mol for the water

third order in the density fluctuationg dr’ = /')

o)
El] = Elogl + [ [%

1, p|0%Elp]
2/ [6/069’ 0o
1 p ol O%Elp]
L=

In the following we will introduce similar approximations to

op +
Po
0pdp' +

0pop'dp"  (22)

the third-order term as already used in the second-order

formalism. As for the second-order formalism, we introduce
atomic density fluctuationsgp = Y .Apq in the monopole
approximation (eq 5) and a function&]r,r',r"",pg], which
represents the third-order derivative of the total energy with
respect to the atomic-like densities (at the reference depgity

EBrd%éZ;Z x

AquQﬂAq,{ f f'f”Q[rlr"r”'pO] FgOFgOFéOYSO (23)

In analogy to the second-order formalism, we have to evaluate

in particular the integral

! n I n ; j.
Bapr = ff f Q[r i plFodFodFooYor  (24)

As the simplest approximation, we consider only the one-
center (on-site) terms; i.e., we consider the aasef = A, for
which we have to evaluate the third derivative of energy with
respect to the density fluctuation on atam In the spirit of

dimer. Choosing = 3.6 in eq 21 increases this binding energy

to 4.6 kcal/mol, which is close to the expected value of 5.0

kcal/mol8° The third-order contribution, however, improves the
predicted proton affinity substantially. For example, with the
estimatedU? based on atomic calculations mentioned above,

the error in the calculated proton affinity of water is reduced
from 26.5 to—5.4 kcal/mol.

These results encouraged us to systematically optimize the
parameters in a second step by fitting based on the binding
energies and proton affinities of a set of gas-phase compounds
that are of general biological interest. For testing, an additional
set of small molecules are studied. All reference calculations
are carried out using the Gaussiarf®0@ogram, and all SCC-
DFTB calculations are carried out using a locally modified
version of CHARMM®?2

1. Protocols for Parameter FittingThe general fitting set
includes a series of biologically relevant molecules (e.g., water
clusters and amino acid side chains), and the corresponding
properties of interest include 32 proton affinities and 22 binding
energies in the gas phase. A genetic algorithm @) used
to optimize the Hubbard derivatives and the damping exponent
in yqn to minimize the penalty function defined as

z W (Yiref - Yiscc)z
I

2"

where the summation is over all properties of interest in a
particular set of optimizations (see below),is the weight of
a specific property, and®7Y>C are the values of théth
property from a reference calculation (see below) and a SCC-

xX= (27)

evaluating the Hubbard parameters, we approximate this as theprTg calculation with a specific set dqfu? &}, respectively.

third derivative of the energy of an atoriy) with respect to
the atomic charge,

Eat

AQE=ZUlAG} (25)

o

which contains the derivative of the Hubbard parametewith
respect to the atomic charge, denotedJ@y Finally, we arrive

at the total energy expression with on-site third-order contribu-
tions

E=20L

v

i 40
CVH,uv

1
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=N V[ tR ]+ - UlAg® 26
2; [pO ORaﬁ] 62 o qa ( )

During the GA optimization, the properties of interest include
proton affinities, binding energies, and the root-mean-square
gradient (GRMS) of the molecule at the reference geometry,
addressing both energetic and structural information; the cor-
responding weights iy are 10, 10, and 1, respectively. The
micro-GA techniqué® is applied with a population of 10
chromosomes for 100 generations with uniform crossovers.
Rigorously speaking, the proton affinity of molecule As
the negative of the enthalpy change for the gas-phase reaction
A~(g) + H'(g) — AH(g) at a given (room) temperature, which
involves the thermal vibrational contribution. To avoid a large
number of vibrational calculations, we consistently consider only
the potential energy contribution in both the reference calcula-
tions and the SCC-DFTB calculations during the GA optimiza-
tion for both proton affinities and binding energies. Another
subtle point is, as discussed above, that the energy (eq 15) of a
proton in the SCC-DFTB method is not zero; however, once a
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TABLE 2: Different Sets of Parameters Optimized for Improving the SCC-DFTB Approach for Proton Affinity (PA) and
Hydrogen-Bonding Binding Energy (BE) Calculationg

set parameters N reference data ¢ UdO,N,C,H

o° —0.17,—-0.16,—0.16,—0.16
1 c NHorg 22 BEs 4.50
2 Ui NHorg 32 PAs —0.14,—0.09,—0.08,—0.08
3 ul NHmod 32 PAs —0.14,—-0.13,-0.08,—-0.14
4 ul NHmix 32 PAs —0.15,—-0.13,-0.08,—0.08
5 g, Ug NHorg all 4.95 —0.14,—0.08,—0.04,—0.07
6 g, ul NHmod all 4.88 —0.14,—0.13,—-0.04,—-0.05
7 g Ul NHmix all 4.85 —0.14,—-0.12,—0.08,—0.08

a U’i is the Hubbard derivative (in boh) defined in eq 25¢ is the exponent (unitless) in the damping functioryim defined in eq 21° The
Hubbard derivatives are calculated based on atéfidtHorg” is the standard NH repulsive potential; “NHmod” is the shifted NH repulsive potential
developed in ref 68; “NHmIix” means applying “NHmod” forshybridized acidic nitrogen and “NHorg” for the regt:All” means that all 32 PAs
and 22 BEs are considered in the optimization.

value forErefpy] = —141.8 kcal/mol is selected,the results energetics wherever possible (see TabledBfor details). For

are consistent among all SCC-DFTB calculations. the smaller hydrogen-bonding clusters, G3B3 calculaffofts
Regarding the level of reference calculations, except for aré done to generate the structure and energetics. In the SCC-

neutral water hexamer clusters and methylimidazole water DFTB calculations, the structures are reoptimized at the

clusters, the reference data (energy and geometry) are obtained€spective level.

at the G3B3 Ieve‘?.“v65Previous_ benchmark calculations showed ||| Results and Discussions

that the G3B3 method predicts the proton affinity for small

molecules very well compared to experiments; for 16 species - )
studied RMS)IIE was 1.2 kcal/mol pcompared to ava[i)lable ofthe_ SCC.:'DFTB. approach impact the calculation of hydroggn-
' bonding interactions. Next, we present the corresponding

experimental data, which makes G3B3 one of the best methodsd. 4 . L : .
available for proton affinity calculatiorf$.For the four neutral iscussions regarding proton af_f|n|ty calqulatlon_s._ Finally, we
water hexamers, complete basis set (CBS) results from ><anthea§hOW results for moI(_ecuIes not |_ncluded in the f!ttlng set.

et al% are used. For the relatively large methylimidazole water A. Hydrogen-Bonding Interactions. As shown in Table 3,

: : . - _the standard SCC-DFTB method in almost all cases underes-
clusters, B3LYP/6-31G(d) geometries and single-point energies . o -
at the level of MP2 with the G3Large basis set are used: timates the strength of hydrogen-bonding interactions. The

G3Large is a modified version of the 6-3tG(3df,2p) basis magnitude of error is on the order of-3 kcal/mol per hydrogen

set applied in the G2 theory. For the systems in our training set pond and increases slightly as the number of hydrogen bpnds
that can be studied by the G3B3 approach, MP2/G3Large shows.CrEasEs. For example, the binding energy of the water dimer

a strictly systematic negative deviation on the order of 1.0 kcal/ IS undere_stlmated by 1.6 kcal/mol, while tha_t of the water
. . hexamer is underestimated byl8 kcal/mol, which amounts
mol and thus supports its role as a reliable reference for the

methylimidazole-water clusters to about 3 kcal/mol per hydrogen bond. The errors are larger in
ST ) magnitude for protonated water clusters and protonated imida-
Several sets of optimizations have been carried out as;qje—water complexes. We note that the binding energy of water
summarized in Table 2. First, the Hubbard derivatives and the 44 hydroxide is overestimated by the standard SCC-DFTB
damping exponent are optimized separately based on protonynnroach by 5.1 keal/mol, and error cancellation makes the
affinity and binding energy data, respectively, and their impact gescription of multiple-waterhydroxide clusters fortuitously
on the corresponding properties is made clear by comparisongood_ Overall, RMSE of 10.5 kcal/mol (3.1 kcal/mol per
to the standard second-order SCC-DFTB approach. Next, bOthhydrogen bond) is rather large.
sets of parameters are optimized simultaneously based on all “\yith the dampedyxy modification (eq 21), the situation
of the reference systems to establish an improved SCC-DFTBmproves substantially, especially for neutral and protonated
approach for both proton affinity and hydrogen-bonding interac- complexes. The largest error is reduced from 20.0 kcal/mol for
tions. Additional complication arises because it is found that the standard SCC-DFTB method to 10.9 kcal/mol, and the
nitrogen-containing compounds behave rather differently in RMSE is reduced from 10.5 to 6.6 kcal/mol. For the water
terms of proton affln|ty, thus two additional sets of Optimizations hexamer’ for examp|e, the error per hydrogen bond is reduced
are done with slightly adjusted repulsive potentials for theHN to ~1.5 kcal/mol. Unfortunately, because electrostatic interac-
pair (see Table 2 and below for details). tions are generally enhanced with this modification the over-
2. Additional Benchmark Calculation$o test the transfer-  estimated hydrogen bonding for hydroxiewater clusters
ability of the fitted parameters and modifications to the SCC- becomes even worse. For watdrydroxide, for example, the
DFTB approach, additional benchmark calculations are carried error increases from5.1 kcal/mol for the standard SCC-DFTB
out. For hydrogen-bonding interactions, systems chosen includemethod to—9.3 kcal/mol. As a result, the RMSE per hydrogen
DNA base pairs and a set of clusters involving small molecules; bond for all 22 cases studied is only reduced modestly from
a set of different conformers of the water dimer studied by 3.1 to 2.8 kcal/mol.
Quack and co-workef$ is also included to probe different With the third-order extension of SCC-DFTB, for which the
regions of the water-dimer potential surface. For proton affini- Hubbard derivatives are either computed for atoms by calculat-
ties, tautomerization energies in DNA/RNA bases and the proton ing the third derivative of the energy or optimized based on
affinities of a set of small molecules that mimic commonly proton affinity only, the performance for hydrogen-bonding
found biological cofactors are selected. Most structures involved interactions is similar to that of the standard SCC-DFTB method,
in the benchmarks are optimized at the B3LYP/6-8%1G as expected. The RMSEs are 9.2 and 9.5 kcal/mol with the
(d,p) level while higher-level calculations are done for the computed and optimized Hubbard derivatives, respectively, as

In this section, we first discuss how different modifications
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TABLE 3: Binding Energy (in kcal/mol) Comparison between SCC-DFTB and High-Level Ab Initio Methods?

SCC-DFTB
molecule$ high levef standard HBond third ordef third order and HBondtl
2H,0 —-4.9/~0.1 1.6 0.7 1.1/1.2 0.2
3H0 —15.1+0.6 55 2.3 3.7/14.2 0.3
4H,0 —27.4F1.0 10.3 5.5 7.6/8.2 2.7
5H,0 —36.3~1.3 14.0 7.9 10.6/11.4 4.2
2H,0(H") —33.9/0.8 4.6 1.2 6.1/5.7 25
3H,0(H") —57.3~1.0 111 5.4 11.8/11.7 6.3
4H,0(H") —77.2F1.0 15.6 8.6 15.2/15.3 8.7
5H,0(H") —91.9+~1.2 20.0 10.9 18.6/19.0 10.0
2H,O(—H") —27.4-1.2 —5.1 -9.3 2.8/1.3 —-3.4
3H,O(—H") —48.6~1.3 —2.4 —10.4 4.6/3.3 —-5.7
4H,0(—H™) —66.7~1.7 11 -9.0 8.8/7.4 —-35
5H,0(—H") —86.3+~1.8 7.2 —6.5 11.1/11.0 —-4.5
NH3(H-0) —6.6/-0.2 2.6 2.0 2.1/2.2 1.4
NH4"(H20) —20.4+0.4 1.7 -0.4 1.7/1.8 -0.2
6H,0O_book —45.6 (CBS)~ 17.3 9.3 12.9/14.0 4.4
6H,0O_cage —45.8 (CBS)t- 17.1 8.1 12.3/13.4 2.3
6H,0_prism —45.9 (CBS)- 16.9 7.3 11.9/13.1 1.6
6H,0_ring —44.9 (CBS)- 17.6 101 13.3/14.3 5.6
methylimidazole-H")(H.0) —16.2 (MP2)+~ 0.1 -1.3 —6.1/~-3.9 -6.0
methylimidazole(HO)_1 —6.4 (MP2)— 2.7 2.1 2.6/2.6 2.1
methylimidazole(HO)_2 —8.3 (MP2)(— 2.7 2.0 1.2/15 0.8
methylimidazoleH (H,0) —16.4 (MP2)~ 4.4 3.2 4.2/4.2 3.0
Error Analysi$
MAXE -1.7 20.0 10.9 18.6/19.0 10.0
RMSE 1.1 10.5 6.6 9.2/9.5 4.4
MUE 1.0 8.2 5.6 7.717.8 3.6
MSE -1.0 7.6 2.3 7.217.4 1.5
Error Analysis (per Hydrogen Bond)

MAXE -1.2 5.6 -9.3 6.1/5.9 —6.0
RMSE 0.5 3.1 2.8 3.2/13.0 2.2
MUE 0.4 2.7 21 2.8/2.6 1.6
MSE -0.4 2.1 0.4 2.2/2.3 0.4

2The binding energy (BE) is computed as the energy difference between the complex and the isolated molécKles the gasphase.
No zero-point energy correction has been includggixamples of notation: “2kD”, neutral water dimer; “2BD(H*")", protonated water dimer;
“2H,0(—H")", deprotonated water dimer; “6_book”, neutral water hexamer in the book configuration; “methylimidazdte()(H.0)”",
deprotonated methylimidazole complexed with water; “methylimidazol@fH1”, neutral methylimidazole complexed with water as the hydrogen-
bond donor; “methylimidazole@#D)_2", neutral methylimidazole complexed with water as the hydrogen-bond acceptor; “methylimidgtiol,
protonated methylimidazole complexed with wateFhe number before the slash is the high-level reference data, which is based on G3B3 calculations
for the first 14 molecules, CBS results of ref 50 for the water hexamers, and MP2/G3Large for the rest. The number after the slash is the deviation
of the MP2/G3Large result from the G3B3 value (i.e.,\BE— BEgsss). For the G3Large basis set, please refer to http://chemistry.anl.gov/
compmat/g3theory.htnf. The numbers are the BE differences between various SCC-DFTB models and the corresponding high-level result (i.e.,
BEscc prre — BEnigh-leve). Unless indicated otherwise, the “NHmod” repulsive potential is us&dhtained with parameter set 1 in Table' Zhe
numbers before and after the slash are obtained with parameter sets 0 and 3 (Table 2), resgelttieelglues are obtained with parameter set
6 (Table 2)." The notation for errors is the same throughout the work: MAXE, error with the largest magnitude, defined as sign(éer)imax(
RMSE, root-mean-square error, defined [gerr?¥% MUE, mean unsigned error, defined Berri] MSE, mean signed errderr]' The error
analysis for MP2/G3Large is based on the first 14 molecules only.

compared to the value of 10.5 kcal/mol for the standard SCC- 4) that are comparable to the AM1 and PM3 approaches. The
DFTB method. The major difference is that the water = RMSE for the 32 reference systems is 11.6 kcal/mol, and the
hydroxide interactions are no longer overestimated. largest error is 26.5 kcal/mol (for water deprotonation). This
When both the third-order extension and the dampgd magnitude of error is unacceptable for most applications. It can
modification are introduced, with the Hubbard derivatives and be observed that the error is the largest for small molecules in
the damping exponent optimized based on all reference systemswhich the excess charge upon deprotonation is strongly local-
the performance improves substantially over using the dampedized. For these systems, we expect the charge-dependent
yxn alone. The RMSE, for example, is reduced to 4.4 kcal/mol Hubbard parameters to have a significant impact, which is
for total binding energies (2.2 kcal/mol per hydrogen bond). indeed the case as shown in Table 4. For these deprotonation
For neutral water clusters, the error per hydrogen bond is aboutprocesses involving oxygen, the largest error is reduceebt@
1.0 kcal/mol; the error is slightly larger for protonated water kcal/mol and the RMSE is only 3.6 kcal/mol! Considering the
and about half of that of the standard SCC-DFTB method. For simplicity of the approach (only one extra parameter is
the hydroxide-water clusters, the strength of interaction is still introduced per element), the performance is remarkable.
overestimated although the magnitude is substantially reduced As shown in Table 5, the SCC-DFTB proton affinities (PAS)
from using the dampegyy alone; e.g., the error for the water involving nitrogen show a peculiarity: The error seems to
hydroxide interaction is reduced from9.3 to —3.4 kcal/mol. correlate with the hybridization state of the nitrogen. Fot sp
B. Proton Affinities. 1. Impact of the Third-Order Contribu-  cases (e.g., NiF or lysine side chain), the errors tend to be
tion with Calculated Hubbard Devatives.Consistent with the substantially larger than those for2sgases (e.g., protonated
previous study of Range et &f,the standard SCC-DFTB  methylimidazole) by approximately 10 kcal/mol. This trend
approach has rather large errors for the proton affinities (Table holds when the third-order on-site terms are included (first
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TABLE 4: Proton Affinity (in kcal/mol) Comparison
between SCC-DFTB (Standard and Set 0 in Table 2) and
High-Level Ab Initio Methods for Molecules with Acidic
Oxygert

SCC-DFTB!
molecule’ high levef standard third order
H20 398.4+1.1 26.5 5.4
2H,0 375.9+-2.2 19.8 -3.6
3H.0 365.0+2.0 18.5 —4.6
4H,0 359.1+1.9 17.4 —4.2
5H,0 348.4+1.7 19.7 —4.9
CH;OH 392.6+1.5 45 -6.3
CH3;CH,OH 388.3+1.2 8.7 —-2.8
CH;CH,CH,OH 387.6+1.3 7.9 -35
CH;—CH(OH)—CH;s 385.6/-1.1 11.5 -0.5
HCOOH 351.2+1.7 11.9 3.1
CH;COOH 355.1+1.6 11.3 1.6
CH3;CH,COOH 354.5+1.5 11.2 1.9
CsHsOH 356.7+1.9 5.5 0.2
p-CH;—CgHsOH 357.9+1.8 4.6 -0.4
p-NO,—CsHsOH 334.6+1.1 0.9 —-5.4
H;O*" 171.2-0.8 9.8 3.4
2H,0(H") 200.2-0.2 6.8 -1.6
3H,0(H") 213.4-0.4 4.2 —4.6
4H,O(HY) 221.1+0.9 43 —-43
5H,0(H") 226.7+-0.7 3.9 —4.5
CHZOH," 186.8+1.2 1.9 -1.5
H,COH*" 177.1~2.3 —-1.6 —-3.7
CH;CHOH* 190.2-2.2 0.1 -2.1
Error Analysis
MAXE —-2.3 26.5 —6.3
RMSE 1.5 115 3.6
MUE 14 9.2 3.2
MSE —-1.4 9.1 —-2.3

aThe proton affinity (PA) is calculated with the potential energies
at 0 K without any vibrational contributio?. The molecules are given
in the protonated form in PA calculationsThe number before the
slash is the PA at the G3B3 level; the number after the slash is the
MP2/G3Large PA difference from the G3B3 result (i.e., JBA—

PAg3g3). ¢ The numbers are the differences between the calculated PA

with various SCC-DFTB models and the G3B3 results (i.e s®®frTs
— PAgssg). The third-order results are based on the calculated (not
optimized) Hubbard derivatives, i.e., parameter set 0 in Table 2.

TABLE 5: Proton Affinity (in kcal/mol) Comparison
between SCC-DFTB (Standard and Set 0 in Table 2) and
High-Level Ab Initio Methods for Molecules with Acidic
Nitrogen2

SCC-DFTR

molecules high level standard third order
HCNH* 176.0~1.7 —2.2/9.4-2.2 —3.7/8.0F3.7
CH3CNH* 192.3+~1.8 —4.1/7.64.1 —5.9/5.9+5.9
CsHsNH™ 229.5+2.0 —6.9/4.76.9 —7.6/4.07.6
methylimidazoleH 237.3~2.2 —2.5/9.1/2.5 —3.6/8.0+3.6
arginineH" 249.3~1.2 -1.8/10.0~1.8 —7.7/4.1F7.7
NH3 413.9~1.4 20.6/32.8/32.8 —22.2/-10.8/~10.8
NH4* 212.3+1.1 —14.2/-2.9/~2.9 —18.1+6.9/-6.9
CH3NH3™ 223.3+1.2 —16.6/-5.2/~-5.2 —18.5~7.1/-7.1
lysineH" 228.21.2 —16.5(5.1/~5.1 —18.5~7.1/-7.1

Error Analysis

MAXE —-2.2 20.6/32.8/32.8 —22.2/~10.8/~10.8
RMSE 1.6 11.8/12.9/11.6 13.7/7.2/7.0
MUE 15 9.5/9.6/7.1 11.8/6.9/6.7
MSE -15 —4.9/6.7/0.2 —11.8~0.2/~-6.7

aSee the footnotes of Table 4 for the notation of molecules and
details of the high-level result8For both the standard and the third-

order SCC-DFTB results, the three numbers for each molecule are

calculated with the “NHorg”, “NHmod”, and “NHmix” sets of the NH
repulsive potential (see Table 2 footnotes), respectively.

column under “third-order” in Table 5). In a previous stifdy,
where we had to describe a proton transfer from nitrogen to

J. Phys. Chem. A, Vol. 111, No. 42, 20010869

TABLE 6: Proton Affinity (in kcal/mol) Errors for the
Optimized SCC-DFTB Models as Compared to High-Level
Ab Initio Methods for Molecules with Acidic Oxygen?

SCC-DFTB
error analysis third ordér third order and HBond
MAXE —4.4/4.5/5.1 —6.1/~7.5/-6.8
RMSE 2.4/2.5/2.4 3.1/3.3/3.4
MUE 1.9/2.1/1.9 2.8/2.9/3.0
MSE 0.0~0.1/-0.1 —0.2/-0.5-0.4

aSee the footnotes of Table 4 for the notation of molecules and
details of the high-level results. For the specific PA results, see the
Supporting Information® The three numbers for each molecule are
obtained with parameter sets 2, 3, and 4 (Table 2), respectiVEhe
three numbers for each molecule are obtained with parameter sets 5,
6, and 7 (Table 2), respectively.

oxygen, a special parametrization of the repulsive potential for
the N—H pair, termed “NHmod", has been introduced, which
was introduced to correct for proton affinity errors forsp
hybridized nitrogens. Specific problems with nitrogen in certain
chemical environments, mostly forsghemical environments,
could not be resolved by the third-order terms: Here, we found
errors of about 10 kcal/mol. We first recognized this problem
when investigating intramolecular proton-transfer reactions in
the DNA bases guanine and uracil, where proton acceptors can
be either oxygen or nitrogen. To correct this error, we developed
a special parametrization for nitrogen by modifying the i
repulsive potential to correct for the wrong energetitgchni-
cally, this is done by adding a constant shift of 10 kcal/mol to
the N—H repulsive energy pair potential. Of course, this is a
severe limitation because this shift should be only applied to
N—H bonds with sp nitrogen.

Because the major effect of “NHmod” is to uniformly shift
the nitrogen proton affinity by approximately 10 kcal/mol, using
this set of repulsive potential (second columns for both
“standard” and “third-order” in Table 5) tends to produce errors
of comparable absolute values for different nitrogen-containing
species although the sign of error varies depending on the
hybridization state of nitrogen, regardless of whether third-order
terms are included or not.

Clearly, the introduction of “NHmod” is not a generally
satisfying solution because it attempts to account for deficiencies
in the electronic part of the SCC-DFTB method, which is
obviously not remedied by the current third-order formalism.
The problems seem to be rooted in the Hamiltonian matrix
elements, and the precise reasons for such dependence on the
nitrogen hybridization state are not clear and currently under
investigation. As a practical solution at this stage, we recom-
mend to use the “NHmod” repulsive potential when treating
proton-transfer reactions for %mitrogen species and the
standard parametrization for the rest, whenever this is possible.

Applying “NHmod” only to the sp nitrogen species (last four
molecules in Table 5 and the standard repulsive potential for
the rest), we find a mean deviation of 6.7 kcal/mol for the nine
molecules and a RMSE of 7.0 kcal/mol.

2. Results with Optimized Parametess an attempt to
further improve the calculated PAs, the Hubbard derivatives
are treated as free parameters to be optimized using a genetic
algorithm. As summarized in Table 2, six sets of parameters
have been developed, three sets using the third-order formalism
alone (with different NH repulsive potentials) and three sets
combining the third-order and the modified Coulomb interaction.

For the PAs of the oxygen species, the performance of the
three sets is very similar (Table 6). Basically, the systematic
error in the PAs is removed with a MSE close to be zero; the
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TABLE 7: Proton Affinity (in kcal/mol) Comparison
between Optimized SCC-DFTB Models and High-Level Ab
Initio Methods for Molecules with Acidic Nitrogen?

SCC-DFTB
third order and
molecules high level third order HBond
HCNH* 176.0~1.7 —3.0/8.3+3.0 —3.6/8.1~3.9
CH3CNH* 192.3+1.8 —5.0/6.3f5.1 —5.3/6.4+-5.6
CsHsNH™ 229.5(2.0 —7.3/4.1+7.4 —7.7/13.8~7.8
methylimidazoleH 237.3/2.2 —3.0/8.2+-3.2 —3.3/8.2-3.5
arginineH" 249.3+1.2 —4.8/5.2+-6.5 —5.1/4.6-6.7
NH3 413.9-1.4 3.3/2.5/1.2 5.1/0.2/4.0
NH4™ 212.3~1.1 —16.1+6.1/~5.9 —18.4/-8.7/-8.6
CH3NH3™ 223.3+1.2 —17.6-6.8~6.6 —19.1/8.2/-8.3
lysineH" 228.2-1.2 —17.6/-6.8/-6.6 —18.8/-8.0/-8.1
Error Analysis

MAXE —2.2 —-17.6/8.3+7.4 —19.1+8.7/-8.6
RMSE 1.6 10.6/6.3/5.4 11.6/6.8/6.6
MUE 15 8.6/6.0/5.1 9.6/6.2/6.3
MSE —-1.5 —7.9/1.74.8 —8.5/0.75.4

a See the footnotes of Table 4 for the notation of molecules and
details of the high-level result8.The three numbers for each molecule

are obtained with parameter sets 2, 3, and 4 (Table 2), respectively. adenine
¢ The three numbers for each molecule are obtained with parameter Cytosine

sets 5, 6, and 7 (Table 2), respectively.

TABLE 8: Benchmark Calculations of SCC-DFTB for
Hydrogen-Bond Interactions (in kcal/mol) in DNA Base

Pairs?
SCC-DFTB
error analysis  standard  third oréler third order and HBond
MAXE 3.0 1.7/1.7 -1.2
RMSE 1.6 0.9/0.9 0.8
MUE 1.4 0.7/0.7 0.7
MSE 1.4 0.6/0.7 -0.3
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TABLE 9: Benchmark Calculations for SCC-DFTB for the
Binding Energy of Small Molecule Cluster$

SCC-DFTB
error analysis  standard  third oréler third order and HBond
MAXE 4.5 4.2/4.2 3.0
RMSE 25 2.3/2.3 1.4
MUE 2.1 1.9/1.9 1.1
MSE 1.9 1.5/1.5 0.6

aThe reference data are based on G3B3 calculations; for their
structures and specific data, see the Supporting Informétithe
numbers before and after the slash are obtained with parameter sets 0
and 3 (Table 2), respectivelyThe number is obtained with parameter
set 6 (Table 2).

TABLE 10: Benchmark Calculations for SCC-DFTB for the
Tautomerization Energy (in kcal/mol) of Neutral DNA and
RNA Bases

SCC-DFTB
B3LYP third order and
molecules 6-311H+G** standard third ordér HBond
11.9 01 -16~11 -1.1/-038
1.6 3.2 1.7/2.3 2.2/2.3
guanine 1.3 4.5 4.4/4.3 347.6
thymine 13.2 0.9 1.3/1.1 -0.1~11.1
uracil 12.4 1.4 1.7/1.5 0.4/10.6
Error Analysis
MAXE 45 4.4/4.3 3.1+11.1
RMSE 2.6 2.4/2.4 1.8/7.7
MUE 2.0 2.1/2.1 1.4/6.5
MSE 2.0 1.5/1.6 0.9/5.6

2 The modified set of NH repulsive potentials (NHmod) is used unless
stated otherwise. The numbers before and after the slash are obtained
with parameter sets 0 and 3 (Table 2), respectivelhe numbers
before and after the slash are obtained with parameter sets 6 and 5

aThe reference data are MP2 calculations with large basis sets by (Table 2), respectively.

Hobza et aP® For the specific data, see the Supporting Information.

b The numbers before and after the slash are obtained with parameteikcal/mol for nitrogen species, we expect average errors in this

sets 0 and 3 (Table 2), respectivelyhe numbers are obtained with
parameter set 6 (Table 2).

RMSE is about 2.4 kcal/mol, which is very encouraging for a

range for many applications. Interestingly, this average error is
comparable, in fact even slightly larger, than that obtained with
the calculated (not optimized) Hubbard derivatives, which is

semiempirical method. When both the third-order and damped —4-4 kcal/mol (without the dampegix). This consistency

yx1 modification are considered, the errors in the calculated suggests that the Hubbard derivative parameters should be rather
PAs are somewhat increased because PA and binding energyransferable to many molecular systems.

need to be balanced. The RMSE is about 3.0 kcal/mol, and the Benchmark calculations using AM1 and PM3 on the same

largest error is—6.1 kcal/mol, which are quite comparable for
the third-order model optimized based on PA alone.

The situation is different for the nitrogen species (Table 7);
using parameters optimized either with the standardHN
repulsive potential or with the “NHmod” alone leads to very
large errors. A consistent trend is observed only if different NH

molecule set indicate (see Supporting Information for more
details) that these methods have similar problems to describe
the PAs consistently, comparable to the standard SCC-DFTB
method. This may be a general problem of minimal basis set
methods, because DFT calculations without diffuse functions
face a similar problem, yielding a very inhomogeneous descrip-

repuslive potentials are used for different species based on thetion of the PAs in the molecule set finding errors of a similar

hybridization state of the acidic nitrogen (last column for “third-
order” in Table 7). Even with this “NHmix” optimization set,
the NH; molecule shows up as an exception, for which the PA
is overestimated while for all other species the PAs are
underestimated (i.e., negative error). The “NHmix” optimization
set has a MSE 0f4.8 kcal/mol and a RMSE of 5.4 kcal/mol,
which are only slightly smaller than the results obtained with
the calculated Hubbard derivatives (last column in Table 5).
Including the dampeg@xy modification does not change the
trend and slightly increases the errors in the PAs.

In the context of realistic applications, the quantities of

size (see Supporting Information).

C. Additional Benchmarks. 1. Hydrogen-Bonding Systems.
As shown in Table 8, the standard SCC-DFTB method does a
rather good job for the hydrogen-bonding energies for all 24
base pairs, with a RMSE of 1.6 kcal/mol and a maximal error
of 3.0 kcal/mol, as compared to MP2 calculations of Hobza
and co-worker§? The third-order extension, as expected, does
not change the result dramatically although the errors tend to
systematically decrease; the RMSE is 0.9 kcal/mol, and the
maximum error is 1.7 kcal/mol. With both third-order and
dampedyxn, the RMSE is further reduced slightly to 0.8 kcal/

primary interest are the relative PAs between O and N species,mol and the maximal error is-1.2 kcal/mol.

which often act as proton donors and acceptors in biological

For the set of hydrogen-bonding complexes studied in Table

processes. Because the optimized PAs show a mean error 08, which includes both neutral and charged species, a small but

about 0.0 kcal/mol for oxygen species and approximateby

systematic decrease in error is also observed when modified
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TABLE 11: Benchmark Calculations for SCC-DFTB for the Proton Affinity (in kcal/mol) of DNA and RNA Bases?

Molecules B3LYP SCCDFTB
6-311++G** Standard 3" Order © 3" Order and HBond ¢
A: NH,
</N | X 344.0 26.1 21.3/22.3 22.5/12.5
N ")
A: NH,
</N | NNH 232.7 14.2 11.6/11.9 11.6/1.1
A
N N
C: NH,
| Xy 354.8 15.3 9.4/10.5 10.5/0.3
N/Ko
H
C: N,
| NnH 235.8 8.0 43/47 4.3/-6.3
u/J\
G: o
</N ‘ NH 346.1 21.3 14.9/15.7 15.4/6.1
N N/ NH
G: °
</" ﬁ 3437 272 21.1/22.5 22.7/12.2
u N/ NH,
G: °
N
</ | NH 236.3 15.0 11.8/12.5 12.4/1.3
N N/ NH,
T: °
| NH 354.8 132 5.7/6.6 6.5/-37
u/g°
T: °
| NH 342.4 12.5 5.1/6.3 6.5/-4.1
N o
T: OH
| NH 210.6 9.5 5.2/5.8 6.2/6.5
u/go
U on
| NH 211.6 9.8 5.5/6.0 6.5/6.8
N/K°
U:
OH
| NH 354.1 13.8 6.171.0 6.9/-33
u/&c’
Error Analysis
MAXE 27.2 21.3/22.5 22.7/12.5
RMSE 16.6 11.7/12.5 12.5/6.6
MUE 15.5 10.2/11.0 11.0/5.35
MSE 15.5 10.2/11.0 11.0/2.5

aA, C, G, T, and U represent the bases for purine adenine, pyrimidine cytosine, purine guanine, pyrimidine thymine and pyrimidine uracil,
respectively. The deprotonation position is in bdl@he modified set of NH repulsive potentials (NHmod) is used unless stated othetitse.
numbers before and after the slash are obtained with parameter sets 0 and 3 (Table 2), respeltiwaiymbers before and after the slash are
obtained with parameter sets 6 and 5 (Table 2), respectively.
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TABLE 12: Benchmark Calculations for SCC-DFTB for the the y function for X—H pairs. Both improvements have been
Proton Affinities (in kcal/mol) of Several Model Systems of proposed based on physical considerations rather than ad hoc
Biological Cofactors parametrizations.

SCC-DFTB These modifications are shown to significantly improve the

moleculed B3LYP® standard third ordér third order and HBor reliability of the SCC-DFTB approach. In particular, the third-
order terms, even if only the on-site terms are considered,

GFPH 335.8 8.4 3.7/4.5 5.7 . L .

UBQH 437.7 15.6 3.8/6.5 7.9 improve proton affinities dramatically. The dampeg,

UBQH, 346.1 10.6 3.9/5.4 6.2 however, improves the description of hydrogen-bonding interac-

FADH 333.6 11.6 7.1/8.0 8.2 tions (by approximately 2 kcal/mol per hydrogen bond).

FADH; 3327 103 35/46 4.6 Using a set of small molecules of biological interest, several
Error Analysis sets of parameters have been fitted. Considering the small

MAXE 15.6 7.1/8.0 8.2 number of parameters needed (one Hubbard derivative for each

I\R/Il\L/IJEE 11115 22/55'3 56'5? element type, one parameter that describes the dampingpf

MSE 113 4.4/58 6.5 the results are expected to be rather transferable to systems

) ) beyond the fitting set, which is largely supported by additional
@ Protonated states are listed: “GFPH?, the chromophore in the green yanchmark systems.

fluorescent protein; UBQH/UBQH ubiquinone; FADH/FADH, flavin . g .
adenine dinucleotid®. The basis set is 6-3#1+G**. ¢ The numbers Although satisfying progress has been made, there are still

before and after the slash are obtained with parameter sets 0 and gnajor limitations in the improved SCC-DFTB approach. For
(Table 2), respectively! The number is obtained with parameter set 6 €xample, although the RMSE of proton affinities for oxygen
(Table 2). species is fairly small, typically on the order of-3 kcal/mol,
the errors in the proton affinities for nitrogen species appear to

yxH is used; for example, the RMSE for the standard SCC- be dependent on the hybridization state of the nitrogen. The
DFTB method is 2.5 kcal/mol, while that for the optimized origin of this is not well understood and requires further study.
parameter set 3 (third-order plus dampeg) is 1.3 kcal/mol. Although this limitation can be somewhat alleviated by adopting

2. Proton Affinities For the tautomerization energies of DNA  different repulsive potentials for the-N\H pair, such a “remedy”
and RNA bases, the standard SCC-DFTB method with the is clearly only useful for proton affinity calculations but less
NHmod repulsive potential gives rather good results due to error suitable for studying reactions. For the hydrogen-bonding
cancellations for the PAs associated with the two tautomers (seeinteractions, the errors in the neutral/positively charged species
below); the RMSE is only 2.6 kcal/mol (Table 10). With the and negatively charged species tend to be of different signs;
third-order extension, the result is essentially the same with a this systematic behavior also requires further studies to improve.
RMSE of 2.4 kcal/mol. With both third-order and dampeg, In short, our improvements in the SCC-DFTB method are
the result is further improved slightly with a RMSE of 1.8 kcal/  expected to enhance the applicability of this approximate density
mol. It should be noted that the NH repulsive potential makes functional method, especially in biological applications. On the
a notable difference here; with the original NH repulsive basis of the current set of benchmark calculations, it appears
potential with the third-order and dampesly, for example, that set 7 in Table 2 is the most useful in many applications. It
the RMSE is as large as 7.7 kcal/mol. leads to a quite reasonable overall performance for hydrogen-

The absolute PAs of the DNA and RNA bases, by contrast, bonded systems, although there are still problems for some
still have sizable errors (Table 11). While set 6 leads to quite Systems, as has been shown for the absolute PAs of the DNA
reasonable tautomerization energies, it is not acceptable for thebases. Whether the accuracy of the method is sufficient for the
calculation of absolute PAs. This clearly shows the limits of question of interest depends on the system of interest and needs
the current DFTB version. The errors may be associated with t0 be established with careful benchmark calculations.
the use of a minimal basis set; an extension of the basis set )
may remedy the situation. However, the current version of ~Acknowledgment. The research discussed here has been
DFTB should therefore be carefully tested before application Partially supported by the National Institutes of Health (Grant
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in magnitude; the RMSE increases to 6.7 kcal/mol, which is

quite significant although still a major improvement over the Su_p_porting Informatio_n Avai_lable: Detalled data for .
standard SCC-DETB method. specific molecules associated with Tables 6, 8, and 9, compatri-

son of DFT, AM1, and PM3 proton affinities with ab intio data

for the test set described in the main text, and structures for the

hydrogen-bonded complexes in Table 9. This material is
Many biological applications of QM/MM simulations require  available free of charge via the Internet at http://pubs.acs.org.
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