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Theoretical results are presented on the absorption and fluorescence of indole in aqueous solution as well as
at the air/water surface. We use a combined quantum chemical statistical mechanical model with explicit
solvent. An approximate ab initio complete active space self-consistent field description of the indole molecule
is used, coupled to a discrete polarizable water medium. From the bulk simulations, strong support is found
for the interchange mechanism, which explains the unusual solvent shift of the fluorescence of indole or
tryptophan in a polar surrounding by a solvent induced switch of the fluorescing state. Two mechanisms are
given to explain the different shifts for indole at the interface. First, a dielectric depletion effect, which is
expected from the reduction of the amount of polar media. Second, an interface-specific effect, which derives
from the stronger hydrogen bond formation at the surface. The latter effect acts to increase the shift for both
absorption and emission at the surface as compared to the bulk. From these results, the intrinsic probe
photophysics of tryptophan in proteins is discussed in terms of the properties of the protein/solvent interface
and the orientation of the amino acid.

1. Introduction

In 1876 the term “chromophore” was coined by Witt to
describe the connection between chemical structure and the
ability of a substance to give color.1 The basic research on
chemical structure and optical properties, which Witt’s work
was part of, was, according to some historians, the foundation
for the successful German chemical industry that developed
during the following decades.2-4 The understanding of chro-
mophores has improved greatly since the late nineteenth century,
and the fundamental connection between electronic structure
(and as a consequence chemical structure) and optical properties
is nowadays well studied, not least by quantum chemical
methods. From the connection between electronic structure and
optical properties, it follows that the latter properties will change
when the electronic structure changes in response to a perturba-
tion of some sort from the environment of the chromophore.
The halochromism of pH-indicators, the empirical parameters
of solvent polarity from spectroscopic measurements, and the
suggestion by Kasha to differentiaten f π* transitions from
π f π* transitions by monitoring the sensitivity of the respective
peaks to different solvents are but three examples where the
above mechanism operates.5-8 A more recent and quite popular
technique based on the same mechanism is the use of fluorescing
molecular probes to study protein structure and folding.9-12 The
basic idea to some of these fluorescence techniques is that
changes in the protein structure lead to different environments
of the chromophore, often interpreted in terms of more or less
exposure of the probe to the aqueous surrounding. A variety of
external probes have been synthesized to be attached to a protein
to monitor different perturbations. Intrinsic probes exist as well,
which are amino acids with polarity-sensitive fluorescence
spectra.

Tryptophan is the most common amino acid used as an
intrinsic probe of local polarity in proteins. Its chromophore is
indole, which has the structure of benzene fused with pyrrole.
It is well-known that the fluorescence, in contrast to the
absorption, of indole is very sensitive to the solvent polarity.13-19

The two lowest excited states of indole (and tryptophan), which
are thought to be the relevant states in the intrinsic probe mech-
anism, are calledLa andLb in analogy with Platt’s nomenclature
for systems such as benzene and naphthalene.20,21The cause of
the peculiar solvent dependence of indole and tryptophan has
been debated. Either some form of excited solute-solvent
complex or anLa-Lb state interchange, induced by usual
electrostatic interactions, have been given as explanations.16,22-25

Nowadays, the consensus is that theLa-Lb interchange mech-
anism is the best available one, based on both recent experi-
ments that fail to confirm the existence of a water-excited
indole complex and theoretical calculations that, one way or
another, support the hypothesis of an interchange from ordinary
solute-solvent interactions. The interchange mechanism implies,
according to Kasha’s rule, that when theLa state becomes lower
in energy than theLb state in a polar environment, theLa state
will be the fluorescing state, in contrast to the situation in a
nonpolar environment.5 The reason the interchange can be
induced by the polar environment is that theLa state has a greater
polarity and polarizability than theLb state.23,26-33

In the present study, we run Monte Carlo simulations of
indole in aqueous solution to study its absorption and fluores-
cence spectra. The model combines ab initio quantum chemistry
with a classical force-field for the water molecules. No
experimental data is used as input into the model; therefore,
our results cannot be biased to reproduce certain results or
skewed by false interpretation of experiments. This gives
confidence to the microscopic molecular interpretations to the
observed experimental results, given, of course, that the latter
ones are reproduced with adequate accuracy by the model. As
will be seen, our results give strong support to theLa-Lb
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interchange mechanism. A protein environment to a chro-
mophore is, in contrast to the aqueous bulk, heterogeneous on
account of the constraints put on the orientation of the
chromophore by the covalent bonds to the peptide chain. This
means, on the one hand, that the solvent can be more or less
excluded from certain volumes around the indole chromophore
and, on the other hand, that charged or dipolar groups of the
remaining protein can perturb the electronic structure of the
chromophore and, thus, the spectrum.29,34-36 To accurately
model the photophysics in a protein is a very challenging task.
Although protein simulations are improving, experimental input
and notable simplifications of the model, on account of the size
and complexity of the system, are both needed. There is a risk
that biases and uncertainties are introduced into the model.
Vivian and Callis, as well as Rogers et al., have modeled
tryptophan in proteins with some success,29,37but Rogers et al.
conclude that it is clear from their studies “that even small
changes of the atomistic environment may lead to significant
changes of the transition energies of the indole excited states”
and that this sheds light on the challenges of atomistic
simulations.37 In the present study we take a different approach
to investigating the properties of tryptophan in a protein
environment. Instead of trying to model the actual proteins, we
study a different heterogeneous environment, namely, the air/
water interface. It is possible to model this surrounding with
the same accuracy and confidence as the bulk solvation with
the present model; hence, the results thus obtained are free from
the uncertainty that experimental input and major model
simplifications bring. From a careful analysis of this system
and its relation to the bulk simulations, a number of principles
are theoretically established. These principles are then used to
discuss the situation in a protein environment. Clearly, this
approach is incomplete because we do not study the actual
protein from first principles. However, we believe that the
incompleteness of our “model path” is more transparent than
in the path going over a not entirely reliable protein simulation,
and thus our study will provide further insight into the
photophysics of tryptophan in proteins. We note that studies of
optical properties of molecules adsorbed at surfaces and
interfaces are themselves of interest.38-43

The study of the excited-state of indole has recently come to
focus on theπσ* state that lies aboveLa andLb. Although we
have not studied this state, we should provide a few comments
on the relevance of this state for the fluorescence of indole in
a polar surrounding. From quantum chemical calculations,
Sobolewski and Domcke predict that the diffuse and dipolar
πσ* state is dissociative, with the N-H bond being broken.44

Recent experiments find support for the existence of this
nonradiative process in indole.45,46 Dedonder-Lardeux et al.
theoretically show that large electric fields in certain directions
on indole can not only switch the order of theLa andLb states
but that they also make theπσ* the lowest state.47 This effect
is a result of the significant polarity of theπσ* state. From
simulations of the indole-water system, Dedonder-Lardeux et
al. find that the electric perturbation from the solvent is quite
large and conclude that theπσ* state will be close enough to
the La and Lb states for mixing to occur in some solvent
configurations. However, because theπσ* state is not only polar
but also is very diffuse with a significant Rydberg character
(Serrano-Andre´s and Roos prefer to identify the state as a
3s-Rydberg state), there will also be a repulsive perturbation
from the solvent because of the antisymmetry restrictions on
the electrons.27 In the terminology of Bayliss and McRae, this
is the packing strain, which will raise the energy for the

occupation of a diffuse state in a molecular environment.48

Therefore, to quantify the degree to which the solvent perturbs
the πσ* state relative to theLa andLb states, some account of
the packing strain may be needed, and when taken into account,
it is most likely to lead to an increase of the energy separation.
From this we conclude that, in the complete perturbation from
the aqueous environment, the radiative statesLa andLb likely
remain sufficiently separated from, and thus unperturbed by,
the πσ* state for our simulations to be sound models of the
intrinsic probe mechanism of indole without explicit inclusion
of the πσ* state.

Below, we continue with a presentation of the model. Already
published details are not recounted; we limit ourselves to key
aspects and equations, as well as the specifics, for the indole
system. After that, the results of the simulations are presented,
first from the simulations of absorption and fluorescence in
aqueous bulk, then from the interface simulations. The results
are discussed, and the conclusions are summarized last.

2. Method and Simulation Protocol

The model we use is a combined quantum chemical statistical
mechanical model, called QMSTAT, which uses a multicon-
figurational ab initio description of the solute.49,50 The solvent
is represented as 150 explicit water molecules, with a simplified
polarizable force-field description.51 Four point-charges and
three distributed polarizabilities are used for each water
molecule, a distributed 1/r6 expression is used for the water-
water dispersion interaction, and a distributed exponential
expression, together with a term proportional to 1/r20 for very
short-range separation, is used for the water-water exchange
repulsion. To account for long-range effects, the molecular
system is contained in a spherical dielectric cavity described
within the image-charge approximation.52,53 The boundary is
impenetrable (so the number of molecules is the same during
the simulation), and the radius is variable (so the pressure (1
atm) is the same during the simulation). In simulations of the
air/water interface the dielectric continuum is removed, and a
roughly spherical droplet of 150 water molecules and one indole
molecule is formed. In Figure 1 the indole-water system is
schematically represented, and the numbering of the carbon
atoms is introduced.

Once the energy functional is defined (vide infra), the
statistical mechanical problem is solved at constant temperature

Figure 1. Schematic of the indole-water system in QMSTAT. Outside
the spherical cavity is a dielectric continuum, with either permittivity
ε ) 80 for the bulk simulations orε ) 1 for the air/water interface
simulations. The dimensions are distorted.
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(T ) 300 K) with the Metropolis-Monte Carlo algorithm.54

Extensive sampling of the configurational space is done, and
all simulations consist of 2.4× 106 steps each, where all
particles are moved in each step. Because we use a so-called
hybrid approach to solve the statistical mechanical problem,
which only contains a statistical error that tends to zero as the
number of sampled points tends to infinity, the accuracy of the
solution to the statistical mechanical part of the problem is high.
See previous publications for more discussion of this aspect of
QMSTAT, especially ref 55.

QMSTAT uses an effective quantum chemical representation
of the solute, that is, the electronic Hamiltonian is written as
shown in eq 1,

whereĤ0 is the Hamiltonian for indole in the gas-phase, and
V̂solv is an approximate perturbation from the solvent, which
depends on the solvent coordinatesRBsolv. TheĤeff term defines
a Schro¨dinger equation, which can be approximately solved by
some quantum chemical method. Originally, QMSTAT was
formulated for the Hartree-Fock method.56 A more recent
extension uses a multiconfigurational method, which can
describe states other than the ground state.49,50In this extension,
the wave function for the solvated molecule is expanded in terms
of a number of state wave functions (eq 2),

where Ψi
eff is the eigenfunction to theith eigenvalue to the

effective Schro¨dinger equation,{Ψj}j is a set of basis states,
and cij are variationally determined constants. The following
procedure is used to obtain a state basis for a given geometry
of indole; the complete active space self-consistent field
(CASSCF) method is used to obtain states for the indole ground
state (S0) and the excited statesLb andLa for the Hamiltonian
Ĥ0.57-59 The active space consists of the fourπ-orbitals, the
four π*-orbitals, and the nonbonded orbital on the nitrogen atom.
This is the active space recommended by Serrano-Andre´s and
Roos in their calculation of the gas-phase spectrum of indole.27

The atomic natural orbital (ANO) basis set of Pierloot et al. is
used with the contractions C,N/4s3p2d and H/3s2p.60 The
optimal gas-phase geometries for the respective states, obtained
from optimizations with analytical gradients with the above basis
set and active space, are used in the simulations.61 The
geometries are almost identical to the ones obtained and reported
in ref 27. We do not optimize the geometries with the solvent
present. This is an approximation because an environment can
induce geometry changes, which in turn can change the energy
difference of the relevant states. A full optimization of indole
with the present model is not feasible, because it would involve
the evaluation of a large number of numerical free-energy
gradients. We do not expect large geometry changes given the
large degree of conjugation (and hence rigidity), but we cannot
completely rule out contributions from solvent-induced geometry
changes. If the frozen gas-phase geometry assumption is highly
invalid, this should clearly be seen in the comparison of the
simulation result and experiment. As will be seen, the results
below do not invalidate the frozen gas-phase geometry assump-
tion, but still, some errors are expected from this assumption.

If only the three states above are included in the basis, then
the polarizability of indole would be underestimated. Additional
CASSCF states are therefore obtained to treat polarization. First,
eighteen states are obtained by running calculations on the three

states with homogeneous electric fields (magnitude 0.003 a.u.)
along either thex-, y- or z-axis, one at a time and in both
directions. Second, a set of inhomogeneous fields are constructed
by (i) adding an ideal dipole of magnitude 1.27 D at 2.12 Å
from the hydrogen atom bonded to the nitrogen atom, with a
direction of the dipole such that it points at the hydrogen atom
and forms a 45° angle with the N-H bond; four such
calculations are done (the two possible with the dipole in the
molecular plane, and the two with the dipole as far away from
the plane as possible; see ref 50 for details, where a similar
construction was used forpara-benzoquinone). (ii) Ideal dipoles
are also placed above the molecular plane with directions parallel
to the normal vector to that plane; they are placed either 3.18
Å above or below the center of mass to the pyrrole part of indole
or 3.18 Å above or below the center of mass to the benzene
part; their magnitudes are 1.27 D. In total, 45 CASSCF states
are produced for each of the three different geometries of indole.
The states span a space capable of describing theS0, La, andLb

states of indole in the relevant geometry, either unperturbed,
perturbed by a homogeneous electric field, perturbed by a
selection of inhomogeneous electric fields, or any possible linear
combination of these perturbations. It is shown in ref 50 that
this type of construction leads to an excellent reproduction of
the electric response properties of the CASSCF calculation in
the full atomic basis set. The CASSCF states in this set are
nonorthogonal. Hence, some complications in the implementa-
tion would occur if they were used as the basis in eq 2. We use
the CAS state interaction (CASSI) method to obtain a set of
orthogonal eigenstates toĤ0 that span the same space as the
CASSCF states.62,63 To improve efficiency, the contraction
scheme described in ref 50 is used with thresholdtd ) 10-6.
The three states from CASSI that are lowest in energy
correspond to the unperturbedS0, Lb, and La states from
CASSCF (in that order).

Because the relative energy difference between the states is
fundamental to our study, we need to address the limitation of
the CASSCF method in this respect. CASSCF generates good
densities, but because of its incomplete account of the dynamic
correlation, it usually fails to achieve quantitative accuracy for
the energies. The CAS second-order perturbation (CASPT2)
method is the preferred method to remedy this; the accuracy of
CASPT2 is usually on the order 0.1 eV.64-67 Parac and Grimme
show that both time-dependent density functional theory and
low-order coupled cluster calculations fail to describe the
spectrum of indole (and similar molecules) with the same
accuracy as a perturbation corrected multiconfigurational
method.68 We level-shift the three lowest CASSI states to the
same relative energies as found with CASPT2 by Serrano-
Andrés and Roos.27 Observe that this does not modify the
densities, only the relative energies and, to a minor extent, the
polarizability. This way we get the best possible theoretical
estimate of the original energy separation betweenLa andLb; it
also means that the limitations of the CASPT2 energies are
inherited by our study.

The details of the formulation ofV̂solv are not repeated here.
Suffice to say that it includes the important electrostatic
interaction and also a pseudopotential-like operator to model
the packing strain, which was mentioned in the Introduction.
This operator is given in eq 3,

where d is a parameter,Ω is a subset of the explicit water
molecules,øl

k is the lth occupied orbital of thekth solvent

Ĥeff (RBsolv) ) Ĥ0 + V̂solv(RBsolv) (1)

Ψi
eff ) ∑

j

cijΨj (2)

Vnel ) d ∑
k∈Ω

∑
l

εl|øl
k〉 〈øl

k| (3)
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molecule, andεl is thelth occupied orbital energy, which is the
same for all water molecules because the solvent orbitals are
frozen. The parameter to this operator is obtained in the same
way as in previous studies, that is, the QMSTAT potential is
fitted to the counterpoise corrected CASSCF supermolecular
pair-potential.69 At very short-range, the repulsion fromVnel,
which scales as the solute-solvent overlap raised to the power
of two (S2), is not sufficient. Higher order terms are required
but are only added as a contribution to the total energy, not as
an operator. This contribution is defined by eq 4,

where â4 is a parameter, andΨi
eff is the effective wave

function for the solute. The parts of the potential included in
the fit are (i) the hydrogen bonding between the oxygen atom
on water and the hydrogen atom bonded to the nitrogen atom
(this is known to be the strongest interaction between water
and indole.70,71), and (ii) the weak bonding of water to the
pyrrole part of indole.72 Very good agreement is found between
the QMSTAT pair-potential and the CASSCF reference.

The dispersion interaction between solute and solvent is not
included inV̂solv but is added phenomenologically as a distrib-
uted 1/r6 expression damped at short separations following Tang
and Toennies (eq 5),

whereDk,l are parameters,k andl are indices for atoms on solute
and solvent, respectively,rkl is the atom-atom separation, and
fkl is the damping function.73,74 To make the distribution, we
use a variant of the method by Becke and Johnson.75,76 Becke
and Johnson show that the molecular dispersion coefficient can
be obtained fairly well by a simple relation that involves the
static polarizability and the exchange-hole dipole moment (eq
6),

where

where F is the electron density, andψa is an occupied HF
molecular orbital. We use the quadrature of Lindh et al. to
numerically evaluate the integral.77 To distribute the dispersion
coefficient over a number of atoms, we use the Loprop method,
unlike Becke and Johnson who use a Hirschfeld partitioning.78

Loprop constructs a localized basis in which the density in eq
6 is expanded. Individual terms are thus assigned to specific
centers of indole, and together with the distributed polarizabili-
ties given by Loprop, the Becke-Johnson (BJ) formula can be
used to obtain the distributed coefficients. The magnitudes of
the coefficients are, however, only defined ad hoc by the BJ
formula. To get better absolute values for this study, we compute
the full intermolecular second-order perturbation for the poten-
tials described above as a reference, then the distributed
coefficients are scaled uniformly to reproduce the dispersion
reference curve. The relative values of the distributed parameters
are, hence, not changed. All parameters for the indole-water
system are given in Table 1.

Finally, one of the methods used in the analysis of the result
will be described. The electrostatic interaction between solute
and solvent is obtained as the sum of the expectation values of
the perturbation from the permanent charges of the solvent and
the induced dipoles,V̂perm andV̂pol, respectively. A multicenter
multipole expansion is used to speed up evaluations of matrix
elements corresponding to these operators. As a consequence,
it is easy to compute the electrostatic interaction between the
solvent and only a part of the indole molecule. The centers
defined by atoms C2 to C5 and their hydrogen atoms are that
part in this study, for reasons given below. We will denote this
expectation value by〈V̂el.part〉.

All quantum chemical calculations are done with the program
package MOLCAS; QMSTAT is implemented in a local
developer’s version of MOLCAS.79

3. Results

3.1. Absorption and Fluorescence in Aqueous Bulk.In
Figure 2a the solvent shift distributions for the verticalS0 f Lb

and S0 f La transitions are shown. They are computed by
sampling the energy difference given by eq 8,

TABLE 1: Parameters for the Indole-Water Potential in
QMSTAT a

interaction parameter value

repulsion d -0.27
â4 5.50
Ω 10

dispersion DC1,O andDC6,O 17.5
DC1,H andDC6,H 6.0
DCnon-shared,O 23.2
DCnon-shared,H 7.8
DN,O 18.3
DN,H 6.2
DH,O 9.0
DH,H 3.0

a For simulations of both absorption and fluorescence, the same
values of the parameters are used. Observe that two different dispersion
coefficients for the carbon atoms are used; see Figure 1 for notation.
All parameters are in atomic units

Figure 2. Solvent shift distributions for (a) the vertical absorption in
indole in aqueous solution and (b) the vertical emission for the optimal
geometry of theLa state in aqueous solution.

ES4 ) â4 (∑
k∈Ω

∑
l

〈Ψi
eff|øl

k〉 〈øl
k|Ψi

eff〉)2 (4)

Edisp ) -∑
k,l

Dk,l

rkl
6

fkl(rkl) (5)

〈dX
2〉 ) ∫ F(r1)dX

2(r1) dr1 (6)

dX
2(r1) ) ( 1

F(r1)
∑
ab

[〈ψa|r|ψb〉ψaψb(r1)] - r1)2

(7)

Absorption and Fluorescence of Indole in Aqueous Solution J. Phys. Chem. A, Vol. 111, No. 42, 200710471



whereΨfinal
eff is the effective solute wave function of the final

state in the transition,Ψinitial
eff is the effective solute wave

function of the initial state in the transition, andΨfinal andΨinitial

are the wave functions of the corresponding states in the gas-
phase. The average shifts are 0.04 eV and-0.11 eV, respec-
tively. Experimentally, Sun and Song find that one weakly-
absorbing peak, which they assign to theS0 f Lb transition, is
very slightly blue-shifted in water as compared to nonpolar
solvents.17 Its maximum is at 4.34 eV. Hollas assigned theS0

f Lb transition in gas-phase to a transition at 4.37 eV.80 The
S0 f La transition is red-shifted, in the work by Sun and Song,
as the solvent becomes more polar. The maximum for the diffuse
and strongly absorbing second peak in water is determined to
be 4.58 eV. The corresponding peak in the gas-phase has its
maximum at 4.77 eV, according to Hollas. Comparison between
our theoretical distributions and experimental spectra in solution
is not straightforward; to assign the maximum in experiment is
not always easy on account of overlapping or diffuse peaks,
and if the intensities vary over the band, the maximum
absorption does not coincide with the maximum in the density
of states, which is the distribution we obtain. Because the
simulation reproduces the qualitative behavior of a very slight
blue-shift for theS0 f Lb transition upon going to more polar
media, we consider our result for this transition to be within
the error bounds of the experiment. Judging from the values by
Hollas and Sun and Song for theS0 f La transition, our
computed red-shift appears to be somewhat small, however.
Because the experimentalS0 f La peak is very broad, as our
distribution correctly reproduces, and has a high absorption
intensity, uncertainties of the kind mentioned above in the
experimental value are expected to be large. As can be seen,
our distribution has a significant density at-0.19 eV (the
experimental difference); hence, just a small deviation from
uniform absorption intensity would take the maximum to that
value.

Because QMSTAT is a state-based approach, the identity of
the states are easily determined from the coefficients in eq 2.
The distribution of the angleφ ) arctan (|cx3|)/(|cx2|) is plotted
in Figure 3a, wherecx3 is the coefficient for the unperturbedLa

state in thexth state to the effective Schro¨dinger equation, and
cx2 is the same for theLb state. Observe that|cx2|2 + |cx3|2 ≈ 1
for the second and third root. The conclusion from Figure 3a is
that the lowest vertically excited state is, for most configurations,
well characterized as anLb state, but there are tails toward higher
angles, which means that there are configurations where the
pure states are more or less degenerate and are possibly in the
reverse order. Together with the distributions in Figure 2a and
the fact that the two states are separated by 0.3 eV in the ground
state geometry in our model, the tails show that the origin of
theLa peak will be below the origin of theLb peak in aqueous
solution. Two-photon experiments by Rehms and Callis support
this conclusion as well.81

To compute the shifts for the fluorescence, the identity of
the lowest state must be established. In Figure 3b the mixing
angle for indole in aqueous solution in the optimalLa geometry
is shown, and in Figure 3c the mixing angle for indole in the
optimal Lb geometry is shown. In theLa geometry the states
have clearly shifted, and the lowest state is a well-definedLa

state. Figure 3c, on the other hand, shows that, despite a
geometry optimal for theLb state, there are several configura-
tions where theLa state is very close or even lowest in energy.

This means that, even if the excitation populates theLb state,
the solvent perturbation will eventually put theLa state lower
in energy, by which Figure 3b becomes the true description of
excited indole in solution. According to the CASPT2 results
by Serrano-Andre´s and Roos, the energy difference in the gas-
phase between theLa state in the geometry optimal for theLa

state and theLb state in the geometry optimal for theLb state is
0.31 eV in favor of theLb state; the average shift of-0.58 eV
for the former state (see Figure 2b), compared to≈0.0 eV for
the latter state (result not shown) also gives strong support to
the interchange hypothesis. Therefore, without any prior as-
sumptions about the fluorescing state, we conclude that theLa

state is the state that in aqueous solution will be lowest in energy
and thus emit light. Because theLa state does not emit in the
gas-phase, it is difficult to obtain an experimental solvent shift.
However, the CASPT2 calculations predict the energy difference
betweenLa andS0 to be 4.26 eV, which leads to an estimation
of the fluorescence in solution to 3.68 eV. The corresponding
experimental value is somewhere around 3.58 eV.

There are a number of previous theoretical studies in the
literature on the absorption and emission spectra of indole in
aqueous solution.27,82-86 TheS0 f Lb transition is found by all
to be only slightly shifted, though more often to the red side
than to the blue side, as we find. TheS0 f La transition is red-
shifted, but to a magnitude ranging from 0.02 to 0.19 eV. The
La f S0 transition from the optimalLa geometry is found to be
red-shifted in all previous studies, although the reported energies
go from 0.26 to 0.81 eV. The different studies use various
quantum chemical methods and solvent representations; it is
thus difficult, if not impossible, to clarify the causes to the very
different results. We make two observations, however. Muino
and Callis obtain the large shift 0.81 eV from their semiem-
pirical/molecular mechanics study of the fluorescence. In their
model, the shift derives completely from the electrostatic
interaction. A clue to their large shift, as compared with our
result, is found in the dipole of the solvatedLa state. Muino
and Callis report an average value of 13.03 D, which as
compared with our value of 9.6 D is quite large. TheLa state is
thus expected to be more stabilized by the solvent in the study
of Muino and Callis than in our study; hence, the shifts are
expected to qualitatively differ in the way they do. The second

δE ) (〈Ψfinal
eff |Ĥeff|Ψfinal

eff 〉 - 〈Ψinitial
eff |Ĥeff|Ψinitial

eff 〉) -
(〈Ψfinal|Ĥ0|Ψfinal〉 - 〈Ψinitial|Ĥ0|Ψinitial〉) (8)

Figure 3. The mix angles for the first and second excited states in the
(a) vertical absorption, (b) the vertical emission in the optimalLa

geometry, and (c) the vertical emission in the optimalLb geometry.
The mix angle is defined as the angle between the absolute values of
the coefficients for the second and third basis function in eq 2 for the
second and third eigenfunctions to the effective Schro¨dinger equation.
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observation concerns the small shift for the same transition
reported by Serrano-Andre´s and Roos (0.26 eV). Their quantum
chemical method is very similar to ours, but they use a
continuum description of the solvent. The authors suggest that
their small shift derives from their neglect of the contribution
to the shift from the dispersion interaction. We do not include
this contribution either, hence this interpretation by Serrano-
Andrés and Roos seems to be, at least, incomplete. We suggest
instead that some combination of (i) a poor description of
hydrogen bonding between water and indole, (ii) a too large
cavity, as well as (iii) a complete disregard of fluctuations in
the electric field from the solvent in continuum models better
explains the small shift. As will be shown later, the former
property can have a significant effect on the studied transition,
and the third deficiency of continuum descriptions, or solvent
mean-field theories, has been discussed elsewhere.87-89 This
does not rule out that the dispersion interactions can contribute
with an additional red-shift or that further relaxations of the
geometry of indole in solution also does so. However, most of
the discrepancy of the shift in the study by Serrano-Andre´s and
Roos can be explained by the three limitations of their
continuum model listed above.

3.2. Absorption and Fluorescence at a Nonpolar/Polar
Interface. In Figure 4 are four solvent shift distributions shown
for absorption and fluorescence at the air/water interface. Two
types of indole-interface structures have been studied through
“flat”-initialized (F-initialized) and “wedge”-initialized (W-
initialized) simulations. The F-initialized simulations have indole
laying more-or-less horizontally on the surface, although in most
configurations a single water molecule is hydrogen-bonded to
the pyrrole part. The W-initialized simulations have indole
cutting into the surface with its pyrrole part, thus keeping the
benzene part out of the water. Snap-shots of typical structures
are shown in Figure 5. No constraints have been applied to the
simulations to maintain a certain relative orientation between
solute and interface. Although such constraints could be used
to study the dependence of the shifts on orientations relative to

the interface in detail, they are hard to define because the
interface is neither continuous nor monotone in shape. As a
consequence, the constraints become ambiguous, and there is a
risk that the system responds to them in ways not intended.
For example, the optimal orientation between indole and its
immediate air/water surface, in the case of no constraint, could
be obtained despite a constraint added, because the system could
be perturbed such that the ambiguously defined orientation still
fulfills the constraint. On the other hand, because the indole
molecule is not rotated in the global coordinate system of the
simulation, it is a lengthy process for the system to go from a
F-type configuration to a W-type configuration; the entire water
drop has to translate 90 degrees relative a fixed indole molecule.
This leads to the conclusion that the differently initialized

Figure 4. The solvent shift distribution for (a) F-initialized absorption, (b) W-initialized absorption, (c) F-initialized fluorescence for theLa geometry
and (d) W-initialized fluorescence for theLa geometry.

Figure 5. Snap-shots from the (a) F-initialized and the (b) W-initialized
simulations of indole at the air-water interface. In the former case the
indole molecule lays roughly horizontally on the surface, whereas in
the latter case indole cuts into the surface with the pyrrole part pointing
inward and the benzene part outward.
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simulations can be considered to be partially in equilibrium,
because the other degrees of freedom are optimized more easily,
whereas the relative orientation to the surface is qualitatively
the same. The exact nature of the orientation of indole at an
air/water interface is thus not resolved by the present study.
This is not our goal, though; instead, two special orientations
are studied without the enforcing of ambiguous constraints.

Figure 4, panels a and b, shows the distributions for the
vertical transitionsS0 f La andS0 f Lb. In addition to being
almost unaffected by the transition from bulk to surface, theLb

state is not the fluorescing state at the surface either, as will be
shown; hence, we limit our analysis to theS0 f La transition.
We find the average shift at the interface for this transition to
be not smaller but larger than in bulk solution; in the W-
initialized simulation this is significantly so. To analyze this
result, the distribution of the electrostatic interaction between
solute and solvent〈Vel〉 and of the partial electrostatic interaction
between solvent and the far side of the benzene part〈Vel.part〉,
as described in the end of the Method and Computational
Protocol section, are plotted; see Figure 6. In all simulations
the partial electrostatic interaction with the benzene part becomes
more attractive in theLa state as compared toS0. Because
additional charge accumulates in the benzene part in theLa state,
a modification is expected, but because the transition is vertical,
it is not obvious that it will be to the attractive side. Furthermore,
the difference in〈Vel.part〉 betweenS0 and La is smaller at the
surface than in the bulk. It is the expected result when the
dielectric medium at the benzene-side of indole disappears at
the surface. We call this a dielectric depletion effect. Alone,
this effect leads to a smaller shift at the surface. The total
electrostatic interaction, however, increases at the surface for
the W-initialized simulation, as seen from the〈Vel〉 distributions.
Therefore, by exclusion, the solvent interaction with the pyrrole
part of indole has to increase at the surface. This has to be
because of some interface-specific effect, that is, a different kind
of indole-water interaction appears in the presence of the
surface. Because the effective interactions at the air/water
interface is a coupled energy and entropy balance between
water-indole, water-water, indole-air, and water-air interac-
tions, any specific effects the nonpolar air-phase has on either
solute or solvent can induce changes beyond the given interac-

tion pair. We suggest an explanation of the interface-specific
effect of the indole absorption spectra based on previous results
on hydrogen bonding at nonpolar interfaces.38,39,43,90-94 It has
been shown, first by simulations and later by experiments, that
water at a nonpolar interface forms more and stronger hydrogen
bonds per nearest neighbor. Because the pyrrole part of indole
has the ability to form a hydrogen bond with water, the presence
of the surface could induce the adjacent water to form stronger
hydrogen bonds than in the aqueous bulk. In the bulk there is
an abundance of other water molecules to form strong hydrogen
bonds with; hence, water nearby indole under such conditions
is not expected to form, from an energetic point of view, optimal
hydrogen bonds with indole. In contrast, at the surface, where
the bonding options are reduced, the adjacent water molecules
will orient themselves relative to indole such that the hydrogen
bonding to it increases. This will stabilize both the ground and
theLa state, but it will affect the latter state the most because it
forms stronger hydrogen bonds with water, according to our
supermolecular calculations (recall that the excitation is vertical,
hence the solvent structure is optimal to the ground state). In
Figure 7 the radial probability density distribution around the
hydrogen atom bonded to the nitrogen atom is shown for bulk
and W-initialized simulations of the ground state. As seen, there
is a weak preference for the oxygen atom of water to be closest
to the hydrogen atom of the pyrrole part in the bulk, whereas
at the surface the preference is much more pronounced. It should
be noted that the two radial distributions are not exactly
comparable because the isotropy is broken at the surface, and
less solvent is present at longer distances than in bulk. Still,
the steep growth of the distribution function at the surface at
short distances can not only be justified by the broken isotropy,
because at these short distances the surface has not yet been
reached for the W-initialized simulations. We therefore propose
that the increased strength of the hydrogen bonds between indole
and water, induced by the presence of the nonpolar air-surface,
is the cause of the specific surface effect and, hence, the
increased shift of theS0 f La transition compared to the aqueous
bulk.

Figure 6. Distributions of solute-solvent electrostatic interaction and
partial solute-solvent electrostatic interaction for (a) the bulk simulation
of the ground state of indole, (b) the F-initialized simulation of the
same state and (c) the W-initialized simulation.

Figure 7. Radial probability density distribution for (a) bulk simula-
tions and (b) W-initialized simulations of the ground state. Observe
that the distributions are not exactly comparable, hence the vertical
axis is given in arbitrary units because quantitative comparisons only
are possible within each distribution, not between.
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A short comment in Figure 7a is justified before the surface
simulation is further analyzed. This figure suggests that only
weak hydrogen bonds are formed between indole and water,
despite that the pair-potential energy has a minimum of similar
depth as the water-water potential energy (result not shown,
but see refs 71 and 95). As already noted above, this hydrogen
bond in aqueous bulk is not expected to take its maximal
strength. Some care should also be exercised when radial
distributions are analyzed for a nonspherical object such as
indole where angular features also are of significance; as the
separation takes larger values, regions from which water is
excluded at shorter separations becomes available; hence, the
radial distribution is expected to increase in the way it does,
therefore making the initial peak seem smaller. We conclude,
therefore, that the radial distribution in Figure 7a does not have
to contradict the results for the indole-water pair-potential.

The distribution for the F-initialized simulation in Figure 6b
departs from the other two simulations. A closer analysis of
the simulation shows that it consists of roughly two types of
configurations: one type with indole laying on the surface,
which gives relatively small electrostatic interaction energies
and shifts; and another type with indole more surrounded by
solvent, with larger interaction energies and shifts. It means that
the partial equilibrium, as discussed above, is not perfectly
maintained in the F-initialized simulation. This does not rule
out that F-type configurations appear at an air/water interface,
only that it is not the only configuration. The hydrogen bonding
also is important in the pure F-type configurations, but the small
interaction in these configurations shows that only hydrogen
bonding is not enough to bring about interactions and shifts of
the same magnitude as found in the W-initialized simulations.

An analysis of the wave function for the first and second
excited-state in both ground and excited-state at the surface
support the same conclusions as in the bulk. That is, in the
ground state the vertically excited states have theLb state first,
followed at higher energies by theLa state; in theLa geometry,
the first excited-state is a well-definedLa state, whereas in the
Lb geometry, significant mixing can occur, and thus theLa state
is predicted to be the fluorescing state also at the interface. For
this reason, we limit the detailed analysis of the fluorescence
at the interface to theLa geometry.

The distributions of〈Vel〉 and〈Vel.part〉 for the fluorescence in
the La geometry show the same qualitative features as in the
absorption, but the magnitudes are different; see Figure 8. The
decrease in the magnitude of〈Vel.part〉 in leaving the bulk and
going to the surface shows that the dielectric depletion effect
works here as well. The slight increase in the magnitude of〈Vel〉,
despite the dielectric depletion effect, further shows that an
interface-specific effect also operates, which, as before, we
assign to stronger hydrogen bonding at the surface. The quite
different magnitude of the electrostatic interaction between the
absorption and fluorescence comes from the orientational and
packing relaxation of the solvent around indole in its very polar
excited state. TheLa state becomes very stabilized by the
reaction field from the solvent, but the vertically de-excited
ground state also is more stabilized. However, the relative
numbers differ more, thus large solvent shifts are obtained for
the fluorescence in the bulk (Figure 2b) and at the surface
(Figure 4, panels c and d). The specific surface effect is not
strong enough in the fluorescence to make the shifts larger at
the surface than in the bulk. The greater importance of the
ordinary dielectric effect and the already in bulk strong hydrogen
bonds for theLa state are the cause of this.

4. Conclusions

With an ab initio quantum chemical method coupled to a
discrete and polarizable solvent, we have computed the solvent
shifts of the absorption and fluorescence of indole in aqueous
solution. The results agree well with experiments. We have made
no assumptions about the nature of the fluorescing state of indole
or parametrizations based on experiment, and we have only used
the intermolecular interaction between indole and water, ob-
tained from ab initio quantum chemical calculations, as input
into the model. We observe aLa-Lb state interchange, which
has been used to explain the characteristic fluorescence of indole
and tryptophan in a polar medium. Therefore, our calculations
provide strong support to the interchange mechanism.

To shed light on the photophysics of the amino acid
tryptophan, which has indole as its chromophore, in a protein
environment, we have modeled the photophysics at the air/water
interface instead of modeling the complete protein, a task fraught
with difficulties and possible model artifacts. Two important
conclusions about indole at a polar/nonpolar interface are found.
First, being at the interface does not necessarily lead to a
significant reduction in the solvent shift as compared to being
in the bulk. We identify two counteracting effects to explain
this. On one hand is the dielectric depletion effect, which reduces
the shift when less polar medium is able to respond to the dipole
of indole. On the other hand is the interface-specific effect,
which involves stronger hydrogen bonding at the surface or
interface that especially favors a greater stabilization of the
excited-state and thus leads to a larger magnitude of the red-
shift. Second, the orientation of the chromophore relative to
the interface is of importance, because the dielectric depletion
and interface-specific effects are of different importance in
different orientations.

These qualitative conclusions are likely to be transferable to
protein environments and are not only of interest for studies of
the air/water interface. If a tryptophan amino acid in a protein
is located at a protein/water interface, then the recorded shift
can, on account of the surface-specific effect, depend on subtle
features such as how water interacts with the protein residues
nearby the tryptophan amino acid. Further, the orientation of
tryptophan relative to the nearby waters will also be of
importance. For differently folded states of a protein, not only

Figure 8. Distributions of solute-solvent electrostatic interaction and
partial solute-solvent electrostatic interaction for (a) the bulk simulation
of the first excited-state of indole in theLa geometry, (b) the F-initialized
simulation of the same state, and (c) the W-initialized simulation.
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can the degree of exposure of the amino acid to the polar
medium be different but also these two additional effects. There
is, of course, also an additional effect from the perturbation on
the chromophore by polar groups on nearby amino acids, which
has not been considered here. The many different contributions
to the total shift of the fluorescence of tryptophan precludes
detailed relations between structure and magnitude of shift to
be formulated.

A general conclusion from this study is that an interface can
give rise to subtle effects in the spectrum of chromophores,
especially if one of the phases is a protic solvent. The surface
affinity of the chromophore, its orientation at the interface, its
hydrogen-bonding capacity in the relevant states, and the
effective influence the interface has on the solvent-solvent and
solvent-solute interaction are all aspects that are of relevance
for the spectrum, apart from the usual properties. Further
knowledge of these different features will improve our under-
standing of how a chromophore, or a chemical process in
general, behave in heterogeneous and interfacial environments.
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