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Density functional theory (DFT) calculations show the higher energy HOMO (highest occupied molecular
orbital) orbitals of four iron(II) diimine complexes are metal centered and the lower energy LUMO (lowest
unoccupied molecular orbitals) are ligand centered. The energy of the orbitals correlates with electrochemical
redox potentials of the complexes. Time-dependent density functional theory (TDDFT) calculations reveal
ligand centered (LC) and metal-to-ligand charge transfer (MLCT) at higher energy than experimentally
observed. TDDFT calculations also reveal the presence of d-d transitions which are buried under the MLCT
and LC transitions. The difference in chemical and photophysical behavior of the iron complexes compared
to that of their ruthenium analogues is also addressed.

Introduction

Iron(II) diimine complexes show similar electronic and
chemical properties.1-8 Compared to its congener, ruthenium-
(II) which has the same d6 electronic configuration, the iron(II)
analogues are less stable and undergo ligand loss more readily.
When diimine ligands, such as bipyridine, are bound to
ruthenium the molecule is very stable under most conditions,
but when bound to iron, a decomposition reaction occurs, which
is thought to be thermally and photochemically driven. Ligand
loss occurs very rapidly in some cases such as in Fe(bpz)3

2+.
In others, such as in Fe(bpy)3

2+, it occurs more slowly.
In an attempt to understand the variation in the properties

between iron(II) and ruthenium(II) and the differences in
stability between iron(II) diimine complexes, we report a general
computational study on four iron(II) complexes used to ascertain
these differences. We8,9 and others10,11 have examined ruthe-
nium(II) complexes in the past; here we focus on three iron(II)
diimine systems, 2,2′-bipyridine, 2,2′-bipyrazine, and 1,10-
phenanthroline,13-24 and one iron (II) triimine, Fe(terpy)2

2+,
where terpy is 2,2′:6′,2′′-terpyridine, shown in Figure 1.

Computational Technique

The geometries of the complexes1-4 (Figure 1) were
optimized in the singlet ground state without symmetry con-
straints in the gas phase using the B3LYP25 functional of the
Gaussian ‘03 program package.26 The Stuttgart-Dresden (SDD)27

ECP was utilized for all the atoms in the molecule. The specific
effective core potential-basis set used for iron was the Stuttgart-
Dresden-double-ú basis set (6d, 10f), and the D95V basis set
was used for all other atoms.

TDDFT28 calculations were employed to produce a number
of singlet excited states of the complex ions based on their
singlet ground-state optimized geometry in the gas phase. The
number of singlet-singlet transitions calculated for complex1
was 50; complex2, 100; complex3, 75; and complex4, 50.
The output contained information for the excited-state energies,

oscillator strengths (f), and a list of the transitions that give rise
to each excited state. The orbitals involved as well as the orbital
contribution coefficients of the transitions were obtained. All
transitions withf > 0.0000 were considered to search for the
possibility of d-d transitions. GaussSum29 was used to generate
both simulated spectra and orbital information. The molar
absorptivity was calculated with a full-width-at-half-maximum
of 3000 cm-1.

Geometry Optimization. All optimized calculated structures
have been compared to crystal structures. The bond distances
between the Fe atoms and the nitrogen atoms are listed in Table
1. All of the crystals used for comparison had the same
counterion as to avoid any anomalies in the packing. The
average difference for all the bond lengths was 0.042( 0.012
Å (24 values) longer than the experimental values. The B3LYP/
6-311G(d) and UB3LYP/6-311G(d,p) basis sets were compared
for complex2 but no appreciable difference was found, so the
B3LYP/SDD basis set was used for all calculations.

The structures of all the complexes contain two shorter axial
bound nitrogen atoms than the ones in the equatorial position.
The calculations mimic this effect but with very little change
between the axial and equatorial distances. These complexes
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Figure 1. Schematic drawing of complexes1-4.
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are like mosttris chelated metal complexes which have aD3,
“propeller” geometry.

Molecular Orbitals. The molecular orbital diagrams in
Figure 2 show the electron density distribution in the HOMO
and LUMO orbitals. The data for the composition of the HOMO,
LUMO, LUMO+,1 and LUMO+2 are listed in Table 2. For

the compounds1-3, ∼87% of the electron density in the
HOMO is located on the metal and 4% is distributed on each
of the three ligands. Compound4 has less electron density
located on the metal (78%) and 11% located on each of the
two ligands.

As shown in Figure 2, the LUMO is primarily localized on
the ligands, but not symmetrically as found for ruthenium(II)
analogues.33 For compounds1-3, ∼53% lies on one ligand and
∼40% on another, and the remaining is distributed on the metal
and the third ligand. For compound4, 81% is localized on one
ligand, 15% on the other, and 4% on the metal. The LUMO+1
for compounds1-3 follows a similar pattern as in the LUMO.
In this case,∼61% is localized on one ligand,∼24% on another,
and the remainder on the third ligand and the metal. The
distribution in the LUMO+1 for compound4 is the same as
the LUMO. Only the LUMO+2 is evenly localized among the
ligands with no localization on the iron atom.

Orbital Energy Levels. Figure 3 shows the energies of the
12 frontier orbitals for each of the complexes. The complexes
show a similar orbital distribution within the occupied and
virtual orbital energy levels. In all cases the HOMO, HOMO-
1, and HOMO-2 orbital energies are iron centered; all of the
other orbital energies are ligand centered. The complexes have
similar energy gaps, but the HOMO and LUMO orbitals of Fe-
(bpz)32+ are lower in energy than those of the others.

The energies of the orbitals for complexes1, 3, and4 are
similar since the ligands have similarπ structures. The LUMO
orbitals of the phenanthroline ring are slightly higher in energy
but their spacing is much smaller than for the bipyridine ring.
Similarly, the energy level of the HOMO orbital of phenan-
throline complex is higher than that of the bipyridine analogue.
In the terpyridine system, both the HOMO and LUMO orbitals
are lower in energy then in the bipyridine complex; the LUMO

TABLE 1: Experimental vs Calculated Bond Distances

1 2 3 4

expt30 calcd expt1 calcd expt31 calcd expt32 calcd

Fe-N 1.947 2.009 1.953 2.007 1.966 2.017 1.890 1.913
Fe-N 1.949 2.009 1.957 2.007 1.973 2.018 1.891 1.913
Fe-N 1.953 2.010 1.961 2.008 1.980 2.018 1.978 2.019
Fe-N 1.961 2.010 1.966 2.008 1.981 2.019 1.984 2.019
Fe-N 1.964 2.010 1.966 2.008 1.984 2.019 1.988 2.020
Fe-N 1.964 2.010 1.967 2.008 1.984 2.019 2.001 2.020

average 1.956 2.010 1.962 2.008 1.978 2.018 1.955 1.984
average diff. 0.054 0.046 0.040 0.029

Figure 2. Molecular orbital diagrams for the optimized structure and
HOMO and LUMO orbitals.

TABLE 2: Detailed HOMO, LUMO, LUMO +1, and LUMO+2 Electron Density Distributiona

HOMO LUMO

compd %M %L %L %L %M %L %L %L

1 88 4 4 4 4 1 54 41
2 87 4 5 4 5 2 53 40
3 86 4 5 5 4 4 52 40
4 78 11 11 4 15 81
Ru(bpy)32+ 82 6 6 6 1 33 33 33
Ru(bpz)32+ 82 6 6 6 1 33 33 33

LUMO+1 LUMO+2

compd %M %L %L %L %M %L %L %L

1 4 12 23 61 0 35 34 31
2 5 10 24 61 0 34 33 33
3 4 12 24 60 0 34 32 34
4 4 15 81 0 51 49
Ru(bpy)32+ 6 7 27 60 6 3 36 55
Ru(bpz)32+ 8 12 19 61 8 1 42 50

a Ligands are arbitrary, the percentages are organized by increasing number.
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orbital energies have a greater decrease in energy than the
HOMO orbitals.

Discussion

Electrochemical Behavior.Electrochemical data and Mul-
liken charges obtained from the computational studies are listed
in Table 3. Complexes1-3 have three reversible reductions
and one reversible oxidation; complex4 has only two reversible
reductions and one reversible oxidation as reported.3 Linear
correlations between the first reduction potential and the energy
of the LUMO for a series of ruthenium(II) diimine complexes
have been reported in the past.33 Here the energy of the LUMO
also correlates with the first reduction potential of the iron(II)
complexes with a slope of-0.399( 0.006 (R2 ) 1.00( 0.01)
as shown in Figure 4. Similarly, the energy of the HOMO for
the four complexes also correlates with their oxidation potentials.
The graph in Figure 4 is linear with a slope of-0.358( 0.004
(R2 ) 1.00( 0.01). While the plots are linear, additional points
at intermediate potentials would be desirable to substantiate the
observed trends.

Energy Levels.The electrochemical potential trends indicate
electron density changes occur in the molecular orbitals of the

complexes altering their energy levels. The most difficult
complex to oxidize and easiest to reduce, complex2, has the
lowest energy HOMO and LUMO, as well as the highest
Mulliken charge. This is consistent with the greater electron
withdrawal power of the bipyrazine ligand rendering the iron-
(II) center more positive than the other two. In like manner,
the slightly less positive charge on the iron(II) center for the
phenanthroline derivative compared to that of the bipyridine
analogue is consistent with less electron density being withdrawn
from the iron(II) center when phenanthroline is coordinated.
The iron(II) terpyridine complex has a high Mulliken charge
and clearly does not follow the rationale discussed for the other
three complexes. This is due to geometry factors related to the
tridentate-terpyridine ligand.

The splitting and spacing patterns of the LUMO orbitals is
different for complex1 and 3. The pattern of the first three
orbitals (L, L+1, L+2) is similar, but the next three have a
much larger spacing. The energy gap from the orbitals labeled
L+2 to L+3 increases in energy from complex3 to 1. This is
most likely related to the greater aromaticity of the phenan-
throline ligand.

Singlet Excited States and UV-Vis Absorption Spectra.
The singlet excited-state spectra were calculated and are
displayed in Figure 5; the calculated and experimental transition
energies along with assignments are tabulated in Table 4. The
electronic transitions corresponding to excitation from one
electronic level to another are composed of several, often
commensurable, orbital-to-orbital transitions represented by the
vertical lines underneath the spectral envelopes. A complete list
of the assignments can be found in the Supporting Information
(S1-4).

Iron(II) differs from most other metal complexes studied using
DFT and TDDFT calculations. First, it is a 3d transition element
,and so d-d transitions are expected due to low-lying d orbitals.
Second, the complexes have residual paramagnetism. For
example, complex1 has a magnetic moment of∼1 µB;34

complex2 has one of 0.7µB.1

Electronic d-d transitions have low absorption coefficients;
therefore in the calculated spectra these would have low
oscillator strengths. Examination of the time-dependent density
functional theory data related to d-d transitions is tabulated in
Table 5. There are d-d transitions scattered throughout the
spectra and buried under more intense transitions. Each complex
has about two or three d-d transitions located at lower energy
than the metal-to-ligand charge transfer bands. They are not
pure d-d transitions, but a good percentage of the transition is
d-d, generally greater than 80%. The calculated extinction
coefficients of these transitions are very small to moderate (∼50
to ∼300 M-1 cm-1), as would be expected.

Generally for each complex theπ f π* transitions occur at
high energy (30 000-45 000 cm-1) and are ligand centered
(LC). The peak∼ 24 000 cm-1 is assigned as mostly metal-
to-ligand charge transfer (MLCT). The calculated absorption
maxima are blue-shifted from the experimental maxima∼3000
cm-1 for the LC transitions and∼4000-5000 cm-1 for the
MLCT transitions. Each of the basis sets mentioned in the
geometry optimization section were tried to find a solution to
this, but they all gave similar results. While this red shift has
often been found for other metal complexes and corrected by
incorporating solvent into the calculation,12,13,36in these systems
only small red shifts were found when solvent is introduced
into the calculations. A method used to correct the calculated
energy maxima using a correlation between experimental MLCT
maxima and calculated maxima as previously reported37 was

Figure 3. Six occupied and six virtual frontier orbitals.

Figure 4. Left: Plot of HOMO energy vs oxidation potential. Right:
Plot of LUMO energy vs first reduction potential. 1: Fe(bpy)3

2+; 2:
Fe(bpz)32+; 3: Fe(phen)32+; 4: Fe(tpy)22+.

TABLE 3: Electrochemical Data and Mulliken Charges

oxidation reductions

complex E1/2 E1/2(1) E1/2(2) E1/2(3) MCa

1b 0.80 -1.54 -1.72 -1.90 1.016
2 1.70 -0.76 -0.92 -1.20 1.073
3b 0.79 -1.57 -1.76 -1.85 1.014
4b 0.90 -1.48 -1.66 1.107
Ru(bpy)32+ c 1.27 -1.31 -1.50 -1.77 1.117
Ru(bpz)32+ c 1.98 -0.68 -0.87 -1.14 1.233

a Mulliken charge on iron center.b Reference 2.c Reference 26.
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also unsuccessful. There was no correlation found with the
MLCT transitions.

The inability to mimic experimental spectra more closely may
be due to residual paramagnetism of the complex. This is quite
large for a low-spin “diamagnetic” iron center, but there are
many other examples of this phenomenon.34 To investigate this

further and allow for the spin anisotropy, the unrestricted
UB3LYP/6-311g(d,p) basis set was chosen. Yet again all three
of the basis sets, B3LYP/6-311G(d), UB3LYP/6-311G(d,p), and
B3LYP/SDD, yielded anS2 value of 0.000 for all complexes.

The experimental transitions are located on a Tanabe-Sugano
diagram approximately near the spin crossover line. The
calculated transitions reside well within the low-spin region of
the diagram. Thus, the theory or basis sets appear, at this time,
unable to effectively treat data, although a multiconfigurational
approach, such as CASSCF/CASPT2, may be appropriate but
is out of the scope of this paper. These compounds are being
investigated using Mossbau¨er and EPR spectroscopy to deter-
mine if the residual paramagnetism effect observed comes from
the iron center or the molecule as a whole. The results will be
discussed in a later paper along with any new calculations that
might result.

Comparison to Ru(II). Ruthenium tris-2,2′-bipyridine has
been treated by computational methods similar to those de-
scribed for the iron complexes, and the results presented are of
the present work. The HOMO orbital for all four iron complexes
and the ruthenium complex shows that∼85% of the electron
density resides on the metal center; the other 15% is distributed
equally among the ligands. On the other hand the LUMO orbital
of Ru(bpy)32+ is symmetrically localized on the ligands unlike
the iron complexes where it is unequally distributed. For
complexes1-3, ∼90% of LUMO orbital is localized on two
ligands and the remaining ligand has less than 5%. For complex
4 the LUMO localization for one terpyridine ring has 81% and
the other has only 15%. The LUMO+1 orbital is unequally
localized for both the iron and ruthenium complexes. The
opposite result of the LUMO orbital is found for the LUMO+2

Figure 5. Singlet excited-state spectra with transitions shown as vertical bars.

TABLE 4: Tabulated Data for the Experimental and
Calculated Spectra

complex Eexp(ε, M-1 cm-1)a Ecalc
b assignment

1 32.9 (58 000) 36.7 π f π*
19.2 (11 200) 23.6 MLCT

2 32.7 (55 000) 35.6 π f π*
18.2 (12 300) 24.4 MLCT

3 23.0 (7 300) 26.5 MLCT
19.4 (11 200) 24.8 MLCT

4 36.5 (40 500) 40.0 π f π*
31.4 (38 000) 33.4 π f π*
17.8 (12 000) 24.0 MLCT

a In DMF. b In gas phase.

TABLE 5: Calculated d-d Transitions and Absorption
Coefficients

1 2 3 4 Ru(bpy)32+ Ru(bpz)32+

energy 19089 19322 18856 21424
ex. co.a 46.3 46.3 15.4 23.1
energy 19097 19328 18864 21436
ex. co.a 46.3 46.3 23.1 23.1
energy 28142 28533 28309 28583 31728 32091
ex. co.a 239.2 362.7 185.2 0 547.8 208.3
energy 28149 28540 28315 28607 31738 32109
ex. co.a 246.9 362.7 185.2 0 509.3 177.5

a Reference 35, using a FWMH of 3000 cm-1.
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orbital. The iron complexes have an equal distribution whereas
the ruthenium complexes have an unequal distribution. The
reason for these localized effects may be related toπ back-
bonding differences in the Fe(II) and Ru(II) diimine complexes.
The first reduction potential for Fe(bpy)3

2+ is located at-1.54
V, but for Ru(bpy)32+ it is found at-1.31 V. The oxidation
potentials are 0.80 and 1.27 V, respectively. These more positive
shifts for Ru(II) represent greaterπ back-bonding in its case
than for Fe(II) which may account for the unequal localization
of the LUMO on the ligands.

In the iron complexes the LUMO and LUMO+1orbitals are
degenerate, and the LUMO+2 orbitals are 0.01, 0.05, 0.04, and
0.16 eV higher in energy for compounds1-4, respectively. The
LUMO+1 and +2 are higher in energy than the LUMO by
0.13 and 0.16 eV for Ru(bpy)3

2+ and Ru(bpz)32+, respectively.
The energy of the LUMO for Ru(bpy)3

2+ is 0.082 eV higher
than for Fe(bpy)32+.

The energy of the HOMO orbitals is dependent on their
Mulliken charges. For Ru(bpy)3

2+ the Mulliken charge is more
positive than for Fe(bpy)3

2+, hence its HOMO is lower in
energy.

Chemical Behavior. Iron complexes have been known for
many years to undergo rather rapid ligand substitution reactions
and to have a very strong attraction to certain anions such as
chloride, bromide, and thiocyanate, which have all been shown
to cause thermal dissociation reactions.38-50 Such reactions are
accelerated in the presence of light. Ruthenium complexes, on
the other hand, are stable under most conditions but do undergo
slow photosubstitution in the presence of excess halide.51

Lability of transition metal complexes has long been attributed
to paramagnetism and to population of dσ* states which perturb
the bonding interaction. The thermal reaction of iron complexes
in the dark is attributed to residual paramagnetism.

The d-d transitions in the iron complexes found by TDDFT
calculations would allow light to populate the dσ* states
rendering the complexes labile. The TDDFT calculation in the
case of Ru(bpy)32+ does not result in predicted d-d transitions
at similarly low energy as found in the iron complexes. Hence,
the ruthenium(II) diimine complexes are more stable to pho-
tosubstitution reactions. Ruthenium(II) complexes also do not
have residual paramagnetism; hence, they are much more
thermally stable than their iron(II) analogues.

Conclusions

A general computational study has been completed on four
different but similar iron(II) diimine complexes. This paper
brings to light the difference in the molecular orbital behavior
but shows how the complexes overall behave as other diimine
metal complexes. We hope this investigation will encourage
others to begin an in-depth investigation into a theoretical basis
for treating systems with residual paramagnetism.
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