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We present an electrostatic interaction model for the calculation of the static electronic polarization of
hydrocarbons. In previous work, models have often been presented for one single type of hydrocarbons.
Here, we discuss the different requirements for a model to describe aliphatic, olephinic, and aromatic systems.
The model is based on the representation of the carbon and hydrogen atoms by induced electric charges and
dipoles, where the actual values of the charges and dipoles are those that minimize the electrochemical energy
of the molecule. The electrostatic interactions are described in terms of normalized propagators, which improves
both the consistency and the numerical stability of the technique. For the calibration of our model, we sought
at reproducing the molecular polarizabilities obtained by current density functional theory for a set of 48
reference structures. We propose parameters for each type of hydrocarbon, which provide an excellent agreement
with the reference data (relative error on the mean molecular polarizabilities of 0.5, 1.4, and 1.9% for alkanes,
alkenes, and aromatic molecules, respectively). We also propose parameters based on the local environment
of each atom, which are better suited for the description of more complex molecules. We finally study the
polarizability of fullerenes and small hydrogen-terminated (5,5) carbon nanotubes.

I. Introduction electric field and the electric field due to the other atomic

In fund tal sci I for the devel ¢ finduced dipole moments. This technique was introduced by
n fundamental science as well as for the development of gjharsteig® and has been improved by others. If the electric

nanotechnology, one encounters the pr_obl_em of pre_d|ct|ng thefields associated with a given distribution of atomic charges
response of molecular systems to electric fields. In this context, were included, the resulting atomic dipole moments would
rrrole;:ulzl;\r lmotdell?gt.ln terrr(;slof ?Oth quantum Chf%‘;al and consist of two contributions, one permanent atomic dipole
classical eleclrostalics models plays a prominen n moment that, together with these atomic charges, should give a
particular, obtaining the polarization of molecules enables the good model of the permanent molecular dipole moment and a
computation of electric forces acting on molecules as well as o jngyced atomic dipole moment that is supposed to give a
the force exerted on other structures. Electronic polarization model of the molecular polarizability (by “permanent’, we
propertlei thus contrlbu_te to S|mu_late the dynamics of compl_ex always mean “independent of the external field”). However, the
s;(;stemﬂ_r ar_1d to fobtaln prolpertizg ﬁuﬁh Igs. t(ljwe p&eferenUaI PDI model normally only consists of a model for the molecular
adsorption sites of macromoleculesthe field-in uﬁe orga- polarizability, and any dependence of the atomic charges on
hization of these stgucturéshypersus'cgptlli)lllt[eéﬁ’: macro- the external field is not considered. Different versions of the
scopic _p(ilsalrézataoﬁ, Farr\:an intensitie&} !¢ field-emission PDI models exist, each one having a specific approach to deal
propertles, '~ andso qrt ) ) _with short-range effects. One way is to include anisotropic
First-principles techniques prol\gde the most accurate theoreti- 51omic polarizabilitieg! and models also differ in the way that
cal values for polarizabilities'"1® Their memory and time ¢ glectrostatic interactions are normalized. Normalization has
requirements limit however their applicability to systems usuall_y the effect to give the dipotedipole energy a finite value at the
not exceeding a few hundred atoms. In molecular mechanics|imit where the interatomic distance tends to zero. It also has
(or force-field) models, the molecular energy is described with the effect to damp the electrostatic interactions at short
simplified models, where, for example, the electrostatics is jistanced:22-27 The PDI model has been applied by many
described by classical models. Because of the reduced compuzihors to the study of fullerenes and carbon nanotéitfes-3

tational requireme_nts, force-field models are widely used in This technique has been extended by associating an atomic
molecular dynamics _S|mulat|ons,. where forces have to be charge to each atom in addition to the atomic polarizal$ifify+*
computed.for every time sté‘r?,pr in problems where many In contrast with the PDI model, the atomic charges contain a
conflgurathns have t,o be co.n3|deﬁed. . part that is induced by the external field. This consideration of
_ In the pomt—dl_pole interaction (PDI) model, a polanzablhf[y induced atomic charges is modeled either by an atomic
is associated with each atom, and an atomic induced d'polecapacitan(ﬁa6 or by an atomic electronegativity and chemical
moment is thus obtained from the interaction with the external |5 q4ness (inverse of capacitance), in line with the electronega-
tivity equalization modet? An electronegativity difference
*To whom correspondence should be addressed. E-mail: alexandre.between two atoms results in an inherent potential difference,
mary,%%gg?gﬁ\%?;}y of Namur. leading to a charge flow between the two atoms. In addition, if

* Norwegian University of Science and Technology. an external electric field is added to the model, a charge flow
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contributing to the molecular polarizability is obtained. In charge, the dipotedipole, and the charge-dipole interactions,
general, the partitioning of a charge distribution into subsystems respectively. The last two terms account for the interactions
leads to two contributions to the system polarizability, an internal between the charges or the dipoles and the external field. The
polarization within each subsystem represented by an inducedquantities to determine are the atomic chamgyesd the atomic
dipole moment and a charge flow between the subsystemsdipolesp;, which depend on the electronegativitigsand on
represented by induced atomic charges. This picture is consistenthe electric fieldEex externally applied to the structurBey is
with other models for the partitioning of the molecular polar- the external field, as obtained by an external device, and we
izability into atomic contributions, such as, for example, the assume for simplicity that it is uniform. The external fidtdy
model by Stone including atomic monopole polarizabilifits.  does not include the fields that are induced by the chagges
The formulations of a combined chargdipole model again and the dipoleg;. These local fields are taken into account by
differ by the normalization of the electrostatic interactions, by the terms that involvé"cij_q, Tip*j_p, andTip*j_q ineq 1.
the definition of the self-energies, and by the method used to  The electronegativitieg; turn out to be responsible for the
enforce charge neutrality. In recent publicatiéfis’ one of us permanent (or field-independent) values of the atomic charges
proposed a formulation in which the electrostatic interactions and for the permanent atomic electric moments. The external
between the charges and the dipoles are normalized in a wayfield is included with the purpose to calculate the molecular
that is fully consistent with the definition of their self-energy. polarizability, oameiee according to its definition

We extend, in this paper, the range of applicability of this .
technique by considering hydrocarbons. In particular, we seek P = o, eEext 2
at reproducing the molecular polarizability of alkanes, alkenes,
and aromatic molecules, the reference data being obtained bywhere the molecular induced dipole moment
current density functional theory using the Amsterdam density , ) )
functional (ADF) software8-53 Transferability of atom-type pnd = Z q"r; + z pi
parameters is a central theme in the construction of parametrized I [

molecular mechanics models. For this kind of electrostatic | | . ) i
model, different models have usually been constructed for IS SIMply the sum of the atomic induced dipole momepfS,
aliphatic, olephinic, or aromatic systems, with the argument that completed by the contribution due to the induced atomic charges,
charge-transfer contributions are more importantferonju- o"". As demonstrated with more details in the next section, the
gated systems. In a combined chargkpole model, we will chargesg;, and the dipole momentp;, may be partitioned into

therefore, in this work, focus on the different requirements to @ Permanent part’ andp;, and a part induced by the external

ind i

get accurate models for the different types of systems. The electric field, g™ andp™, from which we obtain the molecu-

theoretical framework is developed in section II. In section I, lar polarizability.

we propose parameters that are specific to alkanes, alkenes, and We make the assumption that the atomic chargeare

aromatic molecules and enable the calculation of their molecular distributed according to Gaussian charge densities of the form

polarizability. In section IV, we propose parameters based on pi(r) = (qi/n3’2(Rq)3) exp[—|r — ri|2/(Rq)2]. The parametelffq

the local environment of each atom, which are more appropriate that characterizes the width of these distributions is specific to

for the description of molecules that combine these three each type of atom. In a similar way, the extension of the

chemical groups. The agreement with the reference data turnselementary charges associated with the atomic dippies

out to be excellent, which proves the validity and usefulness of characterized by a parameﬁg, which is actually determined

this technique. Section V finally extrapolates these results to by the atomic polarizabilities; (see section 11.C}7 Within these

fullerenes and small hydrogen-terminated carbon nanotubes. assumptions, the quantitié’%j,q, T’p{q, andTiF;j, that express
the electrostatic interactions between the charges and the dipoles

Il. Theory: A Charge —Dipole Model to Compute the turn out to be given by

Molecular Polarizability of Molecules

A. Molecular Energy. In this paper, we focus on the erfi
calculation of the molecular polarizability of hydrocarbons, in i o 1 Rq’l_q
particular, that of alkanes, alkenes, and aromatic molecules. T (R B tr— 3)
o }

Although hydrogen will turn out to be described accurately H

without charge for these systems, we assume for the moment 1T r 5 T )
that every atom is represented by an atomic chaygend a TH R = e ] — £ g R] (4)
dipole momenp;. According to our previous worfé#’ the total ol Areg 2 RIS VaRl,
electrochemical enerdso: associated with a given distribution
{qi, pi} of charges and dipoles placed at the atomic positipns o 1 Igrij ®r;— ri2j| rij
and subject to an external fiely is given by TR = y el | -
<o| rij Ris
NN 1NN . 2 I . - Qr.. y

_ , _ , _ i (/R 4 i —rRy)2

Eoi=— Zq-T”_ o —ZZp.-T'J_ p. £ N o (yf/RY 9? _ _ e (iilRdp (5)
© 26 = ST 2f = B x/;RJp"_p «/J_tRF;J_pg ffj
N N

N N
ST _ . . - - . - -
;;pi ToGt 2 q + V) 2 PiEext (1) W.here R = .(Qq)Z_;_(qu)Z' R, = /(QP)Z‘F(Rq)Zy and
R), = v/ (R)*+(R)? are the effective radii relevant to these
In this expressionN refers to the number of atoms in the electrostatic interactior. The tensors‘l"ci’_q, T'F;J_q, and T}.
structure consideregy; stands for the electronegativity of the describe “normalized” interactions because giving the electric
atomi, andV; = —Egyer; refers to the external potential at the charges a finite extension has the effect to screen these

atomic positiorr;. The three first terms account for the charge  interactions and remove the divergences that occur otherwise



Static Polarizability of Nanostructures

when taking the limit; — 0. Other normalization schemes result
from the consideration of different distributions for the electric

charges (these distributions are Gaussian in the current paper).
The relations in eqgs 3, 4, and 5 can finally be related to the

self-energies by taking the limit; — O of these expressions.
The chemical hardness (or inverse of the capacitanges

Ty = (Udreo)y/(2/7)(1/R), and the inverse of the polariz-

ability, ot = —T;' | = (1/dreo)y/ (2lm)(1/3R)?), are thus
determined byR, and Rp respectively (these relations are

demonstrated in refs 45 and 47). Consequently, the model

consists of three atom-type paramete(riqu (or i), andRp
(or o), to be determined.

B. Determination of the Molecular Polarizability. For a
molecule that carries a net electric chaf@g, the actual values
of the atomic chargeg; and of the dipolep; are those that
minimize

N

f=Eqt+4

a— Qtot)

The Lagrange multiplied is related to the chemical potential
of the molecule’’ Writing df/dg; = 0, df/dpxi = 0, df/dpy; = 0,
df/dp,; = 0, and d/A = 0 explicitly provides a system ofNi+

1 linear and symmetric equations for determiningdhehep,
andA. This system of equations can be written in the form

Toa ~Top 1)[a
“Toq “Tpp O)|P|=|E
1 0 Quot
whereTqqis anN x N matrix that contains th&;_,, Tp-q, is
a3 x N matrix that contains th&, ,, Tq-p = T, and Ty
is a AN x 3N matrix that contains thé";_p. Theq andp are
two vectors of lengthN and 3N that contain theg and the
components of the;, respectivelyy andV are two vectors of
lengthN that contain the; andV,. E is here a vector of length
3N that contains the components of the external figlgk on
each atom.
From the solutions; andp; of this equation, one can compute
the first moment of the charges of the molecule by

(6)

N

P=2% (gri+p)

This quantity may be partitioned as

0
P=P + amolec.Eext (7)
where PO is independent OfEex, Omoec iS the molecular
polarizability, andEe; is the external field. This decomposition
is justified by the fact that the solution of eq 4 can be written
as

q Toq ~Top 1|72

P|=|"Tpq “Top O] [0 [+

A 1 0 0 \Qut
Toq ~Top 1|7Y-V
“Tpq Tpp O E (8)
1 0 0 0
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result from the first term define, within this model, the
permanent molecular dipole momeR¥, which is given by

N

P’ = (Q?ri + pio)

In the case of a neutral molecul®; = 0), P° only exists if

the molecule is made of different types of atoms (i.e., when the
xi are not identical). In the case where the molecule is charged
(Qut = 0), PY also contains the origin dependence of the first
momentP. The second part d?, which is associated wittinoleo

is thus guaranteed to give an origin-independent molecular
polarizability.

The second term of the right-hand side of eq 6 provides the
chargesq™ and the dipolesp™ that are induced by the
external field. Their values are directly proportional to the
external field. Writing

N
ind

(o

ind

ind _ —
Pm - I + Pi ) - amoleﬁext

enables the calculation of the molecular polarizabitiyiec
One can notice thaimeec is independent of thg; and of Qo
since these two terms only appear in the first term of the right-
hand side of eq 6. Within this modelmoec Will only depend
on the atomic positions;, on the Widtthq of the atomic
charges, and on the atomic polarizabilitis(or equivalently
Rp) since these parameters determine entirely the matrices
Tog-q Tp-g andTp—p.

C. Isotropic and Anisotropic Atomic Polarizabilities. In
the applications presented, we will consider either isotropic or
anisotropic atomic polarizabilities. In the case where isotropic

atomic polarizabilities:,, are considered, the parameRyis

given by
o \/Ea:s J3 13
R" - 7 4re

The parameters to be adjusted are hence the vFigthf the
excess charges and the atomic polarizabilify for each type
of atom (carbon and hydrogen). Thehave no influence on
the molecular polarizabilities and will not receive further
consideration in this paper. The atomic charges and dipoles
calculated in this paper are therefore exclusively those induced
by the external field. This first version of our model will be
referred to by the acronym “®P iso [Raiso]”. The “Q+P”
refers to the use of charges and dipoles for the representation
of the atoms, “iso” refers to the use of isotropic atomic
polarizabilities, and “Ruso’ refers to the parameters to be
adjusted for each atom. _

In the case where anisotropic atomic polarizabilitigsg;,
are considered, the parameR%rturns out to be given by

. \/E(Z/aipa,—i- Lapey |
Rp B T 4re

In the derivation of this expression, it is assumed that the
principal components of the anisotropic atomic polarizabilities
Ogniso Ar€ given by @,r0pan0er)- The componentsy,, of

these anisotropic atomic polarizabilities are associated with the
plane defined by the three neighbors of the ataniThe

9)

(10)

in which the first term of the right-hand side is independent of componenty,,,,is associated with the direction perpendicular
the external field, while the second term contains the dependenceto that plane. In situations where the atomoes not possess

on the external field. The chargqg and the dipolespi0 that three neighbors, we consider instead an isotropic atomic
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polarizability, whose value is related to the paramemn%@and 'IP'AIBL_E t:_l_Par?rxltle(ters USA?E to Com%utAe the Mo:\ﬁc?larl
i ; : i i i olarizability of Alkanes, Alkenes, and Aromatic Molecules
%perp of the anisotropic model by, 3/(2/%6“ + 1/%9“)' Using the Q+P Model with Either Isotropic or Anisotropic

This second versi_on of our model will be_ referred to by the atomic Polarizabilities; the Values in the Last Two Columns
acronym “Q+P aniso [Ropantperd”. The “aniso” refers to the  Provide the Isotropic Atomic Polarizabiliies When They Are

use of anisotropic polarizabilities, and ‘tarOperp’ refers to Equal and the Components of the Anisotropic Atomic
the parameters to be adjusted for each atom. SRgés Polarizabilities Otherwise
completely fixed by the atomic polarizabilities, which are R(A) Opad (471€0) (A3) Operd(4rreo) (R3)
considered as the adjustable parameters, it is understood from
; ; i ; j Alkanes
ﬂ:IS pom't1 that the notatiomR' refers to the W|dthF€q of the hydrogen 0 0.4471 0.4471
atomic charges. carbon 0 0.9639 0.9639
1. Application: Molecular Polarizability of Alkanes, v 0 Alkenes 03662 03662
. ydrogen : .
Alkenes, and Aromatic Molecules carbon 0.01048 13199 13199
The technique discussed in section Il has been applied to  hydrogen 0 0.3066 0.3066
alkanes, alkenes, and aromatic molecules. The objective is to carbon 0.01126 1.6573 2.4726
reproduce the full molecular polarizability tensor of these Aromatic Molecules
structures. The reference data were obtained using current  hydrogen 0 0.3384 0.3384
density functional theory (c-DFT) in the Amsterdam density . (Cjarbon 3-01945 01-:)’2(?5875 5555875
; 8-50 \w/hi ; i ydrogen . .
functional (ADF) softwaré®-5 which provides a better descrip carbon 0.02276 14755 52611

tion of the nonlocal exchange and correlation effects that appear
in structures subject to external electric fietds>® The geometry
optimizations have been carried out with the BLYP functional
and a triple€ basis set, TZP, whereas the polarizability
calculations were done with the c-DFT module using a triple-
basis set augmented with diffuse functions, aug-ATZP. Diffuse
functions are well-known to be crucial for polarizability
calculations.

We present in this section the parameters obtained by
considering the different types of hydrocarbons separately. The
parameters were obtained by minimizing the deviations between
the molecular polarizability tensors calculated using c-DFT and
those calculated using our model (deviations in the nine
components of these tensors were considered for the full set of
molecules considered). This minimization was achieved by

lies in the normalization of the electrostatic interactions, in the
relation we established between the atomic polarizabilities
and the parameteF?p used in the normalization of these
interactions, and in the reference data we used for the
parametrization.

When comparing the results of thet® iso [Ratisg] model
with those provided by c-DFT, the relative error on the mean
molecular polarizabilitiest = (o + oy + 027)/3 turns out to
be 0.5% on average, with a maximal value of 2.6%, while the
relative error on the full molecular polarizability tensors is 2.8%
on average, with a maximal value of 5.1%. The average value
of these relative errors is defined, respectively, by

. . . . . Na ane: 3 3
applying a Monte Carlo technique for the global optimization, - ( C,DFT) B3-S o+p ) /3
followed by a conjugated gradient method to refine the solution kzl £ Omoleckq i £ Omoleckq i i
obtained in this first step? In section 1V, we will present the €= ——— _ (11)
adjustments obtained by addressing these three types of Nakaned 3
molecules simultaneously with parameters based on the local Z (@rometg): ils‘
environment of each atom. =11=
A. Molecular Polarizability of Alkanes. The alkanes \
considered in the parametrization are methane to decane A o+p
(CiHan+2, with n =1-10). When reproducing the molecular Z Z Z (amolecﬂ(])i,j - (amolecﬂ(])i,j
polarizability of these structures, it turns out that neither e 12
; i ; i €rel — 12)
hydrogen nor spcarbon require the consideration of atomic Nakanes 3 3
charges. The molecular polarizability of alkanes is indeed well Z Z Z (ac—DFT ).
. moleck]/i,j
accounted for by representing the carbon and hydrogen atoms S

by dipoles only. This result is expected from the absence of

mobile electrons in alkanes (the four valence electrons of the wherek enumerates the alkanes considered in these simulations.
carbon atoms are involved imbonding). This point was also  In these expressions, ¢c-DFT refers to the molecular polariz-
observed by Applequist. The fact the hydrogen atoms have abilities calculated with the c¢-DFT method and+® to the

only one neighbor while the 8pcarbon atoms have four molecular polarizabilities calculated using our model. The
neighbors implies the use of isotropic atomic polarizabilities. maximal value of these relative errors is obtained by looking
This representation of hydrogen by a dipole (without an atomic for which molecule has the highest ratio between the deviations
charge and using an isotropic atomic polarizability) was adopted in the molecular polarizability of this molecule and its mean

in the remaining part of this paper. molecular polarizability. The parameters obtained from these
In the model presented in section Il, electric charges can be calculations are given in Table 1.

removed from the representation by settRng 0. Since this These relative errors of 0.5 and 2.8%, which correspond,

involves an infinite self-energy for the charggsit enforcesy; respectively, to the mean polarizabilities and to the components

to be zero. In a numerical implementation of this model, the of the full polarizability tensors, compare very well with
chargesg; are simply skipped from the representation. In the previous worké327For example, Birge obtained a relative error
case where charges are removed from all of the atoms, eq 6 isof 3.26% on the mean polarizabilities of a set of molecules that
reduced to-Tp—pp = E, which is the dipole interaction model.  includes alkanes and a relative error of 6.68% on the components
The difference with the work presented by other auth®r26.27 of the full polarizability tensors? Since the reference data are
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not the same, it is not appropriate to push further the comparison
with results provided by other models. The paramet¢fsand

o, of our model are on the same order as those used by
others?1-2327.37A quantitative comparison between the param-
eters used by different models is again not appropriate because
these parameters are specific to each model. In particular, they
depend strongly on the scheme used to normalize the electro-
static interactiond’ It would be interesting to extend the study

to different conformations. Polarizable force fields have been
constructed successfully for conformational degrees of freedom,

such as, for example, for dimethoxyeth&h@nd the model Figure 1. lllustration of a g(3,2) structure. It consists of two rows of

: ! L . three aromatic rings. The pending bonds are terminated by hydrogen.
discussed here may b_e In.C_IUded in such a framework. In this illustration, we refer by “zigzag” and “armchair” to the horizontal
B. Molecular Polarizability of Alkenes. The structures and vertical directions, respectively.

considered for the parametrization of alkenes aftd.f; with n

=2,4,6,8, 10, 14, 18, 22, and 26. We thus consider in this gjrection perpendicular to the zigzag direction. These aromatic
sectionz-conjugated hydrocarbons in which the carbon atoms rings are placed in the same way as in a honeycomb lattice,

{/Sit[rr? Ilriee;r rs;:uct#n:s. As;o: zt;lkllkarnesr, hy(:]rtogtjier:] Vé/as rsp:le?tentedand the pending bonds are terminated by hydrogen. The g(3,1)
out atomic charges. For the representation fcspbon, or anthracene hence consists of a single row of three aromatic

trns out that both an atomic chargeand a dipolep; are rings. The g(3,2) consists of two rows of three aromatic rings
necessary. This necessity to include atomic charges for the gs- 92,4 . . . 9s:
and so forth. Figure 1 provides an illustration of the g(3,2).

representation of garbon is in agreement with the existence
of z-electrons in the &C double bonds of these structures.  As for the alkenes, we investigate the use of both isotropic
Since every carbon atom has three neighbors in a planarand anisotropic atomic polarizabilities for the representation of
arrangement, we consider both isotropic and anisotropic atomiccarbon. When using isotropic atomic polarizabilities for the
polarizabilities for their representation. representation of hydrogen and carbon, the relative error on the
When comparing the results of thet® iso [Ratsg] model mean molecular polarizabilities turns out to be 2.5% on average,
with those provided by c-DFT, the relative error on the mean with a maximal value of 10%, while the relative error on the
molecular polarizability of the alkenes turns out to be 2.4% on components of the full polarizability tensors is 6.2% on average,
average, with a maximal value of 3.3%. The relative error on with a maximal value of 22%. As for alkenes, the out-of-plane
the components of the full polarizability tensors is 4.5% on component of the molecular polarizabilities turns out to be
average, with a maximal value of 24%. When using isotropic systematically smaller than the values provided by c-DFT. One
atomic polarizabilities for the representation of carbon in the_se can however improve the modeling of these aromatic molecules
alkenes, the out-of-plane component of the molecular polariz- ,; ,sing anisotropic atomic polarizabilities for the representation
ab|I|t_|es turns out to be sys_temat|cally smaller tha_m the values ¢ .o rhon. The relative error on the mean polarizabilities is then
predicted by c-DFT (by typically 20%). One can improve the reduced to 1.9% on average, with a maximal value of 8.7%,

modeling of alkenes by using anisotropic atomic polarizabilities while that on the components of the full polarizability tensors

for the carbon atoms. The relative error on the mean moleculariS reduced to 3.5% on average. with a maximal value of 23%
polarizabilities is then reduced to 1.4% on average, with a 70 9¢, 0

maximal value of 7%, while the relative error on the components (unl'ikg results gchieved with isptropic atomic polariz.abilit.ies,
of the full polarizability tensors is reduced to 2.6% on average, deviations of this order of magnitude are not systematic). Figure

with a maximal value of 14%. The parameters used for these 2 provides a better illustration of the agreement we achieved
simulations are given in Table 1. In this tabtg,s and cperp between the data provided by c-DFT and those obtained using

refer to the components of the atomic polarizabilities. These our model (this figure contains the results obtained for alkanes,
components correspond, respectively, to the plane defined byalkenes, and aromatic molecules when anisotropic atomic
the three neighbors of each atom and to the direction perpen-polarizabilities are used). The parameters used for these simula-

dicular to that plane. tions are given in Table 1.

C. Molecular Polarizability of Aromatic Molecules. We For the parametrization of aromatic molecules, we had to
also aimed at reproducing the molecular polarizability of exclude structures in which the aromatic rings are separated by
aromatic molecules. This section therefore focusesr-@on- C—C bonds (like biphenyl or triphenyl) since these bonds

jugated hydrocarbons in which the carbon atoms appear ingpparently limit the mobility of electrons so that the displace-
aromatic rings. However, we restricted this study to structures . ant of free charges essentially occurs within the different

that consist of adjacent aromatic 'rings: benzene, naphthalene romatic rings rather than within the whole structure. The

a?zthzrsa ce(geé)ph?:? g?thr(gn;), ar(zj f)lgh(tzezr)] ot&e;)strtzgtg;esig(ll)A arameters determined for structures that consist of adjacent
9(6’2)’ 9(6’3)’ g(7,1), 9(8’ 1)’ 9(8’ 2)’ 9(8’ 3)’ g(1’0 i)g arlld ’ %10’ 2)’ aromatic rings and in which the displacement of free charges
gio:2), 919,2), 917, 1)y P8, 9(S,2), 9L8,2), gL %), 9804) o curs in the whole structure apply therefore with less success.

where the two numbers in these notations refer, respectively,S like biphenvl ishervl will h b idered
to the number of aromatic rings in the zigzag and armchair : tructures like biphenyl or triphenyl will however be considere

directions. The structures whose aromatic rings are connected" the next section, where we seek to determine parameters based
in the “zigzag direction” are the naphthalene, anthracene, ON the local environment of each atom. These global adjustments
phenanthrene, g(5,1), g(6,1), and so forth. In these structuresre better suited for the description of structures that combine
each aromatic ring has a-@ bond in common with the next  the three chemical groups considered so far. The adjustments
ring, and these aromatic rings are aligned along a common presented in this section, which focus on alkanes, alkenes, and
direction. Expanding these structures in the “armchair” direction aromatic molecules specifically, are however more accurate for
consists of reproducing these rows of aromatic rings along a these structures.
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Figure 2. Mean molecular polarizability of alkanes, alkenes, and aromatic molecules, as calculated using c-DFT (horizontal) and usiRg the Q
aniso [Rewanperd Mmodel with parameters that are specific to each chemical group (vertical). These parameters are given in Table 1 (anisotropic
atomic polarizabilities are used for the carbon atoms). The circles indicate the mean polarizabilities. For planar molecules, the triangles and the
asterisks indicate, respectively, the in-plane and the out-of-plane components of the molecular polarizabilities. The molecules reprieisented in t
figure are given in section Il of the paper.

IV. Molecular Polarizability Of Alkanes, Alkenes, a maximal value of 11%, whereas the relative error on the
Aromatic Molecules and Alkene-Aromatic Compounds components of the full polarizability tensors is 6.7% on average,
Using Collective Parameters with a maximal value of 32%. When applied to alkanes, these

We seek in this section at reproducing with a common set of parameters provide the relative errors already obtained in section
. e [II.LA (€ = 0.5% on the mean polarizabilities aad = 2.8%
parameters the molecular polarizability of alkanes, alkenes, . ;
aromatic molecules, and combinations of these three chemical®" the full polarlzab!llty tensors). When applied to alkenes, the
groups. The set of molecules considered includes the alkanes,r9|at've errors prowded by these parameters@ez 2.3%
the alkenes, and the aromatic molecules of the previous section 2Ndeére = 5'5% _(mstead 0f 2.4 and 4.5% wh(_an using parameters
In addition, we also consider the following structures: biphenyl that are specific f_or alkenes). Whe_n applied t_o the aromatic
(two conformations), styrenep-vinyl styrene, 1,2-diphenyl molecules of section III.C, the relative errors a&rg = 2.6%
ethene, H-(CsHa—CH=CH—),CeHs, and p-dibutadieny! ben- ar_1dere| = 6.7% (instead of _2.5 and 6.2%). As alrea_dy o_bserve_d
zene. Instead of establishing parameters for a given chemicalVith alkenes and aromatic molecules when using isotropic
group, we detect the local environment of each atom and atomic polarizabilities for the §pc§1rbo.n.,.the out-of-plane
represent it using parameters that are specific to that environ-COmMPponent of the molecular polarizabilities turns out to be
ment. The objective of this approach is to eventually describe SyStematically smaller than the values provided by c-DFT.
more complex structures. The adjustment with the reference data can be substantially
Hydrogen is described with a single parameter, the isotropic improved by using anisotropic atomic polarizabilities for the
atomic polarizability determined for alkanes. This choice is S’ carbon atoms. Compared with the fully isotropic model, the
motivated by the fact that for alkanes, we obtained parametersout-of-plane component of the molecular polarizabilities is
that fit nearly exactly the c-DFT results (relative error of 0.5% described as well as the other components. The relative error
on the mean polarizabilities). Carbon is given parameters thatérel On the mean molecular polarizabilities is then reduced to
depend on the local bonding environment. We thus distinguish 2.5% on average, with a maximal value of 15%, while that on
between (i) spcarbon (i.e., the carbon atoms that have four the full polarizability tensors is reduced to 4.7% on average,
neighbors), (i) sp carbon in a linear environment (i.e., the with a maximal value of 34% (this maximal deviation is again
carbon atoms that have three neighbors and that are not includediot systematic). Figure 3 illustrates the agreement achieved
in an aromatic ring), and (i) $ecarbon in a cyclic environment ~ between the results obtained using c-DFT and those obtained
(i.e., the carbon atoms that have three neighbors and that belongising our model when anisotropic atomic polarizabilities are
to an aromatic ring). The classification of the carbon atoms used. The parameters used for these simulations are given in
according to these three categories is achieved automatically.Table 2. When applied to alkanes specifically, these parameters
We distinguish again between a model in which every atom is provide the relative errors already obtained in section I1E4 (
described by an isotropic atomic polarizability and a model in = 0.5% andke = 2.8%). When applied to alkenes, the relative
which the sp carbon atoms are given an anisotropic atomic errors provided by these parameters@ge= 2.2% andke =
polarizability. 4.2% (instead of 1.4 and 2.6% when using parameters that are
When isotropic atomic polarizabilities are used for both the specific for alkenes). When applied to the aromatic molecules
hydrogen and carbon atoms, the relative error on the meanof section Ill.C, the relative errors atg = 2.1% andee =
molecular polarizabilities turns out to be 2.7% on average, with 4.4% (instead of 1.9 and 3.5%).
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Figure 3. Mean molecular polarizability of alkanes, alkenes, aromatic molecules, and alkmrmatic compounds, as calculated using c-DFT
(horizontal) and using the ©QP aniso [Royanperd model with parameters that are specific to the local environment of each atom (vertical). These
parameters are given in Table 2 (anisotropic atomic polarizabilities are used for the carbon atoms). The circles indicate the mean polarizabilities
For planar molecules, the triangles and the asterisks indicate, respectively, the in-plane and the out-of-plane components of the mokatilidiepolari
The molecules represented in this figure are given in sections Ill and IV of the paper.

TABLE 2: Parameters Used To Compute the Molecular and 109.4 & determined by Jonsson et #which we used as
Polarizability of Alkanes, Alkenes, Aromatic Molecules, and reference in ref 47. When using the parameters that are specific
Cin;p&uréd? Oft;lrhEe.tSﬁ TTre{e Chemlc:fl_Grtoup_s lﬁlng_the to aromatic molecules (with anisotropic atomic polarizabilities),
Solariza%ilﬁiev;!’i ther 1Sotropic or Anisotropic Afomic we obtain mean polarizabilities of 67.8, 80.8, and 99% A
(relative error of 9.5% compared to the data by Jonsson). Finally,

by using the parameters of ref 47 that are specific to fullerenes

R (A) Opad (47T€0) (AB) Operd (47T€0) (Aa)

hydrogen 0 0.4471 0.4471 and carbon nanotubes, we obtain mean polarizabilities of 74.5,
carbon, sp 0 0.9638 0.9638 90.9, and 115.3 & respectively, for the three fullerenes (relative
carbon, splinear  0.01758 1.2597 1.2597 error of 2.8% compared to the data by Jonsson). These first
carbon, speyclic  0.02652 1.2080 1.2080 calculations give some insight into the transferability of our
hydrogen 0 0.4471 0.4471 parameters. As the fullerenes have a bonding organization that
carbon, sp 0 0.9638 0.9638 is similar to that of the aromatic molecules, we obtain a better
carbon, splinear  0.01838 1.5324 2.2360 description of the fullerenes using the parameters determined
carbon, spcyclic  0.03029 1.3632 2.1671

for these molecules. The best agreement is, of course, obtained
@The values in the last two columns provide the isotropic atomic using parameters that are specific for fullerenes and carbon
polarizabilites when they are equal and the components of the nanotubes. This transfer of parameters to the fullerenes turns
anisotropic atomic polari;abilitie_s otherwise. The first part of this table gyt to work reasonably well, considering the fact that the
fg’r;ﬁzp%‘ggetlo it:eV\flLélil():/hIS(S)%)r(():gfbg]n()di:h t?viﬁeg?]?goﬁﬁrt_ corresponds 4romatic molecules considered in this paper and the fullerenes
o Ahilit g pic alomic  are different species. It is understood that any chemical family
polarizabilities. g . T . :
should be described with specific parameters in order to obtain
the best possible accuracy. This question of transferability is
intrinsic to any model that contains adjustable parameters, and
it is known that only a limited accuracy can be expected when
As for alkanes, alkenes, and aromatic molecules, the descrip_transferrlng parameters from one chemical family to another.
tion of fullerenes and carbon nanotubes requires the use of Since the parameters given in Table 2 with anisotropic atomic
specific parameters if one seeks at getting the best possiblepolarizabilities for the spcarbon atoms turn out to apply to
agreement with reference data. One can however apply thefullerenes with a reasonable accuracy, we also applied our model
parameters determined in the previous section and check whetheto hydrogen-terminated (5,5) carbon nanotubes (using the same
they provide reasonable values. This extrapolation is justified method as that for geometry optimization). The axial and
by the fact fullerenes and carbon nanotubes have a bondingtransverse polarizabilities considering different lengths for the
organization that is similar to that of the aromatic molecules nanotubes are represented in Figure 4. The lengths are expressed
considered in this paper. We used for this purpose the parameterén terms of the number of elementary cells in the body of the
given in Table 2 with anisotropic atomic polarizabilities for the (5,5) nanotube, where each cell consists of 20 carbon atoms.
sp? carbon. c-DFT was also used to compute the axial and transverse
When applied to the &, Cr2, and Gq fullerenes, we obtain polarizabilities for the three shortest tubes. The agreement of
mean polarizabilities of 65.5, 78.0, and 96.2 Ahese values  our results with these reference data is very good. The
are in agreement within 12.6% with the values of 75.1, 89.8, extrapolation provided by our model shows that the axial

V. Molecular Polarizability of Fullerenes and Carbon
Nanotubes
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Figure 4. Axial (solid) and transverse (dashed) polarizability of hydrogen-terminated (5,5) carbon nanotubes as a function of the number of
elementary cells of the (5,5) nanotube. Each cell consists of 20 carbon atoms. These results are calculated-witatheoQRepa,0perd Model,
using parameters based on the local environment of each atom. The dots indicate results obtained with c-DFT.

polarizability of the (5,5) nanotube dominates the transverse described by a net electric charge and by a dipole. The use of
polarizability after only three elementary units. The study of anisotropic polarizabilities for the 3garbon made it possible
the axial polarizability of longer nanotubes was carried out in to reproduce the molecular polarizability of a set of 48 reference
ref 47. In DFT calculations, it has been found that infinite (5,5) structures with relative errors of 2.5% on the mean values and
nanotubes are metallic, which means that a continuum of 4.7% on the components of the full tensors. These results
electronic states exists around the Fermi level. In contrast, thecompare very well with previous work and with the accuracy
finite-length structures considered in this paper are characterizedthat one can expect from the experimental measurement of these
by a band gap. In this kind of model, this would be reflected quantities?’=233537.38 Depending on the model and on the
by the fact the charge flow increases with the length and reference data, the relative errors quoted in the literature are
dominates entirely for metallic systems. For nanotubes whoseindeed typically around 3% for the mean polarizabilities and
length exceeds 10 elementary units, we therefore recommend7% for the main components of the polarizability tens8%.

the use of the parameters given in ref 47. Finally the ability of As a final application, we considered the polarization properties
our technique to deal with much larger systems was demon-of fullerenes and small hydrogen-terminated (5,5) carbon
strated in ref 45, where we treated a nanotube with 8000 atoms.nanotubes.

) In its current form, the formalism presented in this paper
VI. Conclusion makes it possible to study other chemical groups. Future work

The charge-dipole model presented in previous work to Will address the frequency dependence of the molecular polar-
compute molecular polarizabilities for carbon systems has beenizabilities. For structures in which the displacement of free
extended to hydrocarbons. The applicability of this technique charges is restricted to domains that do not extend on the full
to realistic structures was demonstrated by considering alkanesset of atoms, an automatic identification of these domains and
alkenes, and aromatic molecules. In particular, we sought atthe enforcement of specific charge neutrality conditions could
reproducing the molecular polarizabilities of these structures, still improve the range of applicability of the technique. The
the reference data being obtained using c-DFT. In a first objective of these developments is to enable the study of
approach to this objective, we established parameters for thestructures for which first-principles techniques are currently too
hydrogen and carbon atoms of each type of molecule separatelydemanding from the computational point of view. These
For a|kaneS, a pure d|po|e represen[a’[ion of the hydrogen anddevelopments may also be considered as a mean to accelerate
sp* carbon atoms provides an excellent agreement with the these calculations. The molecular polarizability of the 60
reference data. Atomic Charges and anisotropic atomic po|ar- structures considered in this paper is indeed calculated in 0n|y
izabilities are however necessary for the description of tRe sp 0.5 s on a personal computer with a 1600 MHz clock frequency.
carbon in alkenes and aromatic molecules. By using this This model thus appears as an efficient tool for studying the
technique, we could reproduce the molecular polarizability Polarization properties of nanostructures. This may help in
tensors of alkanes, alkenes, and aromatic molecules with relativeunderstanding the fundamental properties of these systems and
errors on their components of 2.8, 2.60, and 3.5%, respectively.developing future technologies.

In a second approach to our objective, we established
parameters based on the local environment of each atom. We Acknowledgment. This work was supported by the National
hence distinguished between3smarbon, sp carbon in linear Fund for Scientific Research (FNRS) of Belgium. The authors
chains, and spcarbon in aromatic cycles. Hydrogen and sp  acknowledge the use of the Inter-university Scientific Computing
carbon were described by isotropic atomic polarizabilities, Facility (ISCF) of Namur and computer time from the Norwe-
without net electric charge. The two types of sarbon were gian Research Council and NTNU.



Static Polarizability of Nanostructures

References and Notes

(1) Kanis, D. R.; Ratner, M. A.; Marks, T. Lhem. Re. 1994 94,
195.

(2) Bredas, J. L.; Adant, C.; Tackx, P.; Persoons, A.; Pierce, B. M.
Chem. Re. 1994 94, 243.

(3) Bishop, D. M.; Norman, P. Calculation of Dynamic Hyperpolar-
izabilities for Small and Medium Sized Moleculé$andbook of Adanced
Electronic and Photonic Material#\cademic Press: San Diego, CA, 2000.

(4) Engkvist, O.; Astrand, P.-O.; Karl$trg G.Chem. Re. 200Q 100,
4087.

(5) Rick, S. W.; Stuart, S. Rev. Comput. Chenm2002 18, 89.

(6) Moulin, F.; Devel, M.; Picaud, S?hys. Re. B. 2005 71, 165401.

(7) Langlet, R.; Arab, M.; Picaud, F.; Devel, M.; Girardet,JCChem.
Phys.2004 121, 9655.

(8) Arab, M.; Picaud, F. H.; Devel, M. J. P.; Ramseyer, C.; Girardet,
C. Phys. Re. B 2004 69, 165401.

(9) Stern, H. A.; Rittner, F.; Berne, B. J.; Friesner, R.JA.Chem.
Phys.2001, 115 2237.

(10) Sundberg, K. RJ. Chem. Physl977, 66, 114.

(11) Jensen, L.; Sylvester-Hvid, K. O.; Mikkelsen, K. V.; Astrand, P.-
0. J. Phys. Chem. £003 107, 2270.

(12) Jensen, L.; Astrand, P.-O.; Mikkelsen, K.J/Phys. Chem. B004
108 8226.

(13) Bocian, D. F.; Schick, G. A.; Birge, R. R. Chem. Phys1981,
74, 3660.

(14) Janesko, B. G.; Scuseria, G.EChem. Phy2006 125 124704.

(15) Mayer, A.; Vigneron, J.-PPhys. Re. B 200Q 62, 16138.

(16) Mayer, A.; Miskovsky, N. M.; Cutler, P. HPhys. Re. B 2002
65, 195416.

(17) Jonsson, D.; Norman, P.; Ruud, K.; Agren, H.; Helgaker,).T.
Chem. Phys1998 109, 572.

(18) Ruud, K.; Jonsson, D.; Taylor, P. BR. Chem. Phys2001, 114,
4331.

(19) Kozinsky, B.; Marzari, NPhys. Re. Lett. 2006 96, 166801.

(20) (a) Silberstein, LPhilos. Mag.1917, 33, 92. (b) Silberstein, L.
Philos. Mag.1917, 33, 215. (c) Silberstein, LPhilos. Mag.1917, 33, 521.

(21) Birge, R. RJ. Chem. Physl198Q 72, 5312.

(22) Thole, B. T.Chem. Phys1981, 59, 341.

(23) Birge, R. R.; Schick, G. A.; Bocian, D. B. Chem. Phys1983
79, 2256.

(24) Rick, S. W.; Stuart, S. J.; Berne, B.1.Chem. Physl994 101,
6141.

(25) York, D. M.; Yang, W.J. Chem. Phys1996 104, 159.

(26) Jensen, L.; Astrand, P.-O.; Sylvester-Hvid, K. O.; Mikkelsen, K.
V. J. Phys. Chem. 200Q 104, 1563.

(27) Jensen, L.; Astrand, P.-O.; Osted, A.; Kongsted, J.; Mikkelsen, K.
V. J. Chem. Phys2002 116, 4001.

(28) Jensen, L.; Astrand, P.-O.; Mikkelsen, K. Nano Lett.2003 3,
661.

J. Phys. Chem. A, Vol. 112, No. 6, 2008285

(29) Jensen, L.; Astrand, P.-O.; Mikkelsen, K. ¥. Phys. Chem. A.
2004 108, 8795.

(30) Jensen, L.; Esbensen, A. L.; Astrand, P.-O.; Mikkelsen, KJ.V.
Comput. Methods Sci. Eng00§ 6, 353.

(31) Girard, Ch.; Lambin, Ph.; Dereux, A.; Lucas, A. Rhys. Re. B
1994 49, 11425.

(32) Benedict, L. X.; Louie, S. G.; Cohen, M. Phys. Re. B 1995
52, 8541.

(33) Gravil, P. A.; Devel, M.; Lambin, Ph.; Bouju, X.; Girard, Ch.;
Lucas, A. A.Phys. Re. B 1996 53, 1622.

(34) Devel, M.; Girard, Ch.; Joachim, CRhys. Re. B 1996 53, 13159.

(35) Jensen, L.; Schmidt, O. H.; Mikkelsen, K. V.; Astrand, P.J0.
Phys. Chem. BR00Q 104, 10462.

(36) Olson, M. L.; Sundberg, K. Rl. Chem. Phys1978 69, 5400.

(37) Applequist, JJ. Phys. Chem1993 97, 6016.

(38) Shanker, B.; Applequist, J. Phys. Chem1994 98, 6486.

(39) Shanker, B.; Applequist, J. Chem. Phys1996 104, 6109.

(40) Stern, H. A.; Kaminski, G. A.; Banks, J. L.; Zhou, R.; Berne, B.
J.; Friesner, R. AJ. Phys. Chem. B999 103 4730.

(41) Jensen, L.; Astrand, P.-O.; Mikkelsen, K.I4t. J. Quantum Chem.
2001, 84, 513.

(42) Mortier, W. J.; Ghosh, S. K.; Shankar, 5Am. Chem. Sod.986
108 4315.

(43) Stone, A. JMol. Phys.1985 56, 1065.

(44) Mayer, A.Appl. Phys. Lett2005 86, 153110.

(45) Mayer, A.Phys. Re. B. 2005 71, 235333.

(46) Mayer, A.; Lambin, Ph.; Langlet, RAppl. Phys. Lett2006 89,
063117.

(47) Mayer, A.Phys. Re. B 2007, 75, 045407.

(48) Fonseca Guerra, C.; Snijders, J. G.; te Velde, G.; Baerends, E. J.
Theor. Chem. Accl998 99, 391.

(49) te Velde, G.; Bickelhaupt, F. M.; van Gisbergen, S. J. A.; Fonseca
Guerra, C.; Baerends, E. J.; Snijders, J. G.; Ziegled. TTomput. Chem.
2001, 22, 931.

(50) ADF2006.01 SCM; Theoretical Chemistry, Vrije Universiteit:
Amsterdam, The Netherlands; http://www.scm.com

(51) van Faassen, M.; de Boeij, P. L.; van Leeuwen, R.; Berger, J. A,;
Snijders, J. GPhys. Re. Lett.2002 88, 186401.

(52) van Faassen, M.; de Boeij, P. L.; van Leeuwen, R.; Berger, J. A,;
Snijders, J. GJ. Chem. Phys2003 118 1044.

(53) van Faassen, M.; Jensen, L.; Berger, J. A.; de Boeij, Ehlem.
Phys. Lett.2004 395 274.

(54) Press, W. H.; Teukolsky, S. A.; Vetterling, W. T.; Flannery, B. P.
Numerical Recipes in Fortran2nd ed.; Cambridge University Press:
Cambridge, U.K., 1992; pp 466418 and pp 436448.

(55) Engkvist, O.; Astrand, P. O.; Karlstrg G.J. Phys. Cheml996
100, 6950.



