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We present the ReaxFF reactive force field developed to provide a first-principles-based description of oxygen
ion transport through yttria-stabilized zirconia (YSZ) solid oxide fuel cell (SOFC) membranes. All parameters
for ReaxFF were optimized to reproduce quantum mechanical (QM) calculations on relevant condensed phase
and cluster systems. We validated the use of ReaxFF for fuel cell applications by using it in molecular dynamics
(MD) simulations to predict the oxygen ion diffusion coefficient in yttria-stabilized zirconia as a function of
temperature. These values are in excellent agreement with experimental results, setting the stage for the use
of ReaxFF to model the transport of oxygen ions through the YSZ electrolyte for SOFC. Because ReaxFF
descriptions are already available for some catalysts (e.g., Ni and Pt) and under development for other high-
temperature catalysts, we can now consider fully first-principles-based simulations of the critical functions in
SOFC, enabling the possibility ofin silico optimization of these materials. That is, we can now consider
using theory and simulation to examine the effect of materials modifications on both the catalysts and transport
processes in SOFC.

1. Introduction

Zirconia (ZrO2)-based ceramics play an important role in
many technological applications. In its pure form zirconia has
limited mechanical applications because of structural polymor-
phism inherent to this compound. The low-temperature form is
monoclinic, space groupC2h

5 ) P21/c, which transforms to the
tetragonal phase (space groupD4h

15) P42/nmc) at T ∼ 1440 K,
and then to the cubic fluorite phase (space groupOh

5 ) Fm3m)
at T ∼ 2640 K. However, alloying zirconia with various metal
oxides such as CaO, MgO, La2O3, Sc2O3, and Y2O3 stabilizes
the cubic fluorite phase, which significantly improves its thermo-
mechanical properties. Typical characteristics of stabilized
zirconia include excellent strength, toughness, wear resistance,
high-temperature stability, and corrosion resistance. In addition,
many of these systems have superionic conductivity at high
temperature, leading to applications as oxygen sensors and as
membranes for high temperature solid oxide fuel cells (SOFCs).
In particular, Y2O3 doping (∼8 mol %, denoted as YSZ-8) leads
to highly mobile anion vacancies, providing an ionic conductiv-
ity of ∼10-1 S‚cm-1 at 1000°C.1

Extensive experimental and theoretical studies have been
reported for YSZ, but the description of the atomistic mechanism
underlying the increased stabilization, the interaction between
defects, and the locations of the oxygen vacancies relative to
the dopant atoms remain uncertain. Indeed, no reliable micro-
scopic mechanism for the phase transitions has been proposed
for doped ZrO2. In addition, many results reported about the
structural properties of stabilized zirconia are incomplete or
contradictory. For instance, even the simplest question of the
location of the O vacancy (VO) relative to the Y dopant is
controversial. Thus some papers suggest that the vacancy lies
in a nearest neighboring (NN) position to Y,2-6 whereas others

report the vacancy to be next (second) nearest neighbors (2NN)
to the Y.7-12

We expect that determining the atomistic mechanism under-
lying the properties of YSZ might suggest changes in the
materials and processing to optimize the properties. Unfortu-
nately, the available means of experimentally characterizing
these systems provides little guidance for improving them.
Experiments have provided overall estimates of some relevant
quantities, but it is most difficult to determine experimentally
the atomistic structural details needed to postulate and test
mechanistic ideas.

To make progress with such limited experimental data, it is
essential to use first-principles-based molecular dynamics and
Monte Carlo simulations. However, first principles simulations
of reactions has usually meant quantum mechanics (QM, solving
the Schro¨dinger equation), which is not practical for systems
with the large periodic cells (>1000 atoms) and time scales
(>10 ns) required for studying diffusional properties in YSZ.
QM13-15 and pseudopotential-based molecular dynamics
(MD)16 have been reported for YSZ, but length and time scales
were too small to examine the issues relevant to improving the
properties of YSZ.

The development of the ReaxFF reactive force field provides
a means to enable such long-term MD on the large-scale
complex systems relevant for YSZ. ReaxFF is based fully on
accurate QM and retains nearly the accuracy of QM while
allowing large scale MD for computational costs nearly as low
as for simple force fields. ReaxFF has been applied to reactive
processes for many systems including organic reactions,17

reactions of energetic materials under extreme conductions,18,19

decomposition of improvised explosive devices,20 thermal
decomposition of polymers,21 selective oxidation of propene by
BiMoOx heterogeneous catalysts,22 catalysis at fuel cell elec-
trodes and proton conductivity of PEM,23 crack propagation in
silicon crystals,24 dissociation of H2 on Pt surfaces,25 hydrogen* Corresponding author. E-mail: wag@wag.caltech.edu.
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storage in Mg nanoclusters,26 catalytic formation of carbon
nanotubes,27 tribology of metal-metal oxide interfaces.28 Re-
cently, we used ReaxFF to investigate the initial steps of
oxidation of O2 with aromatic and aliphatic systems,29 showing
that ReaxFF may be applied to complex oxidations.

Particularly important features of the ReaxFF reactive force
fields are that

• it allows partial covalency to be included with the bond
order and bond strength varying continuously with distance

• it allows the charges on the atoms to vary continuously
with coordination and bond order,

• the parameters are based solely on QM descriptions of both
reactive processes and equations of state, allowing an iterative
refinement of ReaxFF to handle any unusual bonding interac-
tions encountered in the applications.

Here, we describe the development of the ReaxFF force field
for materials containing Y, Zr, and O, which we apply to MD
simulations of oxygen diffusion in Y-stabilized ZrO2. The results
are in excellent agreement with experiment, validating the use
of ReaxFF for studying the transport properties of these
membranes. This enables the study of oxygen transport under
realistic conditions as it is generated at the cathode, migrates
through the membrane, and reacts with fuel at the anode.
Because ReaxFF can also be used to describe the chemical

processes on the anode and cathode and the migration of ions
across the electrode-membrane interface, ReaxFF opens the door
to practical atomistic first principles predictions on models of
a complete fuel cell that include realistic descriptions of the
various interfaces and processes.23

Section 2 describes the computational details of the simula-
tions, and section 3 describes the ReaxFF reactive force field
for systems containing Y, Zr, and O. Section 4 then examines
the application to issues related to O diffusion in YSZ. These
studies focus on validation, for modest sized systems and modest
periods. However, ReaxFF calculations on multiprocessor
clusters have been reported for reactive processes on systems
with 1 000 000 atoms30 with time scales of hundreds of
nanoseconds.

2. Computational Details

All QM calculations were performed atT ) 0 K using the
generalized gradient approximation (GGA)31,32 to density func-
tional theory (DFT).33 The PBE functional34 was employed for
the periodic calculations, and the hybrid B3LYP functional was
used for the finite cluster calculations. B3LYP combines exact
Hartree-Fock exchange with the local exchange functional of
Slater35 and includes the Becke nonlocal gradient correction,36

the Vosko-Wilk-Nusair exchange functional,37 and the Lee-
Yang-Parr local and nonlocal correlation functional.38 The
accuracy of these and other DFT methods is summarized in
refs 39 and 40.

The Jaguar 4.2 program package41 was employed for the ab
initio cluster calculations. The Y and Zr metals were described
by the Hay and Wadt core-valence relativistic effective core
potentials (ECP) or pseudopotentials (PP)42 with the LACVP**
basis set of the Jaguar program package. This nonlocal ECP
uses angular momentum projection operators to enforce the Pauli
principle.43,44 The oxygen atoms were described at the all-
electron level using the variant of the Pople 6-31G** basis set,45

in which the six d Gaussians were reduced to the five with
angular momentum 2.

The periodic QM calculations were carried out using the
SeqQuest code,46,47which uses Gaussian basis functions rather
than the plane wave basis often used in periodic systems.
Nonlocal ECP or PP,44,48 similar to those in ref 43 but for use
in periodic systems were employed to replace the core electrons.
These calculations used double-zeta plus polarization contracted
Gaussian functions47 optimized for periodic calculations.

These QM results obtained for relevant condensed phases and
cluster systems were then used to derive parameters for the
ReaxFF as described in section 3, which was subsequently used
in the MD simulations described in section 4.

Figure 1. ReaxFF (a, b) and QM (c, d) charges for two configurations of a 25% YH-exchanged BaZrO3 condensed phase.

Figure 2. QM- and ReaxFF equations of state for various polymorphs
of the Y metal (a,b), Zr metal (c, d) and Y/Zr alloys (e, f).
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3. ReaxFF Development

To develop a reliable ReaxFF description for simulating
reactive oxygen migration in Y-stabilized ZrO2-phases, we
performed periodic QM-simulations on a range of systems. The
main focus of these QM-simulations was on bulk and surface
oxide systems to enable future ReaxFF applications involving
reduction reactions at YZrO surfaces. Because such processes
may result in the formation of metallic phases, we also included
in the ReaxFF training set the unoxidized periodic metals: Y,
Zr, and the Y/Zr alloys.

To determine the parameters for ReaxFF, we carried out QM
calculations for the following systems:

• The Mulliken charge populations for several phases of Y2O3,
ZrO2, and BaZr0.75Y0.25OH0.25. This latter case was included to
allow applications to hydrogen transfer in YH-exchanged
BaZrO3 phases. These charges shown in Figure 1 were used to
determine the electronegativity, hardness, and radius parameters
that go into the charge calculation part of ReaxFF. For the cubic
ZrO2 bulk phase, ReaxFF calculates a charge of+1.99 on the
Zr, compared to a QM/Mulliken charge of+2.5. For the Y2O3

phase, ReaxFF calculates a charge of+1.60 on the Y, compared
to a QM/Mulliken charge of+1.86.

• The equations of state for the fcc, bcc, and simple-cubic
(sc) phases of Y metal (Figure 2a, b) and the fcc, bcc, A15,
and sc phases of Zr metal (Figure 2c, d). For the Y/Zr alloys,
we considered the YZr bcc and tetragonal phases, the fcc phase
for YZr3, and the A15 phase of YZr3 (Figure 2e, f). These
calculations include coordination numbers ranging from 6 to
12, ensuring that ReaxFF is able to predict correctly the coupling
of energy with coordination and bond order. Here we considered
volumes up to 10% above equilibrium down to 30% below
equilibrium, which spans a pressure range of-10 GPa (tension)
to +25 GPa (compression). This provides the data to ensure
that effects of Pauli repulsion are described well, plus it provides
data for changes in bond order and long-range attraction.

• The equations of state from QM and ReaxFF for various
phases of ZrO2, Figures 3 and 4. Here we include the cubic
high-temperature form (the fluorite structure forT > 2640 K)
with 8 O neighbors to each Zr and the monoclinic form with 7
O neighbors to each Zr and 4/3 Zr neighbors for each O. For
this equation of state, we fixed the monoclinic angle atâ )
99.123° and optimized the three remaining cell parameters for
pressures ranging from-5 to +30 GPa). In addition, we
included other phases involving the same composition: rutile

Figure 3. QM- and ReaxFF equations of state for various polymorphs of Y2O3 (a, b) and ZrO2 (c, d).

Figure 4. QM- and ReaxFF equations of state for the low-energy ZrO2 polymorphs.
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(6-coordinate Zr withc/a ) 0.67192 optimized for zero
pressure), orthorhombic (7-coordinate Zr and 4/3-coordinate O,
c/a ) 0.5045), tetragonal (8-coordinate Zr,c/a ) 1.4601), BaF2-
type (9-coordinate Zr with 6/3-coordinate O,c/a ) 1.6579),
and cubic SiO2-cristobalite structures (4-coordinate Zr and
2-coordinate O). Fitting ReaxFF to this range of coordination
numbers ensures it can predict correctly the coupling of energy
with coordination, bond order, and angle energy terms.

• The equation of state for various phases of Y2O3. (Figure
3). Here the only experimental structure has space groupTh

7)
Ia3h with 6-coordinate Y. We include also the corundum structure
(space groupD3d

6 ) R3hc) with 6-coordinate Y and the trigonal
La2O3-type structure (space groupD3d

3 ) P3hm), which has
7-coordinate Y and 6(33%)/4(66%)-coordinate O.

• The surfaces energies for various surfaces of the orthor-
hombic phase of ZrO2, Figure 5.

• The equation of state for the [(Y2O3)(ZrO2)6] system with
14.3 mol % mixed oxide (YSZ-14), Figure 6. The O vacancy
was placed into two different 2NN positions relative to the Y.

• Relative energies for various distributions of Y and the O
vacancy for the [(Y2O3)(ZrO2)14] system with 7.1 mol % alloy
(YSZ-7), Figure 7. Here we varied the positions for O vacancy,
putting it in various NN, 2NN, and 3NN (the third nearest
neighboring) positions relative to the Y. To provide data
describing the relative locations of the Y atom and the O
vacances, we considered six distinct distribuions for YSZ-7:

(1) configuration 1 has one of the two Y atoms in a NN
position and the other in a 2NN position to the O vacancy with
∠Y1VOY2 ∼ 150°;

(2) configuration 2 has both Y atoms in 2NN positions to
the O vacancy with∠Y1VOY2 ∼ 150°;

(3) configuration 3 has both Y atoms in 2NN positions but
with ∠Y1VOY2 ∼ 115°;

(4) configuration 4 has one of the two Y atoms in a NN
position and the other in a 2NN position to the O vacancy but
with ∠Y1VOY2 ∼ 110°;

(5) configuration 5 has again one of the Y atoms in a NN
position and the other in a 2NN position with∠Y1VOY2 ∼ 115°,
but orientation of the Y1VOY2 fragment differs from that in
configuration 4 approximately by 90°;

(6) configuration 6 has both Y atoms in 3NN positions to
the O vacancy.

Figures 1-7 compare the acccuracy of the final ReaxFF in
reproducing these various QM reuslts. The complete set of
parameters used in these simulations is in the Supporting
Information.

4. Applications of the ReaxFF to Modeling of Oxygen
Diffusion in Y 2O3-Stabilized ZrO2

4.1. Diffusion Coefficients.To validate ReaxFF, we per-
formed a series of molecular dynamics (MD) simulations on
the oxygen transport processs. These MD simulations started
with the three-dimensional YSZ-14 [(Y2O3)(ZrO2)6] periodic
structure obtained from our QM calculations at 0 K. We
constructed a 4× 4 × 4 supercell from this QM-strucutre (736
atoms total) and equilibrated this supercell using ReaxFF NPT
calculations at various temperatures (1000, 1250, 1500, 1750,
and 2000 K). Then we carried out ReaxFF NVT MD simulations
at these temperatures for∼1 ns. We then used the trajectories
generated from these MD simulations to calculate the mean-
square displacements (MSD) as a function of the position of
each diffusing particle. Figure 8 shows an example trajectory
for one of the oxygen atoms in YSZ-14 at 2000 K. Clearly, the
oxygen atom is highly mobile with substantial long-range
oxygen diffusion.

These ReaxFF MD simulations allow us to calculate diffusion
coefficients directly, based on the mean square displacement
(MSD), which is calculated as follows:

where r is the position of the particle,t is the time,k is the
total number of snapshots (k ) m+n > 0), m is the maximum
number of points allowed for the MSD calculation (m ) k/2 in

Figure 5. QM- and ReaxFF surface energies for the orthorhombic
(space groupPbca) ZrO2 phase. In each case the surface is at the top.

Figure 6. QM- and ReaxFF equations of state for a YSZ-14 phase
[(Y2O3)(ZrO2)6].

Figure 7. QM- and ReaxFF energies for six configurations of a YSZ-7
phase [(Y2O3)(ZrO2)14].

MSD(m) ) 〈|r(t) - r|2〉 ) 1/n∑
i ) 1

n

|r(m + i) - r(i)|2
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our calculations),n is the number of data points used for
averaging, andi is the step counter. The MSDs of all oxygen
atoms at 1000, 1250, 1500, 1750, and 2000 K are shown in
Figure 9.

The self-diffusion constant is obtained using the Einstein
relation:

whereN is the number of atoms. We fitted the temperature
dependence of the diffusion coefficient to

whereEa is the activation enthalpy. To obtainEa andDo, we
use the temperature dependence of the diffusion coefficient
based on our MD simulations at various temperatures.

Figure 10 shows the calculated and experimental oxygen
diffusion coefficients as a function of inverse temperature. The
temperature dependences of the oxygen diffusion coefficients
show a linear Arrhenius behavior, indicating that there is only

one type of the oxygen transport mechanism in YSZ over this
range of temperatures.

Although the experiments cover the range from 700 to 1150
K, the MD calculations considered five temperatures from 1000
to 2000 K, eschewing of the lowest temperatures only to reduce
the computational effort for these proof-of-concept studies. We
will use these methods for much longer calculations in the more
complex models of fuel cells. The simulations shown if Figure
10 lead to

which is in good agreement with the experimental values of

In particular, Figure 10 shows that extrapolating our higher
temperature data to the lower temperatures of the experiments
matches reasonably well to the experimental results.

These results indicate that the ReaxFF provides useful
predictions for oxygen diffusion within crystalline grains of the
YSZ electrolyte.

4.2. Radial Distribution Function. As a first step toward
interpreting these results, we calculated the radial distribution
functions (RDF) at temperatures of 1000, 1250, 1500, 1750,
and 2000 K. Here the RDF is defined as

whereNA andNB are the numbers of atoms in groups A and B,
respectively,NAB is the number of atoms common to both
groups A and B, andV is the unit cell volume. For each case
we also plot the integrated number of neighbors up to each
radius. This allows us to identify the average coordination for
each system.

Figure 11 shows the RDF for the Zr-O, Y-O, O-O, and
Y-Zr pair distributions in YSZ-14 at 1000 K (a) and 2000 K
(b). Here we see that the average Zr-O bond distance is 2.12
Å in excellent agreement with EXAFS (2.13 Å) and neutron
diffraction (2.08 Å) results for YSZ-15.51,52 The first oxygen
shell surrounding Zr goes from∼1.9 Å to ∼2.7 Å. This is in
very good agreement with synchrotron radiation data, 1.88-
2.61 Å.51

The RDF for the Y-O pair distributions indicates an average
Y-O bond distance of 2.32 Å, again in perfect agreement with
experimental EXAFS data, 2.32 Å.51 The first oxygen shell
surrounding Y goes from∼2.0 Å to ∼2.5 Å. This is also in
very good agreement with results of the synchrotron radiation
study, reporting the Y-O distances from 2.07 to 2.43 Å.51

Comparing Y-O to Zr-O for the first oxygen shell, we see
that our calculations and the experimental results both lead to
an average Y-O distance∼0.2 Å longer than the average Zr-O
distance, and the corresponding distances for the second oxygen
shell are quite similar. This difference between Y-O and Zr-O
bond lengths indicates that the geometries of Y and Zr polyhedra
are dissimilar so that the ideal fluorite structure does not describe
adequately the YSZ atomic arrangement.

The numbers of oxygen atoms surrounding Zr at 1000 K were
obtained by integrating the Zr-O RDF up to the first minimum
(2.85 Å) past the peak at 2.12 Å, leading to a coordination
number NZr ) 6.9. Similarly we obtainedNY ) 5.4 from
integrating the Y-O RDF to the first minimum (2.54 Å) past
the peak at 2.32 Å. These values agree withNZr ) 7.0 andNY

Figure 8. ReaxFF MD simulation: a trajectory of one oxygen atoms
in YSZ-14 atT ) 2000 K,∼400 ps.

Figure 9. Mean square displacements of oxygen ions in YSZ-14 at
various temperatures. The diffusion coefficients extracted from this data
are shown in Figure 10.

D ) 1
6Nt

〈|r(t) - r|2〉

D(T) ) Do exp(-Ea/kT)

Ea ) 0.90 eV and Do ) 2.4× 10-3 cm-2/s

Ea ) 0.99 eV and Do ) 3.4× 10-3 cm-2/s49,50

GAB(r) )
gAB(r) × V

(NANB - NAB)4πr2∆r
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) 5.9 extracted by combining synchrotron radiation and EXAFS
studies.51 The coordination numberNZr ) 6.9 is very close to
the coordinationNZr ) 7.0 in the monoclinic phase of ZrO2,
and NY ) 5.4 is only slightly lower than the coordination
numberNY ) 6 in cubic Y2O3. Indeed, our initial structure for
YSZ hadNY ) 8 with all Y atoms starting at 2NN positions
with respect to the O vacancies. However, during the MD
simulation the coordination number of Y, if it is based only on

the RDF peak at 2.32 Å, would decrease from 8 to 5.4,
indicating that some oxygens surrounding Y have moved away
from the Y cations toward the vacancies. This results in
configurations in which

(1) some of the Y atoms are in NN positions to vacancies
and

(2) some of the Y-O bonds are stretched.
The small, broad peak observed in the RDF at 2.8 Å, just

beyond the peak at 2.32 Å corresponding to the first oxygen
shell of Y, most probably reflects this rearrangement of the O
atoms. Including this second peak in the first oxygen shell of
Y increases the coordination number from 5.4 to 7.9, very close
to the initial coordination number of 8.

Analyzing the RDF for the O-O pair distributions in YSZ-
14 at 1000 and 2000 K, we see that the average O-O bond
distance is∼2.67 Å at 1000 K, increasing to∼2.77 Å at 2000
K. The average oxygen has six oxygen neighbors in the first
O-O coordination shell, which is the same as in ZrO2 and Y2O3

(considering only O-O distances less than 3 Å).
At 2000 K, the O-O RDF has a small peak (0.2 atoms) at

1.9 Å (Figure 11b); no such peak occurs for 1000 K. To
understand the origin of such unexpectedly short distances, we
examined the trajectory to learn how they arose. A typical case
is shown in Figure 12. Here the vacancy is numbered as1 and
the six oxygen atoms nearest the vacancy are numbered2-7.
If there was no vacancy, the2-4, 3-6, and5-7 distances going
across1 would all be∼5.2 Å, but because of the vacancy, the

Figure 10. Calculated and experimental YSZ oxygen diffusion coefficients as a function of temperature (top) and 1000/T (bottom).

Figure 11. Radial distribution functions for YSZ-14 at 1000 K (a)
and 2000 K (b).

Figure 12. (a) Fragment of the YSZ structure showing a typical oxygen
vacancy. (b) Schematic representation of the oxygen diffusion mech-
anism in YSZ (only oxygen atoms are shown).
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2-4 distance relaxes to∼3.3 Å and3-6 and4-7 stay at∼5.2
Å. What is special about2-4 is that2 is bonded to Y as is4.
Thus, position1 is a 2NN to both Y. In the dynamics the O
atom in position2 jumped to position1. Immediately after
jumping, the new1-4 distance is∼1.9 Å for ∼0.025 ps (1
frame in our analysis trajectory) and then the atoms relax so
that the frame 0.025 ps later has the1-4 distance of∼2.6 Å,
as are the new1-3, 1-5, 1-6, and1-7 distances.

All RDF peaks in Figure 11 broaden with increasing
temperature, mainly due to thermal expansion, but even at 2000
K all peaks, including those corresponding to the O-O pair
distribution, remain resolved. This provides evidence that the
oxygen diffusion in YSZ can be considered as hopping between
relatively well-defined positions, rather than diffusion through
a liquid-like medium. This allows us to analyze the diffusion
in terms of the motion of the O vacancy as discussed below.

4.3. Oxygen Diffusion Mechanism.Many previous experi-
mental and computational works on YSZ (see, for instance,53-56)
found that oxygen vacancies are more likely located in NN
positions to Zr. Oxygen vacancies close to two Y stabilizer ions
are “trapped” so that oxygen ion hopping between two stabilizer
ions is not possible. In contrast, some other works on YSZ57-59

state that there is no preferential ordering or association of the
oxygen vacancies.

Our initial YSZ structure was based on our QM calculations,
with all O vacancies close to Zr and in 2NN positions with
respect to the Y stabilizer ions (see Figure 12a). However, our
ReaxFF MD simulations show that some vacancies jump from
their 2NN positions to NN positions to Y, as mentioned above
in section 4.2. Here we provide a more detailed description of
the possible oxygen diffusion mechanism in YSZ.

Oxygen sites in YSZ are arranged inside the cation sublattice,
which contains two types of cation polyhedra: tetrahedra and
octahedra. According to ref 56, almost all oxygens (97%) occupy
positions inside the tetrahedron spaces (regular positions) and
only about 3% of the oxygen ions jump temporarily inside the
octahedra (interstitial positions) during the diffusion process.
Therefore, the oxygen migration mostly occurs between adjacent
tetrahedra. A detailed analysis of possible first neighboring
cation arrangements (including all possible Y and Zr distribu-
tions) around the oxygen atoms and how these arrangements
influence on the oxygen diffusion is in refs 60 and 61. Our
results agree with those obtained in refs 56, 60, and 61.

In addition to the cation neighbors, each O vacancy is
surrounded by six O atoms forming the first O-O coordination
shell of the vacancy (Figure 12b). There are two distinct
pathways for oxygen diffusion in YSZ:

• In the first path, the vacancy goes close to Zr while
remaining a 2NN to Y (in Figure 12b it is, for example, a jump
from 1 to 7). In this case, the diffusion process consists of two
types of vacancy jumps: inter- and intra-Zr polyhedra hopping.
During this hopping some Zr polyhedra may change the 6-fold
coordination for the polyhedron containing the vacancy to 7-fold
and vice versa, but the coordination number of the average Zr
remains∼7 as for the initial YSZ structure. This is exactly what
we observe in our RDFs.

• The second path allows oxygen atoms belonging to the Y
polyhedron to jump to the vacancy so that the vacancy moves
from the 2NN to the NN position to the Y (in Figure 12b this
is a jump from1 to 2). In this case, the diffusing O no longer
belongs to the Y polyhedron, so that the coordination number
of the average Y decreases. This situation was already discussed
above in section 4.2. The analysis of the RDF andN, shows
that more than one Y-O bond can elongate significantly.

Therefore, the Y polyhedra in YSZ change more during the O
diffusion, than do the Zr polyhedra.

Indeed, we find that the oxygen diffusion in YSZ combines
both pathways (for instance, the vacancy first jumps from1 to
7 and then from7 to 2), leading to the following description. O
atoms next to a vacancy spend∼70 ps (at 1500 K) in an
oscillatory motion towards the vacancy (in Figure 12b this
motion is shown by empty spheres) before one of them finally
succeeds in jumping there. Even after jumping, the oxygen may
jump back into the former position. Such local fluctuations forth
and back (local diffusion) do not contribute to the long-range
oxygen diffusion in YSZ. However, long-range oxygen diffusion
also occurs. In the latter case, the vacancy, after the local
diffusion step, hops to one of the NN oxygen positions, and
does not return to the initial position. Instead, after some
fluctuations the vacancy jumps to a new position that is now a
2NN to the initial vacancy position. Then all steps described
above are reiterated, finally resulting in long-range oxygen
diffusion in YSZ.

The above discussion shows that during the oxygen diffusion,
many configurations are found in which one of the two Y atoms
occupies a NN position to the O vacancy while the other is in
a 2NN position (NN-2NN) and there are others in which both
Y atoms occupy 2NN positions to the O vacancy (2NN-2NN).
However, the NN-NN configuration (both Y atoms are in NN
positions to the O vacancy) isnot favorable. According to our
QM calculations the energy for this NN-NN configuration is
∼0.7 eV higher than the NN-2NN or 2NN-2NN configuration.
Also the barrier for the oxygen migration between two Y NN
atoms (the Y-Y edge) is 2.04 eV, which is significantly higher
than the barrier along the Zr-Y edge, 0.85 eV.60 Other
configurations, such as NN-3NN, 2NN-3NN, 3NN-3NN,etc.
(some of them are mentioned in section 3), can also be realized
in process of the oxygen diffusion in YSZ. The difference in
energies for these observed configurations does not exceed 0.5
eV. Examining our ReaxFF MD trajectories for possible
diffusion pathways, we conclude that oxygen ion transport
occurs primarily along the [100] direction, which agrees with
some previous theoretical and experimental studies (for example,
refs 49, 60, 62, and 63).

5. Conclusions

We report the development of the ReaxFF reactive force field
for the YSZ oxide-ion conductor. It is based on substantial data
derived from QM calculations on clusters and periodic systems.

We also report ReaxFF MD studies of the oxygen migration
properties of YSZ. The predicted oxygen diffusion coefficients
in YSZ as a function of temperature were used to extract the
activation energy for oxygen transport. The values for both the
diffusion coefficient and the activation energy are in excellent
agreement with experimental data. This validates the use of
ReaxFF for such problems.

These results indicate that ReaxFF properly describes the
oxygen migration properties and structural characteristics of
YSZ. Currently, we are in the process of combining this YSZ
force field with the ReaxFF describing the chemistry on Pt and
Ni surfaces. This will allow us to simulate the complex chemical
processes at the anode/electrolyte interfaces in a SOFC.24 This
would enable first principles predictions on the chemical
processes at the triple-phase boundaries of fuel cells.
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