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We suggest that the H-bond in proteins not only mirrors the motion of hydrogen in its own atomistic setting
but also finds its origin in the collective environment of the hydrogen bond in a global lattice of surrounding
H2O molecules. This water lattice is being perturbed in its optimal entropic configuration by the motion of
the H-bond. Furthermore, bonding interaction with the lattice drop the H-bond energy from some 5 kcal/mol
for the pure protein in the absence of H2O, to some 1.6 kcal/mol in the presence of the H2O medium. This
low value here is determined in a computer experiment involving MD calculations and is a value close to the
generally accepted value for biological systems. In accordance with these computer experiments under ambient
conditions, the H-bond energy is seriously depressed, hence confirming the subtle effect of the H2O medium
directly interacting with the H-bond and permitting a strong fluxional behavior. Furthermore, water produces
a very large change in the entropy of activation due to the hydrogen bond breakage, which affects the rate by
as much as 2 orders of magnitude. We also observe that there is an entire ensemble of H-bond structures,
rather than a single transition state, all of which contribute to this H-bond. Here the model is tested by changing
to D2O as the surrounding medium resulting in a substantial solvent isotope effect. This demonstrates the
important influence of the environment on the individual hydrogen bond.

I. Introduction

The dynamics of protein folding and enzymatic reaction is
intrinsically related to the strength of the hydrogen bond. The
breaking and making of the hydrogen bond is one of the key
steps in all protein motion. The dynamics of this motion is one
of the most decisive factors determining protein structure in
solution, lipid membranes, and other environments.

Structural properties of proteins are known to display solvent
isotope effects though the details of the mechanisms are in
general not known.1-5 This effect has been observed for many
slower processes in proteins, such as folding studies from NMR,
H/D exchange or fluorescence studies processes. Many micro-
scopic contributions are here displayed in the overall process.

The primary and immediate origin of these structural factors
in proteins that are contributing to the making and breaking
hydrogen bonds are not known. It is of interest to look for a
possible direct connection between the solvent and the primary
hydrogen bond by directly observing the process on a picosec-
ond time scale using molecular dynamics.

It is now well-established that under typical conditions these
H-bonds are not rigid but rather fluxional on a time scale of
some 50 ps. Such fluxional bonding processes are important

for many biological processes involving protein motions, in
folding, or in the chemistry of enzymes. This fluxional behavior
is due to the very low activation energy of such H-bond ruptures
of some 1-1.5 kcal/mol, as has been known for some time.
Any higher energy would not lead to fluxional motions due to
the low value ofRT(thermal energy term) in biological systems,
and hence the absence of such motions would not support many
life processes. Previous molecular dynamics calculations also
confirm such low activation energies, particularly in H2O.

In the absence of water we note considerably higher activation
energies (Table 1) that are of less biological interest because
physiological temperatures here do not lead to ruptures and
realignments as seen in protein dynamics. We directly observe
the presence of such higher energy intra H-bonds in our system
(Figure 3), which, however, give way to the normal H-bonds
at a much lower energy in the water environment. The solvent
environment is seen to dominate the hydrogen bond rupture
process, orientation and energetics. In the solvated system, the
protein is wrapped by a fluctuating water cavity (or clathrate
hydrates).6-12 It is the intraprotein H-bond rupture dynamics
that is suppressed by the entropy changes of this cavity. In
vacuum, the protein side chain prefers to form intramolecular
H-bonds.13 However, in the water system, the side chain
extrudes into water and interacts with the solvation environment
reducing the energy needed to rupture. At the same time water
reduces the rate by some 2 orders of magnitude, due to the very
large changes in entropy produced by the rupture process. The
inner hydrogen bond pair is protected by the protein from
activation. These two factors actually compete with each other.
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Some intrinsic properties of the differences of H2O and D2O
have been known for quite a long time.14 Though the normal
water and heavy water taste the same, there are still several
physical properties that are different between these two mol-
ecules such as viscosity, melting point, the temperature of
maximum density and the heat capacity.15 For example, the D2O
melting point is 3.82°C and its boiling point is 101.4°C. So
the heavy water ice may sink in regular water and the D2O ice
will not melt in ice-cold normal water. Furthermore, the pH-
value of regular water is 7.0 and the pD-value of D2O is 7.41
at room temperature. More interesting is the molecular dimen-
sionality and dipole interaction of D2O, which are almost
identical to that of H2O. But D2O has a stronger O-D‚‚‚O bond
energy (here termed a D-bond) than that of H-bond in H2O.
These make liquid D2O more structurally ordered than H2O at
a given temperature. D2O is also considered a better solvent
for NMR studies of biological molecule than H2O due to their
nuclear spin difference. Protein unfolding entropy and enthalpy
are hence significantly reduced in D2O.16-18

Living cell division is usually disrupted by D2O. The well-
known eukaryotic cell division is stopped in D2O and plants
also cease to grow in D2O. A small animal such as the tadpole
can be killed by high concentration heavy water. It is obvious
that heavy water dramatically influences the biological system.
A microscopic understanding of the protein hydrogen bond may
be due to the D2O solvation processes.19-26

The making and breaking of H-bonds in proteins is fluxional
on a 50 ps time scale and as such, this behavior is essential for
many dynamic biological processes. Here we suggest that these
fluxional motions do not reflect the atomic motion of a single
bond but rather reflect a collective motion that can only be
operative in conjunction with the large surrounding network of
water molecules as a whole. The breaking of an H-bond is a
collective network property, and not the property of any
individual bond. The energetics observed here is in very close
analogy to recent thinking on the dynamics and energetics of
water networks.27 In fact, such global water processes may be
rate determining for our hydrogen bond kinetics as well.

The rupture of an H-bond is often described in terms of a
transition state. In terms of classical transition state theory
(TST)28 it is not certain if such a concept can easily be applied
to the H-bond because it is not clear if there is an equilibrium
of transition states formed as required by TST. Detailed
examinations of the various starting configurations in an MD
calculation leading to H-bond rupture showed very different
angles and structures in the orthogonal degrees of freedom for
these various starting states. The critical state can be better
described as an ensemble of configurations in which a particular
distension ruptures, but these configurations do not appear to
be in equilibrium. Such ensemble views without definite
structures have been postulated before for water where enthal-
pies were determined for the ensemble without identifying
specific structures.29,30A similar view appears to be correct here
for the H-bond imbedded in water. Hence in a similar way it
will be difficult to obtain energies from structural arguments
or from statistical thermodynamics because again these depend
on unique structures that do not appear to exist in the MD

samples investigated. Furthermore, the inclusion of the observed
very large entropy terms in such calculations may be difficult.
Rather, a distribution of structures undergoing H-bond breaking
in a computer experiment may be the most appropriate and
realistic viewpoint.

In previous work we showed, by observing the mean first
passage time for the H-bond rupture in an ensemble of
structures, that we define a rate constant from a computer
experiment. By repeating this computer experiment at a different
temperature, we obtain the activation energy for the entire
ensemble. Such energy does not invoke any one structure; just
the critical rupture must be defined for the mean first passage
time. The observed activation energy for the rupture of such an
H-bonded ensemble in water was thus determined to be 1.6 kcal/
mol. Such a value is generally the accepted value for biological
systems.31-33 This is very close to the value for the ensemble
of structural rearrangements in pure water of 1.6 kcal/mol.
Again, this similarity of values would be expected because in
both cases a very similar ensemble is involved. In the case of
the H-bond, the rupture disturbs the maximum entropy config-
uration of the water shell aggregated around the H-bond in an
ensemble of different configurations. Note that in the absence
of water the same system has H-bond strength of some 6 kcal/
mol. It is the ensemble of water structures interacting with the
H-bond that facilitates the H-bond rupture to produce and energy
palatable to biological processes at typical biologically relevant
temperatures. Water is required to bring the molecular value of
the H-bond strength into the biologically interesting region,
useful in such processes. In this work we report values for the
computer experiment in D2O, where we observe the most
interesting result that little rupture is observed in the MD
computer experiment. This again demonstrates that we are
dealing rather with a global water interaction than with a pure
atomistic model. This would be expected for such a subtle
entropic effect. It is indeed well-known that many biological
processes are suppressed in D2O. The overall conclusion is that
we are suggesting a different way of thinking about H-bond in
proteins in the presence of a water environment. This is due to
a synergetic effect between the H-bond rupture and the
rearrangement of very large complex water structures around
itsa rearrangement of the hydrophobic bond.

That molecules dissolved in water form clathrate hydrates
structure has been known for some time and been reviewed in
ref 34. These clathrate hydrates around small molecules are
considered to have quite an ordered structure thus wrapping
around the solute molecule and moderating the collective
motion. This causes an entropic penalty to the solvation process.
For a weak clathrate hydrates structure such as water, due to
weaker H-bond compared to the stronger D-bond the more
dynamic H2O fluctuation can shake the intraprotein hydrogen
bond rupture more severely. D2O exhibits a stronger solvent-
solvent D-bond35,36 than H2O has; hence D2O may have more
rigid clathrate hydrates structure.

In our previous work,35 we studied the hydrogen bond rupture
processes via a kinetic method involving a MD experiment. A
time series has been used to extract out the hydrogen bond
energy and the prefactor. Our MD simulation is kept under a
constant pressure situation and hence the activation energy is
the enthalpy. Its prefactor accounts for the entropy of the rupture
process. Moreover, this prefactor agrees with the clathrate
hydrates assertion. In other words, when a protein is solvated
in water solution, the water molecules are repelled to form a
clathrate hydrates surrounding the protein.35 As we mentioned
above, the inner hydrogen bond rupture process breaks the well-

TABLE 1: Prefactor (s-1) and Activation Energy (kcal/mol)
of the Hydrogen Bond Rupture Processes in Various Phases

in vacuum in D2O in H2O

HBA
+ A HBA

+ A HBA
+ A

R-helix 5.55 5.02× 1013 3.61 5.01× 1012 1.93 5.49× 1011

â-hairpin 4.79 9.37× 1012 3.07 1.73× 1012 1.58 3.53× 1011
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organized water structure that exists in an entropically optimized
state. The breaking process forces a total rearrangement in this
organized structure and thus severely reduces the entropy. In
TST formulation this would lead to a severely reduced pre-
exponential factor in the Arrhenius expression.

After we introduce our kinetic method to resolve the H-bond
rupture processes, we present a short connection between the
Arrhenius law, transition state theory and Kramers theory.
Because the exponential part of the Arrhenius equation is
internal energy, the transition state theory has activation enthalpy
in its activation term. The solvent dynamics effect is stored in
the transmission factor, and its product with the transition state
rate gives the Kramers equation. In the solution theory, the
activation term contains the Gibbs free energy and the entropy
effect is shown in the prefactor. These help us to study the
entropy effect through the rupture processes.

II. Molecular Dynamics Simulation

To investigate the hydrogen bond rupture process, we use
the CHARMM program37 and the CHARMM22 force field38

is employed, but here to determine rates, and not structures.
Our test polypeptideR-helix with 13-mer, i.e., Ace-SDELAK-
LLRLHAG-NH2, where Ace) -COCH3, is first minimized
in vacuum and then is used as a starting configuration for
subsequent molecular dynamics simulation. We also quote a
â-hairpin 12-mer, i.e., Ace-V5PGV5-NH2, to repeat the same
simulation.

We constructed a solvated system by wrapping the polypep-
tide chain with 905 D2O molecules for theR helix and 914
D2O molecules for the beta-sheet. Because the force constant
for D2O is the same as H2O, the difference between D2O and
H2O is the mass term. Therefore, the TIP3P water model33 is
used and we modify the mass of H by D, as a result some of
the corresponding harmonic force constant are also changed.
The entire molecular dynamics simulation is performed up to
0.5 ns. To illustrate the rupture processes, the time series of the
N-O distance of each hydrogen bond pair is counted.

The traditional method used to compute the free energy is to
sum over all energy fluctuations. During the summation, all of
the bond-breaking processes are averaged out, i.e., ensemble
average. This is the so-called thermodynamics method. For the
protein solvation processes there are many bond rupture and
formation processes. To compare the detailed microscopic
processes, we have to count individual processes, which gives
us specific bond rupture information and warrants our counting
of the correct events. The other way of estimating the transition
rate is through a kinetic method we introduced in our previous
work.31-33 A classical transition state theory estimates the
transition rate by counting a successful trajectory as climbing
from a minimum in the well and proceeding to the barrier top.
In our method, the activation energy is extracted via a computer
experiment finding the mean first passage of the bond distension.
We observe the microscopic hydrogen bond dissociation and
formation processes in a computer experiment. From this we
obtain a mean first passage time and hence the activation energy
as well as the rarely determined entropy contribution to the rate.

Activation Thermodynamics. Here we evaluate the mean
first passage time of the hydrogen bond rupture using molecular
dynamics directly from a computer experiment. Because our
H-bond energy is extracted from a time series of such H-bond
rupture processes, we can fit the rupture rate with the Arrhenius
equation directly yielding several important thermodynamic
quantities. We want to briefly review the entropy effect and
Gibbs free energy of the activation processes in a solvation
system.

Experimentally measured rate constants can be used to extract
the thermodynamic information, but basically we fit the data
with the Arrhenius equation first instead of using transition state
theory or Kramers theory. We therefore review and distinguish
the basic thermodynamic energies in the activation process.
These fundamental thermodynamic quantities are connected to
the experimental results indirectly.

A. Arrhenius Equation.Typically, a reaction rate, no matter
whether in the gas phase or in the solvated system, depends on
many parameters such as temperature, friction and pressure etc.
Experimentally, we can extract the thermodynamic energy from

the Arrhenius equationk ) Ae-Ea
+

/kBT. Here the prefactorA is
essentially temperature independent. But the activation energy
Ea

+, an internal energy of the reaction, dominates the temper-
ature-dependent effect;kB is the Boltzmann constant. According
to the measured reaction rates, prefactorA-value andEa

+ are
obtained by plotting logk versus 1/T (Arrhenius plot). Other
related activation thermodynamic quantities can then be ob-
tained.

B. Transition State Theory.Now we first consider a gas-
phase rate theory in Figure 1 as an example whereEa

+ indicates
the barrier height between the well A and the dissociation state
B. We also assume the system to be in equilibrium at the
temperature T. The molecules vibrate in well A (Figure 1) with
a frequency given byV ) kBT/h about 1013 s-1 at 300 K.

Therefore, the transition state rate satisfieskTST ) VZe-Ea
+

/kBT,
whereZ is the ratio of (number of states or degeneracy on the
dissociation state)/(the number of states in well A) and is equal
to eSa

+/kB whereSa
+ is the entropy difference between the well

and the transitionn state. Consequently, we obtainkTST ) Ve-

Fa
+

/kBT, whereFa
+ ) Ea

+ - TSa
+ is the difference in Helmholtz

energy between well A and dissociation states, which is the
activation Helmholtz energy, assuming that the experiment is
done under a pressure P and the volume of the system isVA in
state A andVAB at the dissociation state. The particle moving
from well A to the dissociation state requires an energyEAB +
PVAB

+ , with VAB
+ ) VAB - VB, to reach the dissociation state,

whereVAB
+ is called the activation volume. We then have the

activation enthalpy,HAB
+ ) EAB

+ + PVAB
+ . The final expression

of the transition state rate constant now obeyskTST ) Ve-

GAB
+/kBT with the activation Gibbs free energyGAB

+ ) HAB
+ - T

SAB
+ andA ) Ve

SAB
+

/kB. By usingν ) kBT/h, we have the Eyring
expressionkTST ) kBT/he-GAB

+/kBT. For the gas-phase reaction,
becausePV ) nRT, wheren is the molar number,R is the gas
constant, we obtain thePV difference between well A and
dissociation state as∆(PV) ) ∆NRT. Here ∆n is the molar

Figure 1. Hydrogen bond rupture process. Here we show the rupture
time of hydrogen bond break in water system (solid line). Comparing
the same hydrogen bond pair in D2O (dash line). Presumably, the free
energy surface of protein in D2O is compressed to have a higher
curvature in well A and a higher barrier B.
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number difference during the reaction. For the dissociation
reaction Cf A + B, then∆n is equal to 1. We finally have
Ea

+ ) HAB
+ - RT, and the activation entropySAB

+ ) R ln A - R
ln T - R ln kB/h is obtained by a fittedA-value.

C. Kramers Theory.Chemical reaction in a solvent has a
more complicated behavior, and the easiest way to include this
solvent dynamic effect is to adopt the Kramers theory. A
phenomenological friction is included in this theory. Before we
introduce the Kramers theory, it is useful to introduce some
terminology. Here the relationship between velocity auto-
correlation timeτV and the friction coefficientú is established
in τV ) m/ú wherem is the particle mass. Based on the Stokes
law, a simple relationship exists between viscosityη and friction,
i.e., ú ) 6πηa, wherea is the particle radius. The effect of
friction can be characterized by a transmission coefficientκ )
κkTST. Hereκ includes the solvent dynamic effects. Comparing
the rate constant with friction to the Arrhenius equation, we

obtain κ ) κVe-GAB
+

/kBT ) Ae-EAB
+/kBT. BecauseEa

+ is the
internal energy, the prefactor for a chemical reaction in solution

is then equal toA ) κVe
SAB

+
/kB-∆(PVAB

+)/kBT. For unitary reaction,
A a B, the activation volume is almost fixed; hence we can
approximate∆(PVAB

+ ) ∼ 0. We therefore get the thermody-
namic quantities asEa

+ ) HAB
+ - ∆(PVAB

+ ) ≈ HAB
+ , andSAB

+ )
R ln A - R ln κ - R ln T - R ln kB/h . One then can obtain the
activation energy and the prefactor through the Arrhenius fit.
Hence we can obtainHAB

+ andSAB
+ . The most interesting Gibbs

free energy then satisfies the relationshipGAB
+ ) HAB

+ - TSAB
+ .

According to the Gibbs free energy, the entropy effect for
the unitary reaction is included in the prefactor part. A typical
prefactor value is ca. 1013 s- 1. Solvent dynamics effect can
change the entropy and thus lower theA-value and the prefactor.

Kinetic Method. We here assume that the protein hydrogen
bond rupture processes follows a dynamic process inside a
typical dissociation curve for the unitary reaction (Figure 1).
At point A the hydrogen bond stays at its equilibrium state and
its typical distance is ca. 2.0 Å. Because the peptide chain
fluctuates until the hydrogen bond distance increases to 3.5 Å,
i.e., point B. We count this as a rupture process. This is due to
its similarity to a Brownian particle climbing a high barrier.
We follow Yamamoto’s correlation function method, i.e., a
microscopic average of the fluctuation-dissipation theorem of

HerehA(x(0)) is a characteristic function that counts the number
of the trajectories reachingx(0) at point A;hB(x(t)) in the same
way counts the number of the trajectories reachingx(t) at point
B. Our simulation has counted the trajectory with a time scale
longer than the system relaxation timetrxn. We can then separate
the factors of the rate constantkAfB and the relaxation process
from the time dependent rate constantk(t). Herex(t) represents
a point in phase space and〈 ... 〉 denotes the ensemble average
of the phase space.

Because our molecular dynamics simulation is based on
Yamamoto’s picture, the measured rate constant is a microscopic
ensemble average over all degrees of freedom. Our counting of
the N - O distance actually averages out the bending of the
NH-O angle. Also, the activation energy estimated here is
different from the total energy estimated from MD simulations.
Because the total energy in MD is a sum of all kinds of energies,
and it does not include the dynamics. Finally, our MD simulation
is performed under a constant pressure.

III. Results and Discussion

The isotope effect of water molecules shows a quite complex
way for considering the hydrogen bond. Both H2O and D2O
have the same dipole interaction. However, the frequency of
exchange of the solvent molecules involved in the protein-
solvent H-bond formation is strongly reduced in D2O.16-20 This
leads to two ways of showing the suppression of the entropy
effect in Kramers theory. It is clear, as we showed in the
previous paragraph, the entropy effect in Kramers theory goes
into the prefactor. Hence a small prefactorA-value means a large
throttling effect. The second way of considering the entropy
effect is through the rupture pattern, which is also changed in
its amplitude.

The rupture processes of the H-bond of the protein in H2O
are depicted in Figure 1. For the dissociation process, the H-bond
distance starts from point A to the barrier B point. The point B
here is defined as dissociation state. Although the protein is
dissolved in D2O, due to the stronger D-bond and heavy cavity
effects, the free energy surface is compressed to have a deeper
well and a higher barrier as is shown in Figure 1b. These
changes agree with the following arguments.

In Figure 2, the root-mean-square derivation (rmsd) of the
protein in both H2O and D2O is depicted. At various temper-
atures, we show the compact structure of protein solvated in
D2O. Even though a clathrate hydrate has more difficulty to
exist for a large molecule, heavy D2O acting as hard cavity with
the stronger D2O network and D-bond compresses the protein.

k(t) )
〈hA(x(0)‚hB(x(t)〉

〈hA(x(0)〉
≈ kAfB exp(-t/trxn) (1)

Figure 2. Comparison of the root-mean-square deviation (rmsd) in Å
for R-helix configurations in D2O (solid line) and H2O (dot line),
respectively, at (a) 330 K, (b) 300 K, and (c) 250 K. During the
equilibration process, after 2 ns MD simulation, the protein rmsd in
D2O is smaller than that in H2O. This confirms the compression of the
protein in D2O.
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In the gas-phase simulation, although we simulate theR-helix,
we observe the side chains to fold back and form internal
hydrogen bonds, leading to an increase in the number of
hydrogen bonds. However, in the water system, the hydrogen
bond of theR-helix extrudes into water. Apparently, water
softens theR-helix and more water-protein hydrogen bonds
are generated. In this D2O solvated system, for bothR-helix
andâ-sheet, we found fewer hydrogen bonds formed (see Figure
3). This is consistent with the rmsd results.

In Figure 4, we show the rupture pattern for the protein in
H2O and D2O. The hydrogen bond rupture process exhibits a
clearer pattern in D2O than that in H2O. This also shows a strong
suppression of the dynamic motion of the intraprotein hydrogen
bond rupture processes. This agrees with a well structured D2O
network surrounding the protein with violent fluctuations.

We may think of the rupture processes in D2O in the
following two ways. First a stronger D-bond, as compared to
an H-bond, wraps the protein more tightly. This can be
illustrated via the root-mean-square derivative (rmsd) of a
protein radius of gyration found for a simulation time up to 2
ns. In Figure 3, for three different temperatures, the protein rmsd
in D2O is always smaller than that in H2O This means the protein
is being wrapped tight in D2O. Second the heavy mass of D2O

compared to H2O, leads to a change in the rupture processes.
To push out the H-bond of the protein into the solvent is more
difficult in D2O than in H2O.

Now let us turn to consider the molecular dynamics simula-
tion results of the computer experiments in Table 1. After an
Arrhenius fit of the rupture processes, we extract out the
prefactor and activation enthalpy. TheR-helix in the gas phase
has essentially quite a large prefactor. However, for the solvated
R-helix in H2O, our previous work shows the existence of a
water cavity similar to the clathrate hydrates. Due to this the
prefactor is suppressed by 3 orders of magnitude. We therefore
find a suppressed prefactor. The same is observed for theâ-sheet
as shown in Table 1. Here the corresponding rupture time is
summarized in Table 2. Besides, the order of magnitude of both
A-value andHBA

+ follows vacuum> D2O > H2O. The entropy
effect is clearly explained by the largerA-value of the protein
in D2O, as compared to H2O This supplements our argument
of the free energy surface in Figure 1.

IV. Conclusion

We here show that the surrounding medium of D2O has a
profound effect on the H-bond in the protein structure. First, it
slows down the rate substantially because the D2O does not
lower the activation energy for the hydrogen bond rupture as
much as H2O, which directly interacts with the hydrogen bond.
Furthermore, the entropy term is severely suppressed as
compared to H2O. Hence D2O inhibits dynamics functioning
of the intraprotein hydrogen bond. Living creatures cannot
survive in D2O, and hence without H2O there is no H-bond and
no life. The activity of the same hydrogen bond cannot be
maintained in the changed medium.

Now we extend our method of obtaining H-bond energies in
proteins directly from a computer experiment that determines
mean first passage times. These calculations show that H-bonds
are strongly fluxional, much like water structures themselves

Figure 3. Snapshot of protein hydrogen bond in D2O and H2O for R-helix (A) andâ-sheet (B). It is clear that for both kinds of protein, the number
of intraprotein hydrogen bonds in H2O is larger than that in D2O. This supplements the argument in Figure 2 that the protein is more compact in
D2O than in H2O.

Figure 4. Time series of rupture processes forâ-sheet, VAL2 - NH
..... O - VAL 13 pair at 300 K. The time scale for protein rupture in
D2O has a longer dissociation time and a stronger amplitude.

TABLE 2: Rupture Time (ps)

in vacuum in D2O in H2O

temp (K) R-helix â-hairpin R-helix â-hairpin R-helix â-hairpin

300 221.32 85.3 100.3 46 40
350 63.9 104 35.9 48 29 27.4
400 22.32 44
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are fluxional. The effect of the H2O structures on the H-bond
is seen to reduce the H-bond energy quite strongly to a value
now of importance in facilitating biological processes in water.
However, in the opposite way, the entropy of the process is
seen to be severely reduced, as one would expect for an H-bond
breaking a well-ordered though fluctuating, very large water
structure around the protein. This leads to a reduction in the
rate by some 2 orders of magnitude just due to entropy alones
a sort of entropy bottle neck. This picture is corroborated by
the results here in D2O showing a strong influence of the
medium on the strength of the hydrogen bond.

Therefore, the H-bond in proteins is here considered not as
an atomistic motion but rather as imbedded in a collective
motion of a very large water cluster in a fluxional equilibrium.
Thus the energetics is reduced to the range of biological interest.
D2O, again working as a solvent, increases this energetic
behavior by a factor of 2, which means thatRT needs to be
increased similarly. This again demonstrates the strong effect
of the solvent on the hydrogen bond, but this is clearly too
stringent a requirement for many life processes.

This global effect on the hydrogen bond would supposedly
be finely tunable by additives and thus change the entropic or
enthalpic moiety of the H-bond substantially40seven contribut-
ing to denaturation and grossly changing the flexibility and thus
the reactivity of proteins.
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