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Quasi-classical trajectory (QCT) calculations on a model potential energy surface (PES) show strong deviations
from statistical Rice-Ramsperger-Kassel-Marcus (RRKM) rate theory for the decomposition reaction (1)
CH3OONO* f CH3O + NO2, where the highly excited CH3OONO* was formed by (2) CH3O2 + NO f
CH3OONO*. The model PES accurately describes the vibrational frequencies, structures, and thermochemistry
of the cis- and trans-CH3OONO isomers; it includes cis-trans isomerization in addition to reactions 1 and
2 but does not include nitrate formation, which is too slow to affect the decay rate of CH3OONO*. The QCT
results give a strongly time-dependent rate constant for decomposition and damped oscillations in the
decomposition rate, not predicted by statistical rate theory. Anharmonicity is shown to play an important role
in reducing the rate constant by a factor of 10 smaller than predicted using classical harmonic RRKM theory
(microcanonical variational transition state theory). Master equation simulations of organic nitrate yields
published previously by two groups assumed that RRKM theory is accurate for reactions 1 and 2 but required
surprising parametrizations to fit experimental nitrate yield data. In the present work, it is hypothesized that
the non-RRKM rate of reaction (1) and vibrational anharmonicity are at least partly responsible for the surprising
parameters.

Introduction

The reaction of peroxyl radicals with nitric oxide is excep-
tionally important in the chemistry of Earth’s troposphere,
because the principal result is conversion of relatively unreactive
RO2 radicals (R) H, organic) to highly reactive RO radicals,
accompanied by conversion of nitric oxide, which does not
directly absorb sunlight at Earth’s surface, to NO2, which
directly absorbs sunlight and photodissociates to produce Odd
Oxygen (Ox ) O + O3). This reaction constitutes the principal
chain-propagation step of the atmospheric photochemical cycle
that controls ozone. A curious second pathway1 produces nitrates
(RONO2), which are also produced by the reaction RO+ NO2.
This pathway is essentially negligible for small R groups but is
a third or more of the total reaction yield for large R groups at
low temperature and high pressure. Nitrates are relatively inert
and comprise perhaps the most important sink for ROx radicals
(HO, HO2, RO, and RO2) in the polluted troposphere. Because
of chain termination, the steady-state atmospheric ozone levels
are very sensitive to the reactions that produce nitrates. Large
quantities of organic nitrates are produced from biogenic
hydrocarbons.2-5 Secondary organic aerosol formation comes
about from semivolatile reaction products, including nitrates
produced via this route.6-9

A schematic potential energy surface (PES) for the reaction
system is shown in Figure 1. Ignoring conformeric isomers, the
generic chemical mechanism is given by the following set of
reactions:

The asterisk (*) denotes vibrationally excited species, M is a
collision partner, and collisional deactivation of ROONO* also
takes place but is not shown. Production of RO+ NO2 is
dominant under most conditions, but yields of organic nitrates
(RONO2) become significant at higher pressures, at lower
temperatures, and for larger organic groups.10,11Because of their
importance to atmospheric chemistry, these reactions have been
studied very intensely.12-15 Recently, the reaction system has
also become a test-bed for understanding the structure, spec-
troscopy, and reactivity of the ROONO intermediates.16-37

The purpose of the present work is to propose a possible
solution to a conundrum that arose from theoretical attempts to
explain the experimental organic nitrate yields in the RO2 +
NO reactions. Two recent multiwell, multichannel master
equation simulations of these systems were successful in fitting
experimental data on organic nitrate formation, but both sets
of authors pointed out that the fitting parameters are surprising
and possibly unphysical.34,35

In the master equation simulations carried out by one of us
(Barker et al.34), the reaction was modeled along the lines shown
by reactions 1-5. It was only reported later25,26that the cis and
trans isomers of ROONO (referring to the OONO conformation)
react in somewhat different ways, but this omission did not affect
the major conclusions of the study. The simulations were based
on three important assumptions: (a) that statistical Rice,
Ramsperger, Kassel, and Marcus (RRKM) theory38-43 is ac-
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RO2 + NO f ROONO* (1)

ROONO* f RO + NO2 (2)

ROONO* f RONO2* (3)

RONO2* f RO + NO2 (4)

RONO2* + M f RONO2 + M (5)
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curate; (b) that structures and harmonic vibrational frequencies
from electronic structure calculations33 provide accurate sums
and densities of states for the RRKM calculations; and (c) that
the ratio of dissociation and recombination rate constants is
described by the thermodynamic equilibrium constant. Reaction
energies were adjusted to fit experimental bond dissociation
energies, and for reaction 3 a range of energy barriers and
A-factors was investigated, because the electronic structure
calculations appeared to be untrustworthy. With these assump-
tions, the predicted lifetimes of the ROONO* intermediate are
so short that they do not experience any collisions at atmospheric
pressure. Consequently, pressure effects can only occur if
collisional deactivation occurs exclusively in the RONO2 well.
Because the lifetime of excited RONO2 is very long, the value
of the energy transfer parameter<∆E>down needed to fit the
data is unusually small. This result led Barker et al. to conclude
that either the experimental yield data were in error or that there
was some unrecognized deficiency in theoretical understanding.
Subsequent experiments by Aschmann et al.11 confirmed earlier
experiments44-47 from the same laboratory and ruled out
experimental artifacts.

Zhang et al.35 built their master equation simulations in part
on some of the results of Lohr et al.33 and Barker et al.34 but
also included the difference in reactivity of the cis and trans
isomers of ROONO.25,26 They made several major assump-
tions: (a) statistical RRKM theory is accurate; (b) onlytrans-
ROONO can isomerize to form RONO2, and onlycis-ROONO
can dissociate to RO+ NO2; (c) cis-trans isomerization is
negligible; (d) the pressure dependence of the RONO2 yields is
mostly due to collisional deactivation oftrans-ROONO* in
addition to deactivation of RONO2*; (e) electronic structure
calculations for the isomerization reaction are totally unreliable,
and a completely empirical model for the transition state is

justified; and (f) the isomerization barrier height depends on
the identity of R for small groups but is independent of R for
larger groups. To satisfy their assumption (d), they adopted very
slow rate constants for reaction 2, which controls the lifetime
of ROONO*, even though the resulting rate constants do not
satisfy the corresponding thermodynamic equilibrium constant
and association rate. Even with these assumptions, artificially
high pressures were needed to match the experimental yields
of RONO2, as they pointed out.

Both master equation simulations were quite detailed and the
extensions and many of the additional assumptions made by
Zhang et al.35 are reasonable. Although the philosophical
approaches differed, both were state of the art simulations.
Although both simulations were able to fit the experimental data
on RONO2 yields, it was pointed out in both studies that some
unknown fundamental feature was missing from the theoretical
models. Both groups subsequently reported master equation
simulations on nitric acid formation,31,32,48but those studies are
not the principal focus of the present paper.

The present work was motivated by the hypothesis that
because of slow intramolecular vibrational energy redistribution
(IVR), reaction 2 is slower than predicted by RRKM theory,
which was assumed to be correct in both master equation
simulations. If the lifetime ofcis-ROONO* is longer than
predicted by RRKM theory, then cis-trans isomerization,
collisional deactivation, and isomerization to the nitrate will be
more competitive with reaction 2. The lengthening of the
lifetime would have the same effect as the assumption of slow
dissociation made by Zhang et al.35

In the following, we present classical trajectory calculations
for the CH3O2 + NO reaction that clearly show non-RRKM
features and quantitative disagreement with RRKM theory.
These results support our hypothesis that RRKM theory fails

Figure 1. Schematic depiction of the entire potential energy surface as currently understood and of the model PES used in the present calculations.
The question mark emphasizes the uncertainties associated with understanding the isomerization reaction fromtrans-CH3OONO to the RONO2,
and the dashed line shows the possible direct connection to the dissociation products. The energies, expressed in units of kcal mol-1, do not include
zero-point energy.
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for this system, but the calculations also show that anharmonicity
plays perhaps an even greater role in slowing the unimolecular
rate constant. These conclusions must be regarded as tentative,
however, because of the approximate nature of the model PES
used in the present work.

Methods

To test our hypothesis, we carried out quasi-classical trajec-
tory (QCT) calculations and classical microcanonical variational
transition state theory (µVTST) calculations on the model PES
described below (see Figure 1). Because RRKM theory is based
on µVTST, a significant difference between the QCT and
µVTST results on the same PES signals a breakdown of RRKM
theory. The thermochemistry of the R) alkyl systems is almost
independent of the size of the alkyl group and differs from that
of the R) H system.33 Because CH3 is the simplest alkyl group,
we chose to use R) CH3 for our calculations.

Model PES.The model PES was constructed by neglecting
several reactions. For the purpose of this test, reaction 3 was
neglected, because it is much slower than reaction 2 under all
conditions and is therefore not important in determining the rate
of decay of ROONO*. Furthermore, it is convenient to neglect
reaction 3 because its mechanism and transition state are still
the subject of considerable debate. Electronic structure calcula-
tions on this system are very demanding, but two different
mechanisms for reaction 3 have emerged. Dixon et al.49 and
Zhao et al.25 did not identify a specific transition state for
reaction 3, but argued that it occurs via a frustrated dissociation
of the RO-ONO bond (on the way toward the RO+ NO2

products). Essentially, the RO-ONO bond elongates but does
not completely dissociate. While the bond is elongated, an
internal angular motion lines up the O-atom with the N-atom
and RO-NO2 is formed. Chen et al. have observed this type of
isomerization in trajectory simulations of the OH+ NO2

reaction on a very complete PES calculated using density
functional theory.37

A second isomerization pathway has been identified that
connects the trans isomer to the nitrate. This pathway has been
reported by Ellison et al. for the FO+ NO reaction (which is
isoelectronic with HO2 + NO) and by Lesar et al.50 for the
CH3O2 + NO reaction (also see ref 51). Both studies have
identified specific transition states. Ellison et al.26 explain their
transition state with a curve-crossing model and argue that its
energy must be above the RO+ NO2 asymptote. The transition
state reported by Lesar et al.50 for the CH3O2 + NO reaction is
consistent with that argument. However, Zhang et al.35 and
Zhang and Donahue32 argue that their model is unable to explain
the experimental data unless the transition state energy is
considerably below the energy of RO+ NO2. Note that Zhao
et al.25 found an intrinsic energy barrier between the trans isomer
and the RO+ NO2 products but did not locate the pathway
that leads to the nitrate. Considering these controversies and
the difficulties in building a PES that would include reaction 3
and recognizing the fact that reaction 3 is too slow to
significantly affect the lifetime of ROONO*, we chose to neglect
reaction 3.

The model PES was constructed by using the standard
analytical potential energy functions52 included in a version of
VENUS96,53 which has been customized by our group to include
additional attenuation functions.54-56 Initial estimates for pa-
rameters were taken from many sources, including electronic
structure calculations, measured thermochemistry, and other
PESs. Many of the parameters were optimized using a nonlinear
least-squares routine. In particular, the equilibrium geometries

and harmonic vibrational frequencies forcis- and trans-CH3-
OONO from Lesar et al.33 and the thermochemical values from
Lohr et al.33 were used as the basis for the PES. The torsional
potential energy barriers (Table 1) for internal rotation about
the OO, NO, and OC bonds were computed at the B3LYP/6-
311++G** level of theory using theNWChemcomputer
program57 by freezing only the dihedral angle of interest and
optimizing all other internal coordinates.

The resulting analytical PES for CH3OONO consists of five
Morse oscillators for bond stretching, five harmonic bends, five
dihedral angles (for torsions), and van der Waals nonbonding
interactions for atoms separated byg2 bonds. The potential
energy function is given by eq 6, and the corresponding
parameters are listed in Table 1.

where theS(rij) terms in eq (6a) are switching functions defined
by

In eq (6b), C is the attenuation constant, andrij
0 is the

equilibrium bond distance between atomsi and j.
A schematic energy diagram is shown in Figure 1. Note that

both cis- and trans-CH3OONO have two chiral stereoisomers
(like hydrogen peroxide) and thus there are two transition states
of nearly equal energies for the cis-trans isomerization,
depending on whether the terminal O-atom rotates out of the
OON plane toward or away from the CH3 group, which is nearly
perpendicular to the OON plane.
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The model PES is in reasonable agreement with electronic
structure calculations and thermochemistry for the reaction. For
example, the equilibrium geometries and vibrational frequencies
(Table 2) for cis- and trans-CH3OONO are in excellent
agreement with the calculated values from Lesar et al.,33 which
were the basis for the PES. The calculated harmonic vibrational
frequencies for NO, NO2, CH3O, and CH3O2 computed on the
model PES (Table 3) are in reasonable agreement with previous
work (for example, see Barker et al.34). The thermochemistry
(Figure 1) is in excellent agreement with the results of Lohr et
al.33 and shows that nascent chemically activated ROONO*
possesses nearly twice as much energy as needed to break the
O-O bond. A minor deficiency is the absence of the small
intrinsic energy barrier (i.e., the local maximum on the PES)
for trans-CH3OONO f CH3O + NO2.

It is important to note that in the present model PES, all of
the attenuation constants (C) in eq 6b and Table 1 were set to
C ) 2.0 Å-1, because QCT calculations using that value
produced capture rate constants in fair agreement with typical
experimental rate constants for RO2 + NO reactions.10,14,15Thus,
the present model PES is reasonable, but a more accurate PES
can only be constructed by carrying out many more electronic
structure calculations to determine the individual attenuation
constants.

QCT Calculations. The bimolecular collision trajectories
were initialized with vibrational energy (ENO

0 ) in the NO

usually set equal to its zero-point energy (2.5 kcal mol-1) and
up to 30 kcal mol-1 of vibrational energy (EROO

0 ) distributed
microcanonically58 in CH3O2, which has a zero-point energy
of 25.9 kcal mol-1 (see Table 3 for the vibrational frequencies
of reactants and products on the model PES). We used this
method instead of quasi-classical normal mode sampling
(another option inVENUS96) because we wanted to systemati-
cally reduce the initial vibrational energy below the zero-point
energy to see if any non-RRKM effects disappear at lower
energies. The translational and rotational energies were chosen
from Boltzmann distributions at 300 K. The maximum impact
parameter was set at 6 Å, where the integral reaction cross
section has converged tog95% of the asymptotic value. Batches
of 105 trajectories were run. The initial distance between the
two reactants was 10 Å, and the trajectories were terminated
after the two products were 10 Å apart.

For the purpose of comparing the trajectory andµVTST
results, it is convenient to use the active energy in the nascent
complex. The “active” energy is the energy that, according to
RRKM theory, can be randomized in the complex. The total
excitation energy in a nascent CH3OONO complex originates
from the vibrational and rotational energy of the reactants, the
one-dimensional relative translational energy, and the reaction
exothermicity. For an ensemble of trajectories for this system,
the sum of the average thermal translational and rotational
energies is 3RT. The active energy does not include two
rotational degrees of freedom of the complex that are needed
to satisfy conservation of angular momentum. These two degrees
of freedom contain∼RT of rotational energy, giving a net
contribution of ∼2RT of active energy from the relative
translation and rotations. When this energy is combined with
the initial vibrational energy in the reactants and the reaction
exothermicity, the active energy is∼(2RT + ENO

0 + EROO
0 +

TABLE 1: Potential Energy Parameters for the Model PES

parameter value parameter value

DNOa
a 115.0 kcal mol-1 AOO

h 370.97 mdyn Å6/rad2

DNOb
b 26.3 kcal mol-1 ACO 632.78 mdyn Å6/rad2

DOO
b 15.8 kcal mol-1 AOH 36.07 mdyn Å6/rad2

DCO
c 56.9 kcal mol-1 ANO 592.47 mdyn Å6/rad2

DCH
d 102.7 kcal mol-1 ACN 972.33 mdyn Å6/rad2

âNOa
e 2.906 Å-1 ANH 60.66 mdyn Å6/rad2

âNOb
e 2.889 Å-1 BOO

h -17.65 mdyn Å12/rad2

âOO 2.289 Å-1 BCO -19.59 mdyn Å12/rad2

âCO
e 2.375 Å-1 BOH -2.88 mdyn Å12/rad2

âCH
e 1.898 Å-1 BNO -21.16 mdyn Å12/rad2

fONO
e 1.606 mdyn Å/rad2 BCN -23.03 mdyn Å12/rad2

fNOO 1.781 mdyn Å/rad2 BNH -3.54 mdyn Å12/rad2

fOOC 1.143 mdyn Å/rad2 rNOa

0 i 1.1593 Å

fOCH 0.847 mdyn Å/rad2 rNOb

0 1.4718 Å

fHCH 0.497 mdyn Å/rad2 rOO
0 1.433 Å

k1
1f 0.20 kcal mol-1

rCO
0 1.4308 Å

k1
2 13.0 kcal mol-1

rCH
0 1.092 Å

k1
3 1.13 kcal mol-1 θONO

0 i 115.26°

γ1
n 180.0 degrees (for alln) θNOO

0 112.48°

k2
1 9.86028 kcal mol-1 θOOC

0 107.77°

k2
2 5.67642 kcal mol-1 θOCH

0 109.5°

k2
3 1.3131 kcal mol-1 θHCH

0 109.5°

γ2
n 0.0 degrees (for alln) τ1

i -0.02°
c1 -5.14707 kcal mol-1 τ2 180.0°
k3

1 0.0 kcal mol-1 τ3 60.0°

k3
2 0.0 kcal mol-1 τ4 -60.0°

k3
3g 0.7146 kcal mol-1 τ5 109.4°

γ3
n 0.0 degrees (for all n) allC 2.0 Å-1

a From Benson,80 who was cited by Preiskorn and Thompson.81

bBased onDo computed by Lohr et al.33 cFrom Preiskorn and
Thompson.81 dFrom McKee.82 eThe selectedâij and all fijk values
were obtained after initializing a nonlinear least-squares routine with
values from Preiskorn and Thompson.81 fThis work. The torsional
potential energy profiles were fitted using the torsional potential energy
functions in eq 1. Barriers to internal rotation: 13.5, 12.0, and 3.25
kcal mol-1 for the ONOO, the NOOC, and the HCOO dihedral angles,
respectively.gk3

3 is the barrier to internal rotation (3.25 kcal mol-1)
divided by 3 (the number of equivalent HCOO dihedral angles).hValues
from the AMBER83 force field. iEquilibrium values used in the
simulations.

TABLE 2: Vibrational Frequencies (cm-1) of cis- and
trans-CH3OONO

cis-CH3OONO trans-CH3OONO

B3LYPa

/6-311++G(d,p) model PES
B3LYPa

/6-311++G(d,p) model PES

63 64 91 81
190 192 187 182
285 286 209 193
320 307 371 303
433 416 410 430
512 533 511 509
781 778 752 645
929 933 971 959
996 981 1011 993

1164 1141 1164 1141
1205 1162 1210 1161
1448 1445 1443 1445
1465 1445 1464 1445
1503 1581 1503 1581
1787 1794 1798 1780
3027 3001 3022 3001
3105 3121 3025 3122
3128 3122 3127 3122

a Harmonic frequencies from Lesar et al.,50 who also give mode
assignments.

TABLE 3: Vibrational Frequencies (cm-1) of Reactant/
Product Species Computed on the Model PES

NO: 1752
NO2: 559, 918, 1776
CH3O: 954, 1131, 1131, 1436, 1436,

1581, 3001, 3121, 3121
CH3O2: 214, 379, 549, 972, 1138, 1161,

1445, 1445, 1581, 3001, 3121, 3122
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26.3 kcal mol-1) in nascentcis-CH3OONO and 1.4 kcal mol-1

lower in trans-CH3OONO. WhenEROO
0 ) 30 kcal mol-1, the

nascent active energy is∼60.0 kcal mol-1 and ∼58.6 kcal
mol-1, for cis- and trans-CH3OONO, respectively, measured
from the minimum of the potential in each well. Note that
initializing the trajectories with exactly the zero-point energy
(EROO

0 ) 25.9 kcal mol-1) would produce 55.9 kcal mol-1

active energy excitation in thecis isomer. The figures are labeled
with the active energy in the nascentcis isomer.

We considered only the lifetimes of CH3OONO* that formed
complexes between NO+ CH3O2 and that dissociated to NO2
+ CH3O afterg3 classical turning points of the CH3O2-NO
center-of-mass distance. Most calculations were carried out
without distinguishing betweencis- andtrans-CH3OONO, but
in one batch of trajectories the OONO dihedral angle was
calculated, enabling us to make that distinction. The lifetimes
of the complexes were recorded as the time during which both
the newly formed O-N bond length and the old O-O bond
length weree2.5 Å. This criterion is arbitrary, but tests showed
that the results are not affected significantly as long as this
critical distance is greater than∼2 Å.

From the lifetime data, “survival probability” plots were
constructed by plotting the fractional number of undissociated
complexes as a function of time after their formation. RRKM
theory predicts that the population of a monoergic ensemble of
complexes should decay exponentially.59 It is convenient to
define an effective first-order rate constant for the decay of
population (N(E,t)) and survival probability

whereP(E,t) ) N(E,t)/N(E,0) is the survival probability as a
function of excitation energy and time, andkeff(E,t) is the
effective rate “constant”, which may be a function of time. For
a pure exponential decay,keff(E) is independent of time. For
the present QCT calculations, the ensemble of nascent com-
plexes is described by a nearly monoergic chemical activation
distribution.38-43 Liu and Barker60 confirmed that the nascent
energy distribution of complexes calculated byVENUS96is
essentially exactly equal to the one calculated using statistical
unimolecular rate theory. Thus, the survival probability curve
obtained for a given active energy can be used to obtain
keff(E,t).

Trajectory simulations were also carried out by using micro-
canonical normal mode sampling58 of energy in the CH3OONO*
excited complex. The rate constant (kµcan(E)) describing the
initial decay of the complexes initialized using the microca-
nonical energy distribution corresponds to statistical RRKM
theory and directly incorporates the effects of anharmonicity.61

If IVR is rate limiting, the initial microcanonical distribution
relaxes to a new steady-state distribution, and the corresponding
unimolecular rate constantkss(E). Given enough time, the
intramolecular energy distribution is expected to relax to the
steady-state distribution, regardless of how the complexes are
initially excited. Thus, one expectskeff(E,∞) from complexes
initially formed by chemical activation to equalkss(E) from
complexes initially formed with a microcanonical energy
distribution.

Harmonic µVTST Calculations. According to statistical
RRKM rate theory,38-43 the rate constantk(E,J) is given by

whereF(x) is the rovibrational density of states for the reactant
at energyx, Gvr

† (x) is the rovibrational sum of states of the
transition state,mandm† are, respectively, the number of optical
isomers for the reactant and transition state,σext and σext

† are
the external rotational symmetry numbers for the reactant and
transition state, andge and ge

† are the electronic degeneracies
of the reactant and transition state, respectively. In the present
work, we assume that the reactant and transition state have equal
numbers of optical isomers, equal symmetry numbers, and equal
electronic degeneracies.

To calculate the sum and density of states, vibrational
frequencies, moments of inertia, and potential energy along the
reaction path are required. The reactant and transition state for
reaction 2 were modeled as a collection ofs independent
classical harmonic oscillators and free rotors to obtain the
microcanonical rate constant,k(E,J), which also depends on the
quantum numberJ for total angular momentum. This approach
often gives accurate results, when compared to more flexible
models.62-64 To computek(E,J) usingµVTST, we first deter-
mine the vibrational frequencies, moments of inertia and
potential energy along the reaction path using the canonical
variational transition state module included inVENUS96.

The rotational energy of the system along the reaction path
is approximated by the “almost symmetric top” treatment for
which the rotational energy is given by65,66

whereIa andIb are the two nearly equal moments of inertia,Ic

is the moment of inertia for the K-rotor andJ and K are the
rotational quantum numbers.

We consider two of the many possible approaches65,67 for
modeling energy exchange between the active K-rotor and the
vibrational degrees of freedom. In Method I, we assume that
the K-rotor exchanges energy statistically with the vibrational
degrees of freedom in both the transition state and in the excited
reactant with no restrictions on the amount of energy resident
in the K-rotor. According to this method, the rovibrational
density of states of the reactant is the convolution of the
vibrational density of states and the density of states of the
K-rotor and is given by

whereE is the total energy,Er(J) is theJ-dependent component
of the rotational energy,B is the rotational constant of the
reactant, the quantityE - Er(J) is the total active energy in
the reactant, ands is the number of harmonic oscillators in
the reactant (s ) 18 for methyl peroxynitrite). Similarly,
the rovibrational sum of states of the transition state is given
by

keff(E,t) ) -
d ln[P(E,t)]

dt
(7)

k(E,J) ) 1
h [m†

m

σext

σext
† ] ge

†

ge

Gvr
† [E - V - Er

†(J)]

F[E - Er(J)]
(8)

Er(J,K) ) (1
Ia

+ 1
Ib

) [J(J + 1) - K2]h2

16π2
+ K2h2

8π2Ic

(9)

F[E - Er(J)] ) ∫0

E - Er(J) xs-1

(s - 1)! ∏
i)1

s

hVi

×

{B[E - Er(J) - x]}-1/2dx (10)

Gvr
† [E - V† - Er

†(J)] ) ∫0

E - V† - Er
†(J) xs-1

(s - 1)! ∏
i ) 1

s - 1

hVi

×

{B†[E - V† - Er
†(J) - x]}-1/2dx (11)
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whereB† is the rotational constant for the transition state,Er
†(J)

is theJ-dependent component of the rotational energy for the
transition state,V† is the classical potential energy at the position
of the transition state (the zero of energy is at the bottom of the
potential well),s ) 18, and the quantityE - V† - Er

†(J) is the
total active energy in the transition state.

To determinek(E,J) variationally for fixed energyE and
angular momentumJ, we determine the point along the reaction
path that gives the minimum rovibrational sum of states
according to eq 11, and then computek(E,J) using eq 8. This
protocol for computingk(E,J) is referred to as Method I.

According to Method II for treating the active energy in the
K-rotor, theK quantum number is limited to the range-J e K
e J, as required for rigid rotors.65,67According to this method,
the sum of states of the transition state and the density of states
of the reactant are given by

With both methods of treating the active K-rotor, theµVTST
rate constantk(E,J) is determined for fixedE andJ by finding
the minimumGvr

† (E,J), which is given by eq 11 or 12a, and
computingk(E,J) using eq 8. With both methods, the average
rate constant for the thermal rotational distribution,〈k(E,J)〉, is
approximated by using〈k(E,J)〉 ≈ k(E,〈J〉) with <J> ) 27, the
average value at 300 K.

Results and Discussion

QCT Calculations. Using the protocol described above,
batches of trajectories were carried out with initial vibrational
energies in the CH3O2 reactant ranging from 0 to 30 kcal mol-1.
Most runs included zero-point energy in the nitric oxide, but to
reduce the active energy still more, some runs were carried out
with no initial vibrational energy in the nitric oxide. The active
energies investigated range from 27.5 to 60 kcal mol-1. About
4-7% of the trajectories in each batch of 105 resulted in
formation of a highly excited CH3OONO* complex, very nearly
equally distributed between the cis and trans isomers. From the
lifetimes of the complexes in each batch, survival probability
plots were constructed as described above, and the results are

shown on a semilogarithmic scale in Figure 2. The first 1 ps of
the survival probabilities is shown on a linear scale in Figure
3.

In Figure 2, all of the survival probabilities decay rapidly at
early times and more slowly at later times. In Figure 3, a short
delay time is apparent, followed by a decay that resembles a
damped oscillation. The short delay time is mostly due to the
decision to start the clock when the newly formed O-N bond
is 2.5 Å. At 300 K, the average initial relative speed of the
RO2 and NO is∼3.7 Å ps-1. The short delay time is∼0.1 ps,
which corresponds to a distance of∼0.4 Å in the absence of
intermolecular forces, which are small at these distances.
Therefore, starting the clock when the new bond shortens to
∼2.1 Å would eliminate the delay time if all of the collisions
took place at the average initial speed. This distance is consistent
with our tests, which showed that the results were not affected
significantly for distancesg2 Å. Considering the distribution
of initial speeds, the observed brief delay and the initial shape
of the survival probability curves is quite reasonable. At slightly
longer times, however, the curves are more surprising.

Immediately after the short delay, all of the survival prob-
ability curves show a sharp decay, followed by a brief tendency
to level off, which is then followed by a more rapid decay that
tends toward an exponential at longer times. The initial sharp
decay has almost the same slope in all of the plots, showing
that the initial rate of decay is rapid and almost independent of
the active energy in the system. The initial value ofkeff(E,0)
calculated using eq 6 to fit the survival probabilities over the
time period from∼0.15 to∼0.25 ps is shown in Figure 4 for
all of the active energies. After several picoseconds have
elapsed, the decay of each survival probability curve seems to
become exponential. These “final” values ofkeff(E,∞) are strong
functions of energy: the highest energy system (60 kcal mol-1)
decays more than 100 times faster than the lowest energy system
(27.5 kcal mol-1), as shown in Figure 4.

A single batch of trajectories was calculated in which the
OONO dihedral angle was evaluated. This enabled us to identify
the cis and trans-CH3OONO isomers separately. The results
showed that the fraction of complexes initially formed was
almost equal for the two isomers (52% cis and 48% trans).
Furthermore, the cis-trans isomerization reaction was so slow
that only 10-15% of the complexes isomerized. This result is
consistent with the relatively slow rate constants for isomer-
ization computed in both of the master equation simulations

Figure 2. Survival probability curves for various active energies of
the nascent CH3OONO* formed by the recombination reaction.

Gvr
† (E,J) ) ∑

K ) -J

J

Gvr
† [E - V† - Er

†(J,K)] (12a)

F(E,J) ) ∑
K ) -J

J

F[E - Er(J,K)] (12b)

Figure 3. The results from Figure 2 shown on an expanded scale.
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mentioned earlier.34,35 The survival probability curves for the
two isomers (Figure 5) show that they behave much like each
other, although they differ somewhat during the “damped
oscillation” that takes place during the first picosecond. The
fact that both isomers show that oscillations and isomerization
are not very important suggests that the general results of this
study are not affected by the absence of the intrinsic barrier to
decomposition oftrans-CH3OONO on the model PES.

In Figure 5, the cis isomer clearly shows damped oscillations
with a period of∼0.1 ps, which corresponds to a vibrational
frequency of∼330 cm-1. This is about equal to the second and
third lowest vibrational frequencies incis-CH3OONO (see Table
2), but considering the strong anharmonicity that accompanies
bond-breaking it could be associated with any of the vibrations.
Interestingly, the trans isomer shows nonexponential decay but
only a hint of oscillation. In addition, the trans isomer reacts a
little slower than the cis. Both minor differences could be
explained if energy is transferred by IVR from the new bond
to the methyl group vibrational modes more rapidly in the trans
isomer. The low vibrational frequencies of the two isomers are
very similar except for the third lowest frequency, which is 93
cm-1 higher in the cis isomer (286 versus 193 cm-1), and the
eighth lowest, which is 133 cm-1 higher in the cis isomer (778
versus 645 cm-1). It is possible that these differences affect

the IVR rate. We speculate that replacing the methyl group with
an H atom (i.e., peroxynitrous acid), will result in more
prominent oscillations in the reaction rate.

Chemical activation is well known to produce non-RRKM
kinetics.68-77 This is because of the excitation energies, which
are often extremely large, and because the nascent distribution
of excited species is confined to a very limited region of the
available phase space. Often, the reaction rate is faster than
predicted by RRKM theory,38,59but it has been suggested78 that
an upper limit ofkmax ≈ 2ω*c exists to the rate of reaction
(whereω* is a characteristic reciprocal wavelength (wavenum-
ber) related to the reaction coordinate andc is the speed of light),
regardless of the excitation energy. With this assumption, the
present results forkeff(E,0) are consistent withω* ≈ 300-400
cm-1, in good agreement with the period of the damped
oscillation observable for the cis isomer.

In this hyperdimensional system, it is very difficult to track
the energy flow. We attempted to do so by monitoring the mean-
square displacement of several individual bonds (C-H, C-O,
new N-O, O-O) over time. Our group has previously used
this method successfully to monitor the vibrational energy in a
bond.54-56 Unfortunately, the results obtained for CH3OONO*
are too noisy to allow for interpretation. This is because the
excited molecules react so quickly that the number of surviving
complexes is too small to provide good averages.

In any event, the dramatic time-dependence of the effective
rate constant is quite different from RRKM theory predictions.
The damped oscillation is also not predicted by RRKM theory.
Both of these phenomena are evidence for non-RRKM dynamics
on the model PES.

To test whether the RO-ONO dissociation is an “intrinsic”
non-RRKM reaction59 and to assess the effects of anharmonicity,
we calculated batches of trajectories initialized with microca-
nonical energy distributions incis-CH3OONO. The resulting
population decays showed a fast transient followed by a nearly
exponential decay, as shown in Figure 6. The brief delay times
in Figure 6 are due to the criterion for dissociation: the O-O
bond lengthg2.5 Å, as discussed earlier in the context of
capture and dissociation. The initial rate constantkµcan(E)
corresponds to the initial microcanonical energy distribution.
The nonexponential decay is due to rapid relaxation of the initial
microcanonical energy distribution to a steady-state intramo-
lecular energy distribution with corresponding decay rate
constantkss(E). This is the signature of an intrinsic non-RRKM

Figure 4. Rate constants calculated from trajectories and from classical
harmonic µVTST (according to Method II for the K-rotor and all
attenuation constants set toC ) 2 Å-1). See the text for definitions.

Figure 5. Survival probability curves for the individual chemically
activated isomers of nascent CH3OONO* formed by the recombination
reaction.

Figure 6. Population decay curves for cis-CH3OONO* excited
microcanonically at total energy E.
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reaction.59 Rate constantkµcan(E) was obtained from the slope
of a straight line fitted to the initial brief transient and rate
constantkss(E) was obtained by fitting the decay curves to an
exponential over the next∼90% of the population decay. These
rate constants are shown in Figure 4. At lower energies, the
initial nonexponential transient is too brief for accurate deter-
mination ofkµcan(E). Inspection of Figure 4 shows that the ratio
kµcan(E)/kss(E) is ∼2.7, indicating that slow IVR significantly
reduces the rate constant for dissociation.

The steady-state rate constant following microcanonical
excitation,kss(E), tends to fall belowkeff(E,∞) (steady-state rate
constant following chemical activation) by about a factor of
∼2-3. This minor discrepancy may occur because the initial
chemical activation distribution did not fully relax during the
simulations, while the initial microcanonical distribution does
not require as much time to relax.

Harmonic µVTST Calculations. These calculations were
carried out according to the protocols described above. The first
step in the procedure was to useVENUS96to find the steepest
descent path or minimum energy path (MEP), in mass-weighted
Cartesian coordinates. Principal moments of inertia and har-
monic vibrational frequencies normal to the MEP were calcu-
lated using the modules inVENUS96. The vibrational frequen-
cies are shown in Figure 7. In the figure, the “disappearing
frequencies”, which are associated with the five relative
coordinates (not including the O-O bond stretch) between the
RO and NO2, are clearly approaching zero as the center of mass
distance increases. The near-exponential dependence at longer
range is very similar to the that found in other systems,41 as
first pointed out by Quack and Troe.79 Although the disappearing
frequencies correlate with the rotations of the RO and NO2,41

they are treated here as harmonic oscillators for the purpose of
calculating the sum of states.

Rate constants,khar(E), obtained using Method I and Method
II, differ in the way the K-rotor is treated, as described above.
The two methods give results that differ by less than 20%. The
results obtained using Method II are presented in Figure 4 for

comparison with the QCT results. At the three energies at which
kµcan(E) could be determined,khar(E) is approximately 1 order
of magnitude larger. This difference is due to vibrational
anharmonicity and to the neglect of the conversion of the
“disappearing vibrations” into rotations, as described above.
Vibrational anharmonicity is expected to increase in both the
density of states of the reactant and the sum of states of the
transition state, but the latter effect dominates because of the
higher active energy in the excited reactant. If hindered rotors
had been used to calculate the sum of states, thenkhar(E) would
likely have been a little larger, increasing the difference between
khar(E) andkµcan(E). Therefore, we conclude that anharmonicity
is probably responsible for the approximately order-of-
magnitude difference.

At high energies, the picture is quite different. At high energy,
the <keff(E)> from QCT calculations is∼2.3 ps-1 at E ) 59
kcal mol-1. In contrast, thek(E) from µVTST is ∼14 ps-1 at
the same energy. This value is more than twice as large as the
fast initial keff(E,0) at that energy and six times as great as
<keff(E)>. Thus RRKM theory overestimates the dissociation
rate constant at energies corresponding to the zero-point energy
of the reactants, and the discrepancy grows as the energy is
further increased. This adds to the other dynamical evidence of
non-RRKM behavior.

Conclusions

The central conclusion from this study is that the population
of highly excited CH3OONO* complexes formed by chemical
activation decay rapidly by non-RRKM kinetics. Two charac-
teristics of the decay support the conclusion that RRKM theory
is inaccurate for this system. First, the rate constant for reaction
is initially very large, but decreases by orders of magnitude as
time progresses, while RRKM theory predicts a time-indepen-
dent rate constant. Second, during the first picosecond the
population decay behaves like a damped oscillation, instead of
the exponential decay predicted by RRKM theory.

Chemical activation systems are well known for producing
non-RRKM kinetics. This comes about because the nascent
population of excited molecules has a large amount of energy.
We surmise that damped oscillations are observable in the
present work because the nascent molecules are formed in a
narrow energy distribution and in a restricted range of initial
geometries. We speculate that the oscillations will be more
prominent if the methyl group is replaced by a single atom, as
in peroxynitric acid (HOONO).

A second important conclusion from this study is that
vibrational anharmonicity associated with the highly excited
ROONO* complex is very important in increasing the density
of states and hence reducing the rate constant well below
khar(E). These results provide a physical rationale for using
slower rate constants for decomposition of ROONO in master
equation simulations. Zhang et al.35 used extremely slow rate
constants for ROONO decomposition to better fit the experi-
mental data, but they could not provide a physical justification.
Barker et al.34 used more conventional decomposition rate
constants (including some anharmonicity) but were able to fit
the experimental data only by using unphysically small energy
transfer parameters. Increasing the lifetime of ROONO* will
tend to make collisional deactivation of ROONO* more
important than in the simulations reported by Barker et al. This
will enable the use of more reasonable energy transfer param-
eters and will make the simulations more similar to those of
Zhang et al.

Whether the effects found in the present work are large
enough to fully explain the anomalies in the master equation

Figure 7. Vibrational frequencies orthogonal to the reaction path on
the model PES.

2560 J. Phys. Chem. A, Vol. 112, No. 12, 2008 Stimac and Barker



simulations can only be ascertained by carrying out new
simulations. The analytical PES used in the present work is
plausible and fits the geometries and vibrational frequencies for
the equilibrium structures very accurately, but parametrization
of the anharmonic interactions at high energy and accurate
values for the individual attenuation constants are needed.
Improvements along these lines are planned.

Note Added in Proof: In a recent paper, Arenas et al.
[Arenas, J. F.; Avila, F. J.; Otero, J. C.; Pelaez, D.; Soto, J.J.
Phys. Chem. A2008, 112, 249-255] located a conical intersec-
tion near the geometry of the intrinsic energy barrier found by
several groups for thetrans-RO-ONO bond fission. Arenas et
al. conclude that the energy barrier is an artifact that is due to
the use of single configuration wavefunctions when a conical
intersection is present. Thus the topology of the model PES
used in the present work may be reasonably accurate.
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