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Calculations of theg tensor of three copper(II) complexes [Cu(NH3)4]2+, [CuCl4]2-, and plastocyanin are
presented. Two different sum-over-states-based approaches are considered, making use of the multistate
CASPT2 method for excitation energies and PMCAS (perturbation modified CAS) wave functions for the
computation of the angular momentum and spin-orbit coupling matrix elements. Test calculations on [Cu-
(NH3)4]2+ and [CuCl4]2- point to the need of including in the MS-CASPT2 treatment the specific charge-
transfer state with an electron excited out of the bonding counterpart of the ground-state SOMO. The computed
g shifts for these two molecules present a considerable improvement with respect to the results obtained from
our previousg tensor calculations based instead on CASSCF/CASPT2. This is shown to be related to an
improved description of the covalency of the Cu-L bonds. For the calculations on plastocyanin, different
models are used, taken from a recent (QM/MM) DFT study by Sinnecker and Neese. The effect of the
surrounding protein is taken into account by surrounding the central cluster either with a dielectric continuum
(ε ) 4) or with a set of point charges. The second approach is found to be indispensable for an accurate
description of environmental effects. With this approach, the calculatedg values compare to within 30 ppt
with the experimental data of plastocyanin.

1. Introduction

An important means of studying the electronic structure of
transition metals in proteins and other surroundings is EPR
(electron paramagnetic resonance) spectroscopy. This technique
requires a complex (with unpaired electrons) to be put in an
external magnetic field. The resulting splitting of the energy
levels is then probed with microwave radiation. EPR spectra
are analyzed using the concept of a spin Hamiltonian. This
model Hamiltonian describes the splitting using only spin
degrees of freedom and a set of parameters. One of these
parameters is theg tensor, which parametrizes the Zeeman effect
arising from the interaction of the total electronic magnetic
dipole moment with an external magnetic field. The part of the
spin Hamiltonian that describes this interaction is

with B the external magnetic field,g the molecularg tensor,
and S̃ an effective spin operator. By matching the energy
splitting produced by this model Hamiltonian with the experi-
mental data, one obtains theg values. On the other hand, to
calculate theg values, one needs to compare the energy splitting
produced by the model Hamiltonian with the energy splitting
obtained through the physical Hamiltonian. In a recent article,1

we have implemented two approaches for calculating theg
tensor in the MOLCAS quantum chemistry software. Both
approaches are based on the CASSCF/CASPT2 method (com-
plete active space self-consistent field with second-order
perturbation theory), which has, by now, proven itself to be the
most efficient choice for ab initio calculations on large transition-

metal complexes.2-4 Theg tensor is obtained using the RASSI-
SO (restricted active space state interaction spin-orbit coupling)
scheme with the AMFI (atomic mean field integrals) ap-
proximation for spin-orbit coupling. The total angular mo-
mentum and spin-orbit coupling matrix elements are obtained
from CASSCF wave functions. Excitation energies are obtained
from CASPT2 calculations.

However, for calculating theg tensor for copper(II) com-
plexes, some difficulties where encountered. Specifically, we
found that the CASSCF method was unable to correctly describe
the covalency of the Cu-L (copper-ligand) bonds. Both in [Cu-
(NH3)4]2+ and in [CuCl4]2-, the Cu-L interaction was found
to be too ionic. As such, the calculated orbital angular
momentum and spin-orbit coupling matrix elements were too
large. This resulted in∆g values that were a factor of 1.5-2.0
higher than the experimental∆g values for [Cu(NH3)4]2+ and
[CuCl4]2-, respectively.

In this work, we investigate what happens if the original
CASSCF reference wave functions of the ground state and
specific excited states are allowed to interact under the influence
of dynamical correlation, using the multistate CASPT2 (MS-
CASPT2) method.5 This method was devised to treat cases
where the CASSCF wave function is not a good reference
function for the perturbation treatment due to coupling between
different electronic states through dynamical correlation. Typical
cases are avoided crossings on potential energy surfaces and
valence-Rydberg mixing in the electronic spectra of organic
molecules. In the present study, the problem is related to the
presence of a strong interaction between the ground state (GS)
and excited charge-transfer (CT) state(s), corresponding to an
excitation of an electron from bonding ligand-Cu 3d combina-
tion(s) into the GS SOMO, that is, the orbital that is singly
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occupied in the ground state of the Cu(II) complex. The method
will first be applied to [Cu(NH3)4]2+ and [CuCl4]2-. Second,
we apply our findings to the calculation of theg tensor in
plastocyanin.

Plastocyanin belongs to the class of blue copper proteins,
named after their copper-containing active site and blue color.
The latter is the result of an intense absorption in the 600 nm
region of the electromagnetic spectrum (16 000 cm-1). A typical
feature of this type of proteins is a high reduction potential,
related to their involvement in electron-transfer processes.
Plastocyanin in particular is a rather small protein which acts
as an electron transportation service.

The electronic structure of plastocyanin is characterized by
a highly covalent Cu-SCys π bond. The absorption band at
16 000 cm-1 originates from a charge-transfer excitation from
the bonding to the antibonding Cu 3d-SCys 3pπ combination,
gaining its intensity from the large overlap between the two
orbitals involved. This has been shown in several theoretical
studies of the electronic spectrum of plastocyanin.6-10 At higher
energy (22 000 cm-1), a second charge-transfer band appears
in the spectrum, corresponding to an excitation out of the
bonding Cu 3d-SCys 3pσ combination. The second band is
relatively weak in plastocyanin (and other axial blue Cu proteins,
e.g., azurin) but becomes much more prominent in other
(rhombic) proteins like pseudoazurin and nitrite reductase,
where, due to a flattening of the structure from trigonal to
square-planar, the SOMO gains more SCys σ character at the
expense of SCys π character.11

Whereas electronic absorption spectra of several blue copper
proteins have been extensively studied by means of different
quantum chemical methods,6-15 accurate theoretical studies of
the EPR spectra are more scarce. Several semiempirical (ligand
field) and DFT (density functional theory) studies are available,
providing a comprehensive but often qualitative explanation of
the EPR spectra.7,12,16-22 To our knowledge, only one ab initio
(multireference determinantal configuration interaction) study
has previously been reported for theg tensor of azurin.23 More
recently, Sinnecker and Neese have reported a QM/MM study
on plastocyanin using DFT (B3LYP).24 The main purpose of
this study was to determine how the EPR and optical spectra
are influenced by the surrounding protein. While the results were
qualitatively correct, remaining errors were substantial and could
be traced back to the “stiffness” of the linear response of the
available functionals with respect to the external perturbations.
The most recent theoretical work concerns a DFT study of three
blue copper proteins, azurin, plastocyanin, and stellacyanin,25

focusing in particular on the dependence of the EPR parameters
on the admixture of exact exchange in hybrid density function-
als.

Herein, we present an ab initio treatment of the EPRg tensor
(including the optical spectrum) of plastocyanin using the same
model complexes introduced by Sinnecker and Neese.

2. Computational Details

All CASSCF26/CASPT227,28 andg tensor calculations were
performed with MOLCAS 6.4.29 All-electron basis sets were
used throughout. Scalar relativistic effects were included using
a DKH Hamiltonian.30-32 For each molecule, the ground-state
and excited-state wave functions were computed at the CASSCF
level. The excitation energies were computed at the CASPT2
level. In all CASPT2 calculations, the core electrons were kept
frozen, except for the Cu 3s,3p orbitals. An imaginary level
shift33,34 of 0.1 was used to avoid intruder states. Theg tensor
calculations were performed with the RASSI module, which
treats spin-orbit coupling using the AMFI35-37 approximation.

In our previous study,1 two different approaches for calculat-
ing theg tensor were introduced. Approach I treats spin-orbit
coupling and the Zeeman effect through second-order perturba-
tion theory

whereas approach II includes the Zeeman effect through first-
order degenerate perturbation theory in an isolated Kramers
doublet

The diagonalg values are then obtained by diagonalizing the
G tensor and taking the square root of the diagonalG values.
For more details regarding both approaches, we refer the reader
to ref 1.

The following point groups were used for the CASSCF/
CASPT2 calculations:D2h for [CuCl4]2- (D4h), D2 for [Cu-
(NH3)4]2+ (D2d), and C1 for the plastocyanin models, with the
structural symmetry in parentheses.

For the molecules [Cu(NH3)4]2+ and [CuCl4]2-, ANO-RCC
basis sets were used for all elements and contracted as follows:
[7s6p5d3f2g1h] for Cu, [5s4p2d1f] for Cl, [4s3p2d1f] for N,
and [3s2p1d] for H. The copper-ligand distances in both
molecules were optimized at the CASPT2 level of theory using
a pointwise method. For [Cu(NH3)4]2+, the other coordinates
were optimized with PBE0-DFT for each Cu-N distance used
for the CASPT2 optimization.

Two complexes were used to model the blue copper site in
plastocyanin, PCU-S and PCU-L. The PCU-S model consists
of the copper atom and truncated models of the four directly
bonded amino acid residues His37, His87, Met92, and Cys84.
Cys84 is modeled by CH3S-, Met92 by (CH3)2S, and His37
and 87 by CH3Im (Im ) imidazole). For the PCU-L model, the
full amino acid residues His37, His87, Met92, and Cys84 are
used, together with the Asn38 residue. The latter is added to
account for the hydrogen bond between the Asn38 and Cys84
residues, which was found to be important to describe the correct
electronic structure of the active site.38 For the plastocyanin
model PCU-S, two basis sets were used, denoted as A and B.
The PCU-L model was only feasible with the smaller basis set
A. The contractions used were (A) ANO-RCC [7s6p4d2f] for
Cu, ANO-S [5s4p1d] for S, ANO-S [4s3p1d] for N (directly
bonded to Cu), ANO-S [3s2p] for C, N (not bonded to Cu),
and O, and ANO-S [2s] for H; and (B) ANO-RCC [7s6p5d2f1g]
for Cu, ANO-RCC [5s4p1d] for S, ANO-RCC [4s3p1d] for N
(directly bonded to Cu), ANO-S [3s2p] for C and N (not bonded
to Cu), and ANO-S [2s] for H.

To include the effects of the surrounding protein, Sinnecker
and Neese24 combined molecular dynamics with QM/MM
calculations to obtain the geometry of the small PCU-S and
large PCU-L models. We adopted the same structures from their
work. In the single-point CASPT2 calculations on these
structures, the effect of the protein surrounding on the QM/
MM structures was either neglected (VAC), included as a
polarizable continuum with a dielectric constant of 4 (CONT)39

(using the PCM model with unified atomic topological model
radii implemented in MOLCAS 6.4), or taken into account by
including the net charges of all of the atoms from the MM level
(PROT).

gpq )

δpqge - fa ∑
b

∆b
-1[〈a|∑i l̂ p(i)|b〉〈bSa|∑i ĥq(i)|aSa〉 +

〈aSa|∑i ĥq(i)|bSa〉〈b|∑i l̂ p(i)|a〉] (1)

Gpq ) 2 ∑
φk,φl

〈φk|L̂p + geŜp|φl〉〈φl|L̂q + geŜq|φk〉 (2)
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For all copper(II) complexes considered, the active space
consists of nine electrons distributed over the five Cu 3d orbitals
together with an extra shell of d orbitals to describe the 3d
double-shell effect.2,40,41To include important correlation effects
associated with the covalentσ bond formed between the ligands
and the singly occupied Cu 3d orbital in [CuCl4]2- and [Cu-
(NH3)4]2+, this active space was further extended with the
appropriate bonding metal-ligand combination (b1g for [CuCl4]2-

and b2 for [Cu(NH3)4]2+), thus arriving at an active space of 11
electrons distributed over 11 orbitals. For the plastocyanin
models, both the Cu-SCys σ and Cu-SCys π bonding molecular
orbitals were included, thus resulting in an active space of 13
electrons in 12 orbitals.

For [Cu(NH3)4]2+ and [CuCl4]2-, two different sets of
CASSCF calculations were performed. In a first set of calcula-
tions, individual orbital optimizations were performed for all
individual states. In a second set, states belonging to the same
symmetry species were calculated with a common average set
of optimized orbitals. The latter procedure is bound to give a
worse CASSCF description of the ground state. However, it
allows us to perform a subsequent MS-CASPT2 calculation.
For plastocyanin, only average CASSCF calculations were
performed. Since there is no symmetry in this molecule,
individual orbital optimizations are impossible because of root
flipping.

3. Results and Discussion

3.1. [Cu(NH3)4]2+ and [CuCl4]2-. The test case copper(II)
complexes under study here are [Cu(NH3)4]2+ and [CuCl4]2-.
[Cu(NH3)4]2+ hasD2d symmetry with a2B2 ground state. The
excited states that contribute directly to theg values are the2E
(∆g⊥) and 2B1 (∆g|) states. In the case of theD4h [CuCl4]2-

complex, the2B1g ground state allows direct contributions to
theg values from2Eg (∆g⊥) and2B2g (∆g|) states. The structures
and a schematic overview of their electronic structure is given
in Figures 1 and 2. These figures include the orbitals with
predominant Cu 3d character, as well as the bonding counterpart
(b2 and b1g) of the b2

/ and b1g
/ GS SOMOf of the ammine and

chloride complex, respectively. The antibonding combinations,
b2
/ and b1g

/ are mainly localized on the copper center, whereas
the bonding combinations are localized on the ligands, thus
giving rise to rather ionic Cu-L bonds. The latter is also
reflected by the high ground-state (GS) spin population on
copper, 0.85 in [Cu(NH3)4]2+ and 0.84 in [CuCl4]2-.

The results obtained for the excitation energies and∆g values
for both molecules are shown in Table 1 ([Cu(NH3)4]2+) and
Table 2 ([CuCl4]2-). The first column of Tables 1 and 2 gives
the results of our previous calculation1 where a different set of
orbitals was optimized for the different ligand field (LF) states.
The energies were obtained by subsequently performing a single-
state CASPT2 calculation for each state. For both complexes,
it was found that only LF states contribute to theg values. This
can be expected as only CT states originating from bonding
orbitals with substantial metal d character give significant
contributions to the L and SO matrix elements.1,16 For both
complexes, the only CT state that meets this requirement is the
one corresponding to an excitation from the bonding metal-
ligand combination with the same symmetry as the SOMO in
the ground state. However, for symmetry reasons, there is no
direct contribution from this CT state to any of theg values.
Approach I gave∆g values of 81 ppt (∆g⊥) and 360 ppt (∆g|

for [Cu(NH3)4]2+ and g values of 96 ppt (∆g⊥) and 466 ppt
(∆g|) for [CuCl4]2-. Both ∆g⊥ and∆g| arise from one single
direct contribution of the2E and2B1 ([Cu(NH3)4]2+) or 2Eg and

2B2g ([CuCl4]2-) ligand field (LF) states. Taking into account
indirect contributions using approach II, slightly smaller values
of 70 and 342 ppt for [Cu(NH3)4]2+ and 78 and 438 ppt for
[CuCl4]2- were obtained for∆g⊥ and∆g|. As compared to the
experimental data, these calculated results are too high by a
factor of 1.5 and 2.0 for the ammine and chloride complex,
respectively. The excitation energies, however, correspond well
with the experimental values. As theg values were too high
but the excitation energies were good, it was concluded that
the source of the discrepancy must be a too ionic description
of the copper-ligand bonds at the CASSCF level, giving rise
to too large L and SO matrix elements.

The results in the second and third column are based on
CASSCF reference wave functions, obtained by performing a
state-averaged calculation over states that share the same
irreducible representation. The states considered are the five LF
states as well as the CT state originating from the bonding b2

or b1g orbital. For the LF excited states, the calculation comes
down to a state-specific calculation as each of these states is
unique in its irreducible representation. However, the GS
CASSCF wave function is now obtained from a calculation
including both states in which either the b2

/ (b1g
/ ) or its bonding

counterpart b2 (b1g) are singly occupied.

Figure 1. Schematic representation of the geometry and electronic
structure of [Cu(NH3)4]2+.
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The antibonding metal-ligand SOMO of the ground state in
[Cu(NH3)4]2+ and [CuCl4]2- (b2

/ and b
/
1g, respectively) has its

unpaired electron localized mainly on the copper center. The
CT state where the corresponding bonding metal-ligand MO
(b2 and b1g, respectively) is singly occupied has its unpaired
electron localized mostly on the ligands. A state-averaged
calculation including those states will significantly increase the
covalency of both orbitals. As a result, the spin density on copper
will drop together with theg values.

The results shown in the second column of Tables 1 and 2
were obtained from single-state CASPT2 calculations on each
reference state. The use of state-averaged reference functions
gives rise to a moderate increase of the excitation energies for
both complexes, roughly 10% as compared to the state-specific
results in the first column. On the other hand, the∆g values
drop by approximately 16%. The relatively small change of the
CASPT2 energies cannot fully account for the large change in
g values. Hereto, a 20% increase in excitation energies would
be required. The source of the remaining difference must be
traced to smaller L and SO matrix elements, a result of the
increased covalency (and thus smaller copper 3d contribution)
of the SOMO in the ground-state CASSCF wave function. The
latter effect is clear from the change in the copper 3d spin
population, from 0.85 to 0.80 ([Cu(NH3)4]2+) and 0.84 to 0.78
([CuCl4]2-), a decrease of 5 and 7%, respectively. The∆g values

obtained from the state-averaged calculation are considerably
lower and closer to those from experiment than the results
obtained from the state-specific GS calculation. However, we
feel that this effect should be seen as artificial since the increased
covalency was brought about by a worse description of the
ground-state wave function at the CASSCF level of theory.

In order to improve the quality of the GS wave function, both
states involved are in the next step allowed to mix under the
influence of dynamical correlation by making use of the MS-

Figure 2. Schematic representation of the geometry and electronic
structure of [CuCl4]2-.

TABLE 1: Excitation Energies (cm-1), Mulliken Spin
Populations, and∆g Values (ppt) for [Cu(NH3)4]2+

Excitation Energy

CASPT2 exp43

SSa MSa

state sepb avgb

a2B1 15163 16309 16679 14000
a2E 16115 17283 17653 17500
a2A1 17243 18557 18926 16500
b2B2 51281 52021

∆g Values

CASPT2 exp44

SSa MSa

sepb avgb

CASPT2 Approach I
∆g| 81 67 59 45
∆g⊥ 360 301 264 239

CASPT2 Approach II
∆g| 70 59 51 45
∆g⊥ 342 287 252 239

GS Mulliken Spin Population
Cu 0.85 0.80 0.72

a SS) single-state; MS) multistate.b sep) individually optimized
orbitals; avg) using an average set of orbitals.

TABLE 2: Excitation Energies (cm-1), Mulliken Spin
Populations, and∆g Values (ppt) for [CuCl4]2-

Excitation Energy

CASPT2 exp16

SSa MSa

state sepb avgb

a2B2g 11321 12388 13465 12500
a2Eg 13379 14445 15522 14200
a2A1g 14597 16170 17247
b2B1g 37013 39167

∆g Values

CASPT2 exp45

SSa MSa

sepb avgb

CASPT2 Approach I
∆g| 96 81 58 47
∆g⊥ 466 387 277 230

CASPT2 Approach II
∆g⊥ 78 67 48 47
∆g| 438 365 263 230

GS Mulliken Spin Population
Cu 0.84 0.78 0.62 0.62c

a SS) single-state; MS) multistate.b sep) individually optimized
orbitals; avg) using an average set of orbitals.c Experimental data
from ref 42. Based on XR scattered wave calculations with adjusted
atomic sphere parameters to fit the experimentalg values of [CuCl4]2-.
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CASPT2 approach.5 The results are shown in the third column
of Tables 1 and 2. As a result of the second-order coupling
between the2B2, 2B1g ground and charge-transfer state, the
energy of the former state goes down, while the energy of the
latter state rises. As there is no second-order coupling with other
states, the absolute energies of the LF excited states do not
change. The outcome is that the excitation energies of the LF
states rise 2 and 7% for the ammine and chloride complex,
respectively, as compared to the single-state results. Theg values
drop 13 ([Cu(NH3)4]2+) and 28% ([CuCl4]2-). Clearly, the
smaller L and SO matrix elements are the main source of the
lowering of theg values. The ground-state Cu 3d spin population
is lowered further by 10 and 20%, reflecting the increased
covalency of the ground-state SOMO.

The multistate treatment thus shifts the ground-state wave
function to a more covalent description by mixing the ground
and excited charge-transfer states through dynamical correlation.
Using the resulting new PMCAS (perturbation-modified CASS-
CF) reference functions significantly improves theg values. For
[Cu(NH3)4]2+, the ground-state Cu 3d spin population is 0.85
for the state-specific CASSCF wave function and 0.72 for the
PMCAS wave function. In the case of the [CuCl4]2- complex,
the difference in the ground-state Cu 3d spin population between
the state-specific CASSCF and PMCAS wave function is more
pronounced, that is, 0.84 and 0.62, respectively. The latter value
compares well with the ground-state experimental copper spin
density of 0.62( 0.02 in [CuCl4]2-.42 The difference in the
Mulliken Cu 3d spin population between the two complexes
has moved from 0.01 (column 1) to 0.10 (column 3), now clearly
characterizing the Cu-Cl bond as more covalent than the Cu-
NH3 bond.

For both complexes, the final∆g values, obtained using the
multistate approach, are generally in close agreement with
experiment. All calculated values are still slightly too high,∆g|

showing the largest deviations, 13-25 ppt for [Cu(NH3)4]2+

and 33-47 ppt for [CuCl4]2-. These remaining errors are
probably due to the neglect of environmental effects in the
calculations since the experimental data were obtained either
in solution for the ammine complex or in a crystalline
environment for the chloride complex. Consistent with the
changes in the spin populations, the effect of the multistate
treatment on theg shifts is also largest for the chloride complex,
that is, around-180 and-35 ppt for∆g| and∆g⊥, respectively,
as compared to only around-93 and-20 ppt for the ammine
complex.

3.2. Plastocyanin.The active site in plastocyanin is composed
of a central copper ion surrounded by four amino acid residues,
bonded via two nitrogen atoms (His37, His87) and two sulfur
atoms (Met92, Cys84), resembling a distorted tetrahedron. The
unusually short copper-thiolate and long copper-thioether
bonds from cysteine and methionine, respectively, are key
characteristics of the (oxidized) blue copper active sites, related
to their unique spectroscopic features. The latter include two
absorption bands corresponding to charge-transfer excitations
out of the bonding Cu-SCys π and Cu-SCys σ orbitals into the
GS SOMO. The second CT transition is rather weak in
plastocyanin but gains intensity in other blue copper proteins
such as pseudoazurin and nitrite reductase. The intensity of these
two bands is related to the large overlap between the SCys and
Cu 3d orbitals, thus reflecting both a strongly covalent Cu-
SCys σ-type andπ-type bond.

In order to understand the electronic spectrum of plastocyanin,
a simple schematic picture of the active orbitals that are singly
occupied in each of the states included in the calculations is

presented in Figure 3. These are obtained by combining the
five Cu 3d orbitals with two SCys 3p orbitals to form two Cu-
SCys bonding (π and σ) and two antibonding (π* and σ*)
orbitals, together with three nonbonding Cu 3d orbitals (denoted
asn). As 13 electrons are distributed over these 7 orbitals, the
most antibonding orbital is singly occupied in the ground state.
In plastocyanin, this is the antibonding Cu-SCys π* orbital. This
is different from, for example, nitrite reductase where the SOMO
gains considerably more Cu-SCys σ* character. The spectrum
studied herein arises from excitations of a single electron out
of each of the six doubly occupied orbitals into the singly
occupiedπ* orbital. Excitations out of the nonbonding Cu 3d
and the antibondingσ* orbital represent ligand field (LF)
transitions, while those out of the bondingπ andσ orbitals may
be formally assigned as charge-transfer (CT) transitions. Figure
3 also shows the principalg axes, obtained by diagonalizing
the symmetric part of theg tensor (for the PCU-S(PROT) model,
basis B). Theg3 axis nearly coincides with the Cu-SMet bond
(making an angle of 12.4°), while theg2 andg1 axes are situated
(almost) in and perpendicular to the SCys-Cu-SMet plane,
respectively.

The results (excitation energies,g shifts, and Cu/SCys spin
populations,) obtained from MS-CASPT2 calculations on the
different models described in section 2 are presented in Table
3. A first general observation is that the values ofg1 andg2 are
clearly dependent on the chosen approach, being smaller for
approach II than for approach I. For the values ofg3, the
difference is much less pronounced.

The results shown in the first four columns of Table 3 were
obtained for the small PCU-S model. Going from column one
to three, the protein surrounding is first neglected (VAC), then
approximated by a medium with a dielectric constant of 4.0
(CONT), and finally taken into account by placing point charges
around the model system (PROT). As the description of the
surrounding is improved, all LF excitation energies decrease.
The effect is smallest, about 700 cm-1, for the σ* f π*
transition, while for the three higher-lying LF transitions, it
becomes as large as 2000-2500 cm-1. Also for the CT states,
the introduction of a dielectric medium has a quite strong
stabilizing effect around 2000 cm-1. However, it seems that in
this case, the effect of the surrounding is overestimated by the
dielectric medium model. If the protein is instead modeled as a
collection of point charges, the CT energies are again increased.
As a result, a net lowering of around 1000 cm-1 for the π f
π* transition and a status quo for theσ f π* transition is
observed, as compared to the vacuum results.

Together with the general energy decrease of the excited
states, the GS spin populations are also clearly influenced by
the protein surrounding. A steady increase of the spin population
on Cu is observed as the description of the surrounding protein
is improved, from 0.34 (VAC) to 0.41 (CONT) and further to
0.46 (PROT). It should be noted that, as opposed to that for the
[CuCl4]2- and [Cu(NH3)4]2+ complexes, the unpaired electron
in the GS of plastocyanin is not primarily localized on the copper
atom but rather on the cysteine sulfur ligand. Also important to
note is that these spin populations were obtained from the
PMCAS ground-state wave function, that is, including dynami-
cal correlation effects. At the CASSCF level, a much more ionic
Cu-SCys bond is found, with a spin population on Cu exceeding
0.80 (see further and Table 4).

The effect of the surrounding protein on the calculatedg shifts
is striking. For the vacuum PCU-S, all three calculated∆g values
are too low as compared to experiment. Forg1 and g2, the
differences are small, 10-25 ppt. However,∆g3 is underesti-
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mated by as much as 100 ppt. Including the protein environment
increases all threeg values, bringing them close to the
experimental data. The effect is again largest for∆g3 and is
clearly better treated by means of point charges, giving ag3

shift of almost 120 ppt, than with a continuum model, predicting
only about half of this shift.

Column 5 shows the results obtained for the PCU-L model
surrounded by point charges (PROT). For the calculations on
this larger model, a smaller basis set (A) was used. For
comparison, the smaller basis set was also used on the small

PCU-S model (PROT), and these results are presented in column
4. As one can see, basis effects on the calculated excitation
energies are limited (<200 cm-1). However, the∆g values are
significantly affected. In particular, the basis set reduction causes
an increase of 20 ppt for∆g3. This somewhat unexpectedly large
difference should be brought back to (i) the larger flexibility of
the contracted ANO-RCC basis on Cu in basis B ([5d2f1g] in
B, [4d2f] in A), (ii) the larger flexibility of the primitive ANO-
RCC (B) as compared to ANO-S (A) basis sets on the ligands,
and (iii) the fact that relativistic effects are incorporated in the

Figure 3. Schematic representation of the geometry and electronic structure of the PCU-S plastocyanin model.
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construction of the ANO-RCC basis sets, which is not the case
for ANO-S. Comparing the results for the PCU-S(PROT) and
PCU-L(PROT), we find that the effect of the extension of the
central cluster model is limited, both for the excitation energies
(with a maximum difference of 150 cm-1 for the LFσ* f π*
state) and the spin populations. The largest effect is observed
for the value of∆g3, which is smaller by 8-10 ppt for PCU-L
than that for PCU-S.

As compared to the experimental∆g values, the best results
are obtained with the basis B calculations on the smaller PCU-

S(PROT) model. With approach I, all∆g values are slightly
too large, by 2-5 ppt for ∆g1 and∆g2 and by 22 ppt for∆g3.
On the other hand, with approach II, the deviations for∆g1

and∆g2 are slightly larger and negative,-14 to-19 ppt, while
the result for∆g3 is improved, with a remaining error of only
11 ppt. Taking, somewhat tentatively, into account the 8-10
ppt reduction of∆g3 upon increasing of the cluster model size
(with the smaller basis A) would further reduce the remaining
deviation of∆g3 to less than 15 ppt with both approaches. On
the whole, we may conclude that both sum-over-states-based

TABLE 3: Excitation Energies (cm-1), Mulliken Spin Populations, and ∆g Values (ppt) for Different Plastocyanin Models
MS-CASPT2 Excitation Energies

PCU-S
(PROT)

basis

PCU-S
(VAC)

B

PCU-S
(CONT)

B B A

PCU-L
(PROT)

A

exp7

state
LF(σ* f π*) 5912 5310 5197 5180 5331 5000
LF(n f π*) 16118 14313 13951 13762 13893 10800
LF(n f π*) 16956 15084 14536 14365 14472 12800
LF(n f π*) 18106 16339 15579 15374 15445 13950
CT(π f π*) 19574 17300 18300 18283 18246 16700
CT(σ f π*) 23764 21662 23691 23730 23733 21390

GS Mulliken Spin Populations

PCU-S
(PROT)

basis

PCU-S
(VAC)

B

PCU-S
(CONT)

B B A

PCU-L
(PROT)

A

exp10,a

PMCAS
Cu 0.34 0.41 0.46 0.48 0.47 0.41
S 0.63 0.56 0.51 0.50 0.50

DFT24 (ZORA)
Cu 0.35 0.39 0.44 0.44 0.43 0.41
S 0.54 0.50 0.43 0.43 0.43

∆g Values

PCU-S
(PROT)

basis

PCU-S
(VAC)

B

PCU-S
(CONT)

B B A

PCU-L
(PROT)

A

exp10

MS-CASPT2 Approach I
∆g1 30 39 50 53 51 45
∆g2 45 51 59 61 59 57
∆g3 127 186 246 266 255 224

MS-CASPT2 Approach II
∆g1 22 26 31 32 32 45
∆g2 36 37 38 38 38 57
∆g3 122 179 235 253 243 224

DFT24 (ZORA)
∆g1 41 46 53 53 49 45
∆g2 65 66 68 68 68 57
∆g3 130 145 164 164 155 224

a Based on XR scattered wave calculations with adjusted atomic sphere parameters to fit the experimentalg values of [CuCl4]2-.

TABLE 4: Comparison of the CASPT2 and MS-CASPT2 Results for the PCU-S(PROT) Model (Results Obtained with Basis B)

CASPT2 results MS-CASPT2 results

spin popul spin popul

root
∆E

(cm-1) Cu SCys

contrib
to ∆g3

∆E
(cm-1) Cu SCys

contrib
to ∆g3

1 GS 0.81 0.17 0.46 0.51
2 LF(σ* f π*) 4063 0.82 0.17 727 5197 0.61 0.37 116
3 LF(n f π*) 11640 0.99 0.00 48 13950 0.95 0.04 24
4 LF(n f π*) 12529 0.98 0.01 15 14536 0.92 0.07 14
5 LF(n f π*) 13172 0.99 0.00 9 15579 0.99 0.01 0
6 CT(π f π*) 12272 0.21 0.76 2 18300 0.66 0.33 2
7 CT(σ f π*) 19905 0.33 0.64 78 23691 0.54 0.44 90

___ ___

879a 246a

a Totals of respective columns.
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PMCAS/MS-CASPT2 approaches presented here are capable
of predicting theg factors for this extended system with an
accuracy that is close to quantitative.

In Table 3, we have also included the results for the spin
populations and∆g values obtained for the same models by
Sinnecker and Neese24 with B3LYP-DFT, including scalar
relativistic effects by means of the ZORA (zeroth-order regular
approximation). Looking first at the vacuum PCU-S model, quite
similar results are obtained with DFT and with the present MS-
CASPT2 approach. The Cu spin density differs by only 0.01,
and also for∆g3, the results are close, 130 ppt from DFT and
122-127 ppt from MS-CASPT2. For∆g1 and ∆g2, the
differences are slightly larger, DFT predicting values that are
larger by up to 30 ppt. However, although the introduction of
the protein environment in the DFT calculations slightly reduces
the Cu spin density more, the corresponding increase ofg3, 34
ppt, is much less pronounced than the increase of around 115
ppt computed with MS-CASPT2. As the authors of ref 24 note
themselves, the underestimation of surrounding effects by DFT
should be brought back to the fact that the linear response of
the B3LYP functional (and other presently available functionals)
is generally “too stiff” with respect to external perturbations.
The effect of the size of the chosen model system on the
computedg3 shift with DFT, -9ppt, is again the same as that
with MS-CASPT2.

It should be stressed that replacing the CASSCF/CASPT2
treatment with PMCAS/MS-CASPT2 is crucial for obtaining a
correct description of the ground-state spin density andg shifts
of the plastocyanin models. This is clearly illustrated by Table
4, comparing the results obtained from a CASPT2 and MS-
CASPT2 treatment (both starting from the same set of average
orbitals) for the PCU-S(PROT) model. In the previous section,
it was shown for [Cu(NH3)4]2+ and [CuCl4]2- that by going
from CASPT2 to MS-CASPT2, the results obtained for∆g are
significantly improved, the major factor being a decrease of the
copper 3d spin population resulting from the PMCAS wave
function, giving rise to smaller L and SO matrix elements in
the expression of theg tensor. Part of the reduction of the spin
density was already obtained at the CASPT2 level by making
use of the average instead of individually optimized CASSCF
orbitals. In the case of plastocyanin, obtaining a different set
of orbitals for each excited state is prevented by root flipping
problems (giving rise to oscillating CASSCF iterations). There-
fore, only CASPT2 results obtained with the same average set
of orbitals for all states are shown in Table 4. A first glimpse
at this table immediately points to the immense difference in
the spin population on copper between the CASSCF and
PMCAS wave functions, 0.81 versus 0.46. When performing
an individual optimization for the ground state, an even higher
number, 0.87, is obtained. Clearly, the problem with CASSCF
giving a too ionic description of Cu-L bonds is more serious
for the extremely covalent Cu-SCys bond in plastocyanin than
that for the Cu-Cl and Cu-NH3 bonds in [CuCl4]2- and [Cu-
(NH3)4]2+.

For each excited state, Table 4 includes the excitation energy,
the spin populations on Cu and SCys, and the contribution to
the principal∆g3 component. The states that are most strongly
interacting in the MS-CASPT2 treatment are, on the one hand,
the GS (root 1) and the CT(π f π*) state (root 6), that is, states
having the unpaired electron located in either the antibonding
and bonding combination of Cu 3d and SCys 3pπ, and, on the
other hand, the first excited LF(σ* f π*) state (root 2) and the
CT(σ f π*) state (root 7), with the unpaired electron in either
the antibonding and bonding combination of Cu 3d and SCys

3pσ. These interactions give rise to a stabilization of the GS
and, to a lesser extent, the first excited state and to a concomitant
destabilization of the corresponding CT states. As a result, the
excitation energies of both CT states are quite strongly increased
at the MS-CASPT2 as compared to the CASPT2 level, 6000
cm-1 for the CT(π f π*) state and 3800 cm-1 for the CT(σ f
π*) state. The wave functions and absolute energies of the three
more “pure” LF states (roots 3-5) are much less affected by
the MS-CASPT2 treatment. Due to the GS stabilization, the
excitation energies of these three states are increased by 2000-
2400 cm-1. It should be noted that the MS-CASPT2 treatment
does not necessarily lead to an improved description of the
excitation energies in the plastocyanin spectrum. Only the first
LF state and, in particular, the first CT state are shifted closer
to the corresponding experimental excitation energies (Table
3), while the upward shift of the other four states leads to errors
of 1500-3000 cm-1, as compared to a CASPT2 error of 800
cm-1 or less for the LF states and 1500 cm-1 for the second
CT state.

However, a more important consequence of the MS-CASPT2
treatment is the strong redistribution of electron spin density
between Cu and SCys in the PMCAS as compared to that in the
CASSCF wave function. As one can see, CASSCF predicts an
almost pure (>80%) Cu 3d SOMO both for the ground and the
first excited LF state, while giving the SOMO of the two CT
states predominant SCyscharacter. In the PMCAS wave function,
a thorough remixing of these four orbitals has occurred, such
that all four SOMOs become an almost equal mixture of Cu 3d
and SCys 3p. The main contributions to∆g3 come from the two
excited states with either theσ* (root 2: LF) or σ (root 7: CT)
singly occupied. At the CASSCF level, the L and SO matrix
elements between the GS and the first LF state are grossly
overestimated, giving rise to a∆g3 contribution as large as 727
ppt! This situation is remedied in PMCAS by the strongly
reduced Cu 3d character of both SOMOs, reducing this
contribution to 116 ppt. The latter goes together with a slightly
increased contribution to∆g3 from the CT state, as the singly
occupiedσ orbital of this state now gains Cu 3d character. As
one can see, two LF states also provide a small contribution to
∆g3, which is reduced in the PMCAS/MS-CASPT2 as compared
to that with the CASSCF/CASPT2 treatment. However, the two
main contributions, 116 and 90 ppt, come from excited states
with either the bonding or antibondingσ combination of Cu 3d
and SCys 3p depopulated. The importance of a well-described
ground-state spin density distribution for obtaining accurate
values for theg shifts in blue copper proteins has already been
stressed in several previous studies.6,10,12,16,23,25Here, we have
shown that an accurate description of the spin density distribu-
tion of these two excited states is equally important.

4. Conclusion

For all three Cu(II) complexes considered in this work,
CASSCF gives a too ionic description of the copper-ligand
bonds by providing the GS SOMO with too much Cu 3d
character. This leads to considerable errors in the theoretical
prediction of the EPRg tensors when employing CASSCF wave
functions for the calculation of angular momentum and spin-
orbit coupling matrix elements. For [Cu(NH3)4]2+ and [CuCl4]2-,
the problem was already detected in a previous paper,1 where
two different sum-over-states-based approaches for obtaining
g values were proposed, both making use of a CASSCF/
CASPT2 treatment of the ground and relevant excited states.

In this work, we propose to replace the CASSCF/CASPT2
treatment by a PMCAS/MS-CASPT2 treatment, including the
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ground state with its predominant Cu 3d antibonding SOMO
and the excited CT state where the corresponding, predominant
ligand-based, bonding orbital is depopulated. By allowing these
two states to mix under the influence of dynamical correlation,
the description of the ground-state spin density distribution is
considerably improved. Going from (GS-optimized) CASSCF
to PMCAS, the spin population on Cu is decreased from 0.85
to 0.72 in [Cu(NH3)4]2+, from 0.84 to 0.62 in [CuCl4]2-, and
from 0.87 to 0.46 in plastocyanin. The latter numbers much
more clearly reflect the expected increase in covalency of the
Cu-L bonds within this series. For [CuCl4]2- and plastocyanin,
the PMCAS numbers also compare well to the experimental
data, 0.62 and 0.41, respectively.

Both for [Cu(NH3)4]2+ and [CuCl4]2-, the improved∆g
values are close to experiment, with a maximum deviation of
around 30 ppt. The same is true for plastocyanin, provided that
the effect of the surrounding protein is properly taken into
account. In order to describe this effect to its full extent, a set
of (QM/MM-optimized) point charges rather than a dielectric
medium is unavoidable. The present results for plastocyanin
are clearly superior to a previous DFT study, making use of
the same models24 but underestimating the response of the
electronic system to the external perturbation presented by the
protein surrounding.

Altogether, we hope that the present results have convincingly
demonstrated the strength of sum-over-states-based methods for
obtaining EPRg values for large transition-metal systems,
provided that they are combined with accurate ab initio wave
functions/excitation energies.
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