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Predicted Reaction Rates of H,N,O, Intermediates in the Oxidation of Hydroxylamine by
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This work reports computed rate coefficients of 90 reactions important in the autocatalytic oxidation of
hydroxylamine in aqueous nitric acid. Rate coefficients were calculated using four approaches: Smoluchowski
(Stokes—Einstein) diffusion, a solution-phase incarnation of transition state theory based on quantum chemistry
calculations, simple Marcus theory for electron-transfer reactions, and a variational TST approach for
dissociative isomerization reactions that occur in the solvent cage. Available experimental data were used to
test the accuracy of the computations. There were significant discrepancies between the computed and
experimental values for some key parameters, indicating a need for improvements in computational
methodology. Nonetheless, the 90-reaction mechanism showed the ability to reproduce many of the trends
seen in experimental studies of this very complicated kinetic system. This work highlights reactions that may
govern the system evolution and branching behavior critical to the stability of the system. We hope that this
analysis will guide experimental investigations to reduce the uncertainties in the critical rate coefficients and
thermochemistry, allowing an unambiguous determination of the dominant reaction pathways in the system.
Advances in efficient and accurate solvation models that effectively separate entropic and enthalpic contributions
will most directly benefit solution-phase modeling efforts. Methods for more accurately estimating activity
coefficients, including at infinite dilution in multicomponent mixtures, are needed for modeling high ionic
strength aqueous systems. A detailed derivation of the solution-phase equilibrium and transition state theory

rate expressions in solution is included in the Supporting Information.

Introduction

The construction of complex chemical-physical models in the
absence of experimental data is a continuing goal of the scientific
and engineering community. If accurate enough, these predictive
models could be used to design new systems, avoiding much
of the expensive Edisonian experimentation that slows innova-
tion. Even when the predictive models are not accurate enough
for design, they can still be useful for identification of key
reaction paths and to help guide experimental studies. In many
cases, it is the inability to predict thermochemical data and rate
coefficients accurately that has limited the success of such
attempts. Ideally, one would like to build an entire mechanism
based solely on ab initio calculations that is capable of making
reliable predictions. In the gas phase, this is becoming possible
for some systems if one makes use of all available tools,
including those that use microcanonical rate constants over many
energy levels to accurately predict rate coefficients as a function
of temperature and pressure. There is a large community devoted
to developing these methods, and much has been published
demonstrating their accuracy and applicability. In recent years,
a number of highly complex and very successful chemical
kinetic models have been constructed for gas-phase C/H/N/O
systems."? For example, predictive kinetic models based on
quantum chemical calculations identified the true pathway by
which CH + Nj leads to NO, formation,>* the pathway to NO,
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formation through NNH in low-T flames,>° and the autocatalytic
pathway in methane pyrolysis.” However, predicting condensed-
phase chemical kinetics has proven much more difficult due to
the lack of accurate, computationally efficient quantum solvation
models.

The current methods suitable for “quickly” predicting the
behavior of multicomponent reacting systems are generally
limited to continuum solvation methods that ignore specific
solute/solvent interactions and treat the solvent as a continuum
dielectric. These continuum models are parametrized to some
degree, whether in the atomic radii, nonelectrostatic interactions,
or other empirical corrections. It is also possible to perform
various molecular dynamics (MD) or hybrid quantum mechan-
ics/molecular mechanics (QM/MM) simulations that specifically
treat solute/solvent interactions in an attempt to gain better
accuracy. However, these methods are inherently slow due to
the computation power required to perform the calculations
rigorously, and it would be difficult at present to use these
methods to generate the volume of data necessary to build a
complex, solution-phase reaction mechanism with hundreds of
reactions. Another possible approach to solution-phase predic-
tions is to combine the relatively ideal nature of the existing
continuum models with activity coefficients estimated in another
manner. The recently developed COSMO-RS theory of Klamt
has been shown to accurately predict the activity coefficients
and phase equilibrium behavior of a variety of simple systems.®1°
This method is also parametrized and is based on ab initio
calculations for a molecule, combined with the statistical
mechanics of interacting surfaces, which allows for the estima-
tion of chemical potentials and activity coefficients. However,
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TABLE 1: Previously Proposed Autocatalytic and Scavenging Reaction Mechanisms

2(H + NO; + HONO = N,0, + H,0)
NH,OH + N,0, = HNO + N,0, + H,0
HNO + N,0, — HONO + N,0,
2(N,0,+H,0 = 2HONO)

NH,0H + 2HONO, — 3HONO + H,0

the applicability of COSMO-RS to highly ionic systems and
transition state structures is as yet unproven.

Here, the rate coefficients for a variety of reactions of H,N,O,
molecules, radicals, and ions in aqueous solution are estimated
using continuum solvation models and density functional theory.
The computed thermochemistry for most of these species was
presented earlier.!! An attempt is also made to reproduce the
experimental data available for the nitric acid, nitrous acid, and
hydroxylamine (HONO,/HONO/NH,OH) aqueous system using
a detailed chemical model based on these computed rate and
thermochemical parameters. We also examine the accuracy of
the methodologies used in estimating model parameters and
comment on the importance of each contribution to creating a
successful kinetic model.

The reactions following the addition of hydroxylamine to
nitric acid are thought to have led to several explosions during
nuclear material reprocessing. A number of experimental studies
have been conducted on this system, the most notable of which
are those by Pembridge and Stedman'’ and Bourke and
Stedman.'3 They proposed concise autocatalytic!? and scaveng-
ing!3 mechanisms that can explain the observed behavior in the
limited temperature and composition ranges studied, as seen in
Table 1.

The proposed autocatalytic reaction mechanism, which
describes the pathway for the production of up to three excess
moles of nitrous acid per autocatalytic cycle, can be seen to be
a nonelementary reaction mechanism and is highly speculative.
The mechanism is said to be consistent with the experimental
data, which was taken at 298 K and with the absorbance of
HONO at 372 nm being the main observable. In the practical
application of this process, the temperatures will typically be
in the 300—330 K range, with particular interest in the behavior
near the explosive instability at the upper end of the temperature
range. With such a simple model and the limited amount and
range of the data, one cannot confidently extrapolate this model
far from the experimental range.

The scavenging of HONO was examined by Bourke and
Stedman, and a nearly elementary reaction mechanism was
proposed.'* They showed that with reasonable assumptions
about the rapid equilibria of two reactions, the model and
experimental data can be consistent. They were not able to
extract kinetic data for most of the reactions; however, they
did postulate that at 298 K the rate coefficient for the reaction
of NO' and NH30H" was 6 x 10° M~! s7! at low acidities.
This estimate was based on the simplistic proposed model, along
with other assumptions about what reactions were in equilibrium
and which was rate-limiting.

These previous works provide a basis for building an
elementary reaction mechanism that will detail each step in the
process and ideally will allow more reliable predictions outside
the range of the experimental data. However, to create an
elementary reaction mechanism, thermochemical and kinetic
data are needed, which creates a problem given the lack of
solution-phase data. Limited data are available for acid—base
equilibria and solution-phase equilibria of several of the NO,
species, with rate coefficient data available for select reactions,

H' + HONO = NO + H,0

NO* 4+ NH,OH" = NH,ONO" + H"
NH,ONO™ — ONNH,OH"
ONNH,OH" — HONNOH + H"
HONNOH — N,0+H,0

NH,0H™ + HONO — N,0 + 2H,0

usually at a single temperature. Ab initio calculations are
required to fill the many gaps in the data. As such, we rely
heavily on quantum chemical estimates of thermochemical and
rate coefficients in this work.

Computation Methodology

Thermochemistry Estimation. The thermochemical param-
eters were estimated using the Gaussian03 suite of programs,
along with additional corrections to account for important
contributions missing from the Gaussian03 output. A very brief
summary of the methodology is given here; a more in-depth
explanation can be found elsewhere, where many of the
important details and numerical values are given.!! The solution-
phase thermochemical data were estimated using a combination
of high-level gas-phase thermochemistry calculations and
continuum solvation model (IEFPCM) estimates of the solvation
free energy. Aqueous solvation free energies were obtained using
the IEFPCM/B3LYP/6—311G(2d,d,p) level of theory with the
UAHF radii set. Full geometry optimizations and frequency
calculations were completed for all molecules. The solution-
phase enthalpy of formation was calculated by taking the gas-
phase value and adding the solvation enthalpy, as in eq 1. The
solvation enthalpy was derived from the ab initio solvation free
energy and the estimated solvation entropy.!!

soln, 298K __ gas,0K 298K 298K
AH? - AH}‘;CBSQBI% + 0K Cp,gas»like dT+ AI_Isolv
(1
298K  __ 298K 298K 298K
Ssolution - Sgas + ASso]v,cav + ASsolv,emp (2)

The entropy of each species in solution was estimated as a
combination of the gas-phase entropy, the solvation entropy due
to cavitation (AS%gf;VI,(cav), and an empirical solvation entropy term
(ASE(?]%‘fem,,) based on solute bonding. Typical values of the
cavitation and empirical solvation entropies range from —10 to
—25 cal/(mol K) and —2 to +5 cal/(mol K), respectively. The
Gibbs free energy for each species in solution was calculated
from the enthalpy and entropy in solution. When any system is
modeled, the stable species thermochemistry is generally of the
utmost importance because it is used to determine equilibrium
concentrations and reverse rate coefficients. Specifically, the
accuracy of the solvation free energy and understanding its
partitioning between entropic and enthalpic contributions are
critical to a successful model.

Rate Coefficient Estimation. Rate coefficients in the forward
(exothermic) direction were estimated in one of four ways. The
majority were estimated either as diffusion-limited for barrierless
reactions or using transition state theory (TST) for reactions
with significant barriers. Several electron-transfer reactions were
also included in the mechanism and were treated using Marcus
theory. A handful of other reactions were classified as reactions
in a solvent cage and were estimated in a manner that will be
described in more detail below. Reverse rate coefficients were
calculated using the equilibrium constant to ensure thermody-
namic consistency throughout the mechanism. The expression
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for the equilibrium constant is given in eq 3, where AGRy, is
the standard state free energy change of reaction, CY is the
standard state concentration of species i, C7; is the total solution
concentration at the standard state for species i, C} is the total
solution concentration at the actual state of the mixture, and
yi7 ™ and i ° are the activity coefficients to correct from the
reference state to the actual and standard states, respectively.
A detailed description of the assumptions made in deriving eq
3 are outlined in a writeup of common equilibrium expressions
in solution thermodynamics that is included in the Supporting
Information. Equation 4 is the expression used to calculate the
reverse rate coefficient. The equations used to estimate the
forward rate coefficients are discussed in the following sections.

AN .
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Accurate estimation of reaction barriers is always important
to building a successful model. It is likely that with improved
solvation models, barrier estimates will also become more
accurate. However, another important aspect in solution-phase
systems is understanding reaction types unique to condensed
phases and devising new methodologies to estimate rate
coefficients. One such example is the effect of solvent cage on
reactions, as is discussed below.

Diffusion Limited Reactions. Approximately half of the
proposed reactions are radical —radical recombination, cation—anion
recombination, or simple proton transfers and were assumed to
be diffusion-limited. This assumption is supported by data found
in the Notre Dame Radiation Laboratory’s aqueous kinetics
database, which generally shows rate coefficients between 10°
and 10'° L mol™! s™! for radical recombination reactions. The
diffusivity-dependent encounter rate of two species and
Stokes—Einstein diffusion within the solvent were used to
estimate these rate coefficients.!> The viscosity of the
HONO,—H,0 system was required and varies significantly with
both the temperature and concentration of nitric acid. These
effects were taken into account through a multivariate expres-
sion; see the Supporting Information for more information.
Proton-transfer and radical recombination reactions were as-
sumed to be diffusion limited, neglecting any small barriers that
may be present. The true nature of the aqueous proton is unclear,
and it was assumed that H;0" is a good representation. From
an energetic standpoint this is reasonable, but the diffusivity of
H;0" and H' in water will be significantly different due to the
ability of the proton to “hop” through the solvent.'® To capture
this discrepancy, when the diffusion-limited rate coefficients are
computed, the effective radius of the hydronium ion was
changed from the calculated value of 1.88 A to 0.25 A to match
the experimental proton diffusivity of ~1 x 1078 m? s~! at 298
K.”

Transition State Theory. Transition states (TS) in solution
were optimized in Gaussian03 using the same basis set and
method as in the solution-phase thermochemical calculations.
A simple Wigner tunneling correction was included in the rate
coefficient estimates. Many of the radical reactions and neutral
species reactions in solution are functionally identical to their
gas-phase counterparts; however, several reactions required
explicit solvent molecules to be used in the transition state

J. Phys. Chem. A, Vol. 112, No. 33, 2008 7579

structure to allow for proton transfer to the solvent. In general,
water-assisted H-transfer reactions proceed with a significantly
lower barrier than their unassisted counterparts, due to less
“strain” in the TS complex when the water molecule(s) are
present. In all cases where an explicit water molecule was used
in the transition state, it was also included in one of the reactant
structures to minimize basis set superposition error.

The solution-phase transition state theory rate coefficient
expression for a bimolecular reaction is given by eq 5 or 6,
which are identical (see Supporting Information for derivations).
In these equations, « includes the tunneling effects, CY is the
standard state concentration, Qf and V{ are the partition function
and molar volume evaluated under standard state conditions,
yi¥7° and v represent the activity coefficients needed to
convert from the reference behavior to the standard state or
actual behavior, AG?s 5o is the standard state free energy of
activation in solution, AE‘%E,gaS is the gas-phase reaction barrier
with zero point energies included, and AAGZy 1s is the change
in constant-concentration solvation free energy of the transition
state relative to the reactants. It was assumed that the total
concentration terms in eq 3 cancel because they vary by less
than 15% over the entire range studied here. The total solution-
phase concentration for aqueous HONO; mole fractions of 0.1
and 0.2 are 51.6 and 47.5 M.'8

kBT (_AG'(%S,soln) C'OTS V;;O VX_’# 'J/;_.#

kpsr =K T SXP

RT N \vis™ va vs °
©)
Ky () using €7
o 0K
o zc—kBT —Vg ex A
I 77 M AV
Vi Vi
at C?.,som
CXp _AAGsolv,TS ( 7;5_)0 ][7;_)#7;_)# J (6)
0, +—0 —#
RT vis 77s
The AAG% s term is defined as AGiwrs — (AGiowa +

AGiw ), where AGiyy; is defined as the free energy change
for moving a mole of gas into solution when the concentration
is equal to Cisoin in both phases. Each AGg;y; term implicitly
includes the nonideal contributions present in the both phases
at the standard state concentration; here the gas phase was
assumed to behave ideally. For more details on these equations,
please see the Supporting Information.

Ideally, the activity coefficients of all species and transition
states should be estimated to provide the most accurate rate data,
but they are difficult to determine accurately in complex
solutions. The COSMO-RS theory proposed by Klamt3-10-19-21
potentially allows one to estimate the activity coefficient of any
species or TS for which an electronic structure calculation can
be performed. It utilizes the statistical thermodynamics of
interacting surfaces to calculate the chemical potential of
interaction of the solute and solvent mixture, and the activity
coefficients are derived from the chemical potential difference.
However, the activity coefficients estimated with this theory
may have large errors when ionic species or highly acidic
solutions are involved.!! Despite the fact that many species will
only be present in the dilute limit, the activity coefficients will
not necessarily be close to one. This is because the actual system
is concentrated nitric acid, whereas the reference state refers to
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conditions when the solvent is pure water. The chemical
potential of the solute will change when the solvent is changed
from pure water to aqueous nitric acid, even when the solute is
dilute; this is discussed in more detail in the Supporting
Information. However, there currently does not appear to be
any reliable way to accurately estimate the activity coefficients
of the intermediates and transition states in nitric acid a priori.
Some experimental activity coefficient data are available for
the major species HONO,, NO;~, H;0%, and H,O and are
discussed later in the paper.

o
krst =K kB_T s X
Va Vi [ gas
exp —A(ngs + AG:OIV,ES + AG:OIV,non—ES)TS 7

RT

In this work, the activity coefficients were neglected when
determining rate coefficients because there is not a reliable
method for calculating them for all species and transition
states in solution; however, they are potentially very important
to system behavior and continued work in this area could
greatly benefit solution-phase modeling efforts. The TST rate
coefficient was computed using eq 7, where A(EgzlfS +
AGiwgs + AGiwnonrs)ts is the difference between the
transition state energy and the reactant energies. When Gaussian
is used, this is a natural way to formulate the problem because
the 0 K energy returned in the thermochemistry section of a
frequency calculation is the sum of the electronic energy, zero
point energy, and electrostatic (ES) solvation free energy. The
nonelectrostatic (non-ES) solvation free energy was also in-
cluded in all TST calculations in this work. The solvation energy
was taken to be constant when deriving the rate coefficient
expressions as a function of temperature, which is a significant
simplification. This assumption was made because it is difficult
to estimate the temperature dependence of the solvation energy;
however, recent research has shown that parametrized solvation
models such as SM6T may provide a way to take these higher-
order effects into account.’?>? The partition functions were
evaluated using traditional rigid-rotor/harmonic oscillator sta-
tistical mechanical expressions for the gas phase, leaving the
solvation energies to account for all changes in the energetics
and partition functions of the molecules when solvated. The
rate coefficient expression was evaluated at temperatures
between 273 and 403 K, and a modified Arrhenius form was
fit to gain a simple expression for krst(7) needed when solving
the dynamic modeling equations.

Electron-Transfer Reactions. Electron-transfer reaction rates
were estimated using Marcus Theory, with energetic parameters
taken from computational chemistry calculations. Energies were
calculated using the CBS-QB3 compound method with the
IEFPCM solvation model and UAHF radii set. The simple
version of Marcus Theory used here assumes a parabolic
potential surface along the reaction coordinate for the reactant
and product.”*?’ The reactant energy is zero at a reaction
coordinate value of zero, and the product energy is AG, at a
reaction coordinate of one. The two surfaces will intersect, with
the energy at this intersection being the approximate reaction
barrier. The curvature of the reactant surface is estimated by
performing an energy calculation for the each reactant molecule
at the optimized reactant structure and one at the optimized
structure of the product (e.g., the NO, energy would be
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calculated at the NO, optimized geometry and the NO,~
optimized geometry). The product surface is estimated in an
analogous manner.

K, k, fast
A+B=A+-B—A"-B"—A"+B~  (8)

Koveran et = Kckgr 9)

The rate coefficient was estimated assuming a three-step
reaction process as shown in eq 8: diffusion to form an outer-
sphere complex, electron transfer, and fast diffusion to free
products. It was assumed that the enthalpy and nontranslational
entropy of the outer-sphere complexes and the free reactants or
products are equivalent because the species in either case would
still be encased in separate solvent shells, shielding interactions
between species. The translational entropy will differ because
we are now forcing the two species to be within a certain
distance from each other. The standard state translational entropy
contribution is related to the volume accessible to the species
(at standard state). The expression for K¢ under ideal solution
conditions is given in eq 10.

1 1 N
KC,ideal = E GXP(E[AHO - TASint - TAStrans]) (10)

1 Vi

K.  =~—_—= 11
Cideal CO Vcomplex ( )

With the enthalpy and internal entropy assumptions given
earlier and relating the change in translational entropy to
molecular volumes in the free and complexed states, we arrive
at eq 11, where Vi, is the standard state molecular volume of
the free reactants, Veomplex is the molecular volume inside which
the two reactant must exist to ensure an outer-sphere complex,
and C° is the standard state concentration (assumed to be the
same for both reactants). If the standard state concentration is
chosen to be 1 M, then the average molecule has an accessible
volume equivalent to a 12 A cube. At the standard state, one
molecule of A and B will exist inside the same cube. If we
assume that the center-to-center distance necessary to form an
outer-sphere complex is ~10 A (radii of 2 A and water shell
thicknesses of 3 A each), then very little volume change is
required to form the complex. In this fortuitous case, Kc igeal &
I M1 and koveratgr &~ ker*1 M~!. The approximations made
here are crude to be sure but are justified given the uncertainty
present in other aspects of the simple Marcus Theory employed.
However, understanding and accurately capturing these subtle
details will be critical when more precise methodologies are
developed.

The electron-transfer-rate coefficient was estimated using eq
12, which employs a simplified pre-exponential factor and
shows AG' as the free energy of activation for the electron
transfer. The AG' term includes the electrostatic and nonelec-
trostatic solvation energies. More information on the methodol-
ogy can be found in the Supporting Information.

kT [—AG"
kETZ%exp( o7 ) (12)

Reactions in Solvent Cages. The condensed phase can bring
about new pathways and reactions types, one of which is a
reaction in a solvent cage. Cage effects have been studied
experimentally using the chemically induced dynamic nuclear
polarization (CIDNP), mainly dealing with geminate radical
recombination efficiency. We propose that cage effects play a
major role in several of the reactions present in this mechanism,
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particularly with “dissociative isomerizations in a solvent cage”
(DISC). The two traditional ways in which an isomerization
reaction proceeds are either though a concerted transition state
or through a sequence where the reactant dissociates, the
fragments diffuse apart, diffuse back together (geminate or not),
and then reassociate in the isomeric form. The transition state
pathway typically results in a higher reaction barrier but is
unimolecular, whereas the dissociative pathway requires a
bimolecular recombination. There is a tradeoff between the
enthalpic and entropic changes with the two pathways, and it
is not always clear which will dominate or if both are important.

In solution, we propose that this dissociative isomerization
may happen completely within the solvent cage, preventing the
two fragments from diffusing apart. The general reaction scheme
is shown in eq 13. In this scenario, the fragmented complex is
still considered a single species when the translational entropy
is computed, because it occupies a single cavity in the solvent.
Unlike the gas-phase dissociation-recombination isomerization
sequence, this process can be treated unimolecularly and may
achieve a faster rate of reaction. The main difficulty when
estimating a rate coefficient for this type of reaction is computing
the partition function or entropy of the poorly characterized
caged complex. The way in which we choose to deal with this
difficulty is through the use of the partition function in a manner
similar to variational transition state theory (VTST). There are
many incarnations of VI'ST with varying levels of complexity;
we choose a relatively simply version presented by Forst as
the basis of the caged rate coefficient estimates.?$2°

caged complex

Reactant = (Fragment #1--- Fragment #2) = Product (13)

The need for VIST comes from several assumptions about
our system. The first is that there may be a loose transition state
between the reactant and the caged complex. Once the caged
complex forms, it is assumed that the free energy surface is
flat, and that all orientations of the fragments with respect to
each other are equally likely. One further assumption made in
this work is that the reaction coordinate is fully characterized
by the distance between the fragments. To characterize this loose
transition state, the potential energy surface and partition
functions as a function of separation must be determined. These
can be combined to yield the free energy surface of the reaction,
from which the rate coefficient can be determined.

A partially constrained energy scan was performed using the
MP2/6-31G(d") level of theory and the IEFPCM solvation model
with the UAHF radii set. The angle between the main chain in
the larger fragment and the connected atom in the smaller
fragment was held constant, e.g., the H,N—O—NO angle when
NH,ONO dissociates to NH,O and NO radicals. All other
degrees of freedom were optimized as the bond length was
incremented. The energy profile including electrostatic and
nonelectrostatic solvation energies, but excluding the zero point
energy was obtained from this calculation. A frequency calcula-
tion was then performed at the same level of theory at each
point along the trajectory, yielding vibrational and rotational
frequencies. An additional rigid scan was performed as the
reaction coordinate was increased, and one of the fragments
was rotated in the plane of the reaction coordinate, e.g., the
H,NO—N—O angle from 180° to 0°. This information was used
to define the switching function discussed below, yielding insight
into when the fragment interaction energy is small enough such
that the fragments can rotate freely.
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The transition of the partition function from the reactant
molecule to the caged product complex can be handled in many
ways; here we use a combination of a switching function and
discrete calculations. The partition function contributions from
the conserved and well defined degrees of freedom were
calculated at each separation using the standard gas-phase
treatment as used in Gaussian. The conserved modes cor-
responded to the vibrations that are present in the reactant and
free fragments and the two overall rotational motions of the
complex (the rotation about the centers of mass of the fragments
is excluded). The partition function contribution from the two
overall rotations was calculated as if the complex was a linear
molecule. The overall rotation associated with the spinning about
the axis connecting the centers of mass of the fragments is
treated in a special manner, as described below. The uncon-
served vibrations were poorly behaved and often took on
imaginary values as the fragment separation grew. One of these
modes corresponds to the reaction coordinate. The rest are
converted into the individual fragment rotations in the caged
complex. To better understand the degree of freedom transfer,
consider symmetric N>O4 breaking into two NO, radicals en
route to forming ONONO,. The reactant has 12 vibrations and
3 rotations. The two nonlinear NO, fragments each have 3
vibrations and 3 rotations, and the overall complex has 2 unique
rotations, for a total of 14. The final degree of freedom is the
reaction coordinate, matching the 15 of the reactant. The overall
complex has only two unique rotations because the rotation
about the axis connecting the centers of mass of the fragments
is already accounted for by the individual fragments’ rotations
about this axis. The partition function contribution from the
highest frequency rotational motion (about the centers of mass
of the fragments) in the reactant molecule is transitioned from
its value in the reactant to one at a large separation using the
switching function to avoid double-counting this contribution
in the caged complex.

The hyperbolic tangent switching function proposed by Forst
was used to convert the unconserved vibrational partition
function into the fragment rotational partition function, the single
overall rotational mode discussed above, and the reactant zero
point energy into the complex zero point energy. The zero point
energy of the complex is simply taken to be the sum of zero
point energies of the free fragments. The rotational partition
function of the complex is taken to be the product of the
rotational partition functions of the individual fragments and
the contribution from the two overall rotational motions of the
complex. The general form of the switching function is given
in eq 14, where o and [ are parameters describing the transfer,
R is the separation, and R is the equilibrium separation in the
stable species. Typical gas-phase values are 0.05—0.15 A~# for
a and usually near 2 for 3.2 Normally these parameters would
be fit to experimental rate coefficient data to find best fit values,
but another route had to be taken here because no experimental
rate data was available for the desired rate coefficients.

S(R)=1— tanh[a(R — R,)'] (14)

The rigid scan discussed earlier was used to estimate these
parameters. The separation at which the fragments can freely
rotate with respect to each other could be determined from the
scan. The parameters of the switching function were set such
that the value of the function was approximately 0.01 when the
barrier to rotation dropped to less than k7. The exact parameter
values for each reaction will be discussed later, but the values
obtained in this manner appear reasonable given the typical
range of the parameters.
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In[Q(R)] = (In[Q, o] — IN[Qcompiex DS(R) + In[Q ] +
1I’I[chnserved(R)] (15)

Equation 15 was used to determine the total partition function
at varying separation. The Qreact and Qcomplex partition function
terms cover the unconserved modes and zero point energy in
the reactant and complex that were transitioned using the
switching function, whereas Qconserved accounts for all other
degrees of freedom. Once the partition function has been
computed as a function of separation, the free energy surface
of the reaction can be calculated using eq 16. An estimate of
the rate coefficient for complex formation is obtained using eq
17, where Rrs is the separation at which the free energy is the
largest along the reaction path.

G(R)=E(R) + AG,(R) — RT In[Q(R)] (16)

_ kgT —[G(Rys) — G(R,y)]
VIST — ") exXp RT

A7)

Mechanism Development

The elementary reaction mechanism was developed starting
from the previously published mechanisms discussed earlier.
These mechanisms were broken down into elementary steps,
and additional pathways were investigated and added (Table
2). One of the strengths of ab initio calculations is the ability
to exclude certain reactions from the mechanism based on
thermodynamic arguments. If the computed endothermicity of
a reaction is extremely high, or significantly larger than a
competing pathway, then the reaction may be safely excluded
from the mechanism in most cases. A similar argument can be
made using the TST estimates of the rate coefficients, but one
must be more careful in this case because the TST estimates
are more uncertain, and one cannot be confident that the lowest
energy TS has been found. However, in some cases, rate
coefficients estimates were used to eliminate certain reactions.
The importance of individual reactions in the mechanism will
be examined later when the modeling and sensitivity results
are discussed.

The modeling was completed by assuming a constant volume,
isothermal, closed system, as shown in eq 18, where K¢, is
the appropriate equilibrium constant. The initial concentrations
of nitric acid, hydroxylamine, and nitrous acid were changed
to match the experimental conditions under which the data sets
were collected, but a typical set was [NH,OH]p = 0.012 M,
[HONO]p =4 x 107> M, [HONOz]p =3 M, [Oz]p =1 x 1074
M, T =298 K, and the initial concentrations of all other species
were set to zero. In some data sets, the initial concentration of
the nitrate ion was nonzero due to the addition of a nitrate salt;
these cases will be noted in the discussion.

d¢; 1
= vkl 1 €= —=— T ¢ (18)
dr reac;s,m e (reEtLj ! KC»WIP od3.j ! )

Results and Discussion

Rate Coefficient Estimates. Transition State Theory. Tran-
sition state structures for 41 reactions were investigated. A
number of these reactions were examined in a previous work,3"
which neglected the effect of the nonelectrostatic solvation
energy on the rate.!! For several transition states and reactants,
particularly those with explicit solvent molecules, we were not
able to obtain a stationary point with the appropriate number
of imaginary frequencies (one for a TS and zero for a stable
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species). These specific cases will be addressed, and the
reconciliation procedure will be described.

The solution-phase rate coefficient at 298 K, the magnitude
of the imaginary frequency corresponding to the reaction
coordinate, and the reaction barrier are shown in Table 3. Here
the reaction barrier is defined as the sum of the 0 K electronic
energy and the AAGYv1s at 298 K, excluding the change in
the free energy of cavitation (AAG¥opy cav). This term is excluded
from the barrier because it is entropic in nature, and it is more
appropriate to included it in the A-factor; although the rate
coefficient at 298 K is not changed, it will affect the temperature
dependence. Several reactions were computed to have negative
barrier heights and were corrected to a diffusion-limit rate
coefficient in the modeling work to ensure physical behavior.

Five of the 41 reactions listed in Table 3 required special
treatment due to the presence of unwanted imaginary frequencies
present in the reactant or transition state of a reaction; these
reactions are indicated in Table 3 with a “c” superscript. The TS
for reaction 5 contained an imaginary frequency of 31i cm™! for
the rotation of the approaching NO, group. This mode was treated
as a free rotor when the TST rate coefficient was calculated and
the frequency was removed. The reactant complex for reaction 24
had an imaginary frequency corresponding to a ring bending motion
created by the complexed solvent molecules. A similar mode was
observed in the transition state for reaction 24 with a frequency of
40 cm™!, and the imaginary frequency of 44i cm™! for the reactant
was changed to match the transition state. A similar problem was
observed for the reactant complex in reaction 25. An imaginary
frequency of 23i cm ™! was changed to 25 cm™! to match a similar
motion seen in the transition state for reaction 24. The transition
states for reactions 17 and 51 contained imaginary frequencies of
44i and 52i cm™! for overall flexing of the TS structures, both of
which were arbitrarily set to 100 cm™!. We apologize for not being
to rectify this numerical problem with very flat potential energy
surfaces in a more rigorous scientific manner. Although the
modifications to reactions 17 and 51 are arbitrary, it will be shown
later that the overall reaction mechanism does not appear to be
sensitive to either of these rate coefficients. The transition state
for reaction 86 could not be successfully optimized at the B3LYP/
CBSB7/IEFPCM level of theory. A single point PCM calculation
was performed on the gas-phase-optimized transition state structure
to estimate the solution-phase energy. The partition functions for
this transition state were calculated using the vibrational and
rotational frequencies for the gas-phase-optimized transition state
geometry.

A limited amount of experimental solution-phase rate data
is available for species present in this system. Bielski et al. have
reviewed the reactivity of HO, in aqueous solution and have
recommended a value for its self-reaction, represented by
reaction 52 in our model.3! They give the rate coefficient as
(8.3 +0.7) x 10° L mol~! s7! for pH < 1.5, which is about
one-fifth of our TST-estimated rate coefficient of 3.7 x 10° L
mol~! s™!. Given the potential errors in the continuum solvation
model and the potential pH dependence of the reaction, this
represents reasonable agreement with the experimental data.
Simic and Hayon have investigated the reaction of hydroxyl
radical with protonated and unprotonated hydroxylamine.?? They
report the rate coefficient for reaction 54 (unprotonated) as 9.5
x 10° L mol~! s™! at a pH of 8 and for reaction 57 (protonated)
as less than or equal to 5 x 108 L mol™! s™! at a pH of 4.
Although there is a slight discrepancy between the experimental
work, which list the NHOH radical as the product of reaction
54, and our computational chemistry work, which predicts NH,O
radical as the most probable product, the ab initio and
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TABLE 2: Proposed Elementary Reaction Mechanism for the NH,OH/HONO/HONO, System*

diffusion

1.NO"™ + 2H,0 =—=H,0" + HONO

diffusion
2.NO," + 2H,0 ==H,0" + HONO,
3. ONONO2 + NH,OH" = NH,0NO," + HONO
4. NH,0H"*NO,” + NO," =NH,0NO," + HONO,
5.NH,0H"+H,0 + NO," = NH,0NO," + H;0"

diffusion
6.NO"™ + NO,~ ONONO,

diffusion
7.NO," + NO,’ ONONO,

diffusion
8.NO," + NO,"==—=N,0,
9. NH,0H + NO," = HONO + NH,0"
10. NO," + NH,0" == HONO + HNO
11. NO," + HNO = HONO + NO*

diffusion

12.NO" + NO," === ONONO
13. ONONO + H,0 = 2HONO
14. HNO + NH,O" == NH,OH + NO’
15. NH,0" + NH,0" == NH,0H + HNO

diffusion

16. H,0" + NH,ONO, NH;ONO," + H,0

17. H,0" + NH,0NO, = NH,0" + HONO + H,0
18. NH,0H' + NO,” == NH,0H" *NO,"~

19. ONONO, + H,0 == HONO + HONO,

20. HNO + ONONO, == HONO + ONONO

21. NH;0H"+NO,~ + NO" = NH,0HNO" + HONO,
22.NH;0H"-H,0 + No+ - NH3ONO+ + H,0"

23. Hy o* + NH, ONO NH ONO* + H,0
24. NH ONO- 2H O == ONNH,0" 2H O

25. ONNH,0-2H,0 == ONNHOH+2H,0
26. ONNHOH-H,0 == HONNOH*-H,0

27. HONNOH-H,0 = NZO + 2H,0

28. ONNH' + ZHZO

diffusion

ONNHOH + H; ot

29.N,0 + H,0" ==ONNH" + H,0

30. HONN" + 2H,0 ™ HONNOH + H,0"
31.H,0" + NO;~ i ——=H,0 + HONO,
32.H,0" + NO,” ~— H,0 + HONO
33.NO* + NO,” =2 N0,

34.H,0" + NH,0H —— s NH30H+ + H,0
35. H,0" + N,H, e NJH,* + H,0

36. NH,0OH + HONO, iy NH,OH"-NO,~
37.NH,0" + H,0 > H,0" + HNO

38. NH,ONO + NO,=~HONO + HNO + NO’

d\ff usion

39.N,0 + H,0" =—=HONN" + H,0
40.NO" + NO, == N,0,
41.NH,0" +NO;’ —" NH,0NO,
42.NH,0" +NO, ~~HONO + HONO
43.HO," + NO" = HOONO

44. HOONO == OH" + NO;’

45. OH" + NO,; ™ HONO,

diffusion

46. OH" + NO"'=———=HONO

47 HO, + NO; % HOONO,

48. HNO + 0, = NO' + HO,"

49. HO," + NH,OH = HOOH + NH,0'
50. HO," + NH,0" = HOOH + HNO
51. HO," + HNO = HOOH + NO'

52.HO," + HO,"=HOOH + O,
53.HO," + HONO == HOOH + NO,’
54. OH" + NH,OH == H,0 + NH,0"
55.0H" + HONO = H,0 + NO,’

56. OH" + HOOH = H,0 + HO,’
57.OH" + NH,OH" = H,0 + NH,0H""

diffusion

58.NH, OH™ + H, O

59.NO* + NH,0H — s
diffusion

60. ONNH, OH" + H,0=—= H3O+ + ONNHOH

61. ONNH,0H" + H,0 H,0" + ONNH,0
62. HOONO, + NO, =NO,” + HONO,

63. HOONO + NO, ==NO, + HONO,

64.0, + NH,0OH = NH,0" + HO,’

65. 0, + NH,0° = HNO + HO,’

66. NH,0OH" + NO,” = NH, + HONO,

dlﬁuslon
67. NH,ONO + NO* ONNH,0ONO™
68. ONNH,0ONO* === ONNH,0 + NO*

diffusion
69. ONNH,ONO" + H,0 = ONNHONO + H,0"
70. ONNHONO == HONO + N,O

diffusion

NH,O" + H,0"
ONNH,OH"

fusion

diffusion

diffusion

71.NH; + NO* =N, + H;0"

72.NO" + NH,ONO == ONNH,0 + NO'

73. NH,0" + NO" S~ NH,ONO

74.NH,0" + NO' % ONNH,0

75. ONNH,0 ———% NH,ONO

76. NH,ONO + H,0" it —— NH,0HNO" + H,0
77. ONNH,OH" % NH,0HNO™

78. NH,OHNO" > NH,ONO*

79.NO* + NO,” % GNONO

80. NO* + NH,0" == HNO + HNO

elec trans

81.NO,” + NH,O" + H,0 NOf-I—HNO-i—H3O+

elec trans
82.NO,” + NO'==——=NO, + NO*
83. NH,ONO, == HNO + HONO
84. (24')NH,ONO == ONNH,O

85. (25"ONNH,0 = ONNHOH

86. (26')ONNHOH == HONNOH

87. (27)HONNOH == N0 + H,0

88.NO™ + NHQOH NHZOHNO+

89. NO," + NH,OH + H,0 ™ NO,™ + NH,0" + H,0"

n _ diffusion
90. NH,0" + NO,” = NH,0NO,

“ Diffusion-limited, electron transfer, and solvent-cage reactions are specified; others estimated via TST.

experimental results agree to within an order of magnitude. Both
rate coefficients are essentially at the diffusion limit in solution.
The rate of abstraction from NH;OH™' by OH was found to be
diffusion limited, given that the TST barrier was estimated to
be large and negative, yielding an aphysical rate coefficient.
Many of the reactions are analogous to what occurs in the
gas phase, such as H-abstractions, radical recombination, radical
disproportionation, and concerted reactions between stable,

closed-shell molecules. Because these reactions types have been
studied in detail in many other places, here we simply report
the reaction parameters and rate coefficient estimates in aqueous
solution. Attention will be focused on less understood reactions,
such as those where explicit solvent molecules play a role and
reactions involving ionic species.

Reactions with explicit solvent molecules are particularly
interesting because they are usually unique to condensed-phase
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TABLE 3: Transition State Theory Rate Coefficient Estimates in Solution at 298 K¢

reaction k(298K) (mol L s) Vimaginary (CmM™1) barrier (kcal/mol)
3 ONONO; + NH;0H" == NH;ONO," + HONO 2.5E—17 735 33.2°
4 NH,0H"-NO;~ + NO,* == NH;ONO," + HONO, 7.3E+07 821 0.9
5 NH;0H"+H,0 + NO?*" = NH;0NO,"+ H;07" 3.2E+01 347 10.9b¢
9 NH,OH + NO, ==HONO + NH,0 3.4E+03 601 6.2°
10 NO, + NH,O0=HONO + HNO 3.9E+00 632 9.1°
11 NO,+ HNO == HONO + NO 1.2E+02 1064 9.5%
13 ONONO + H,0 = 2HONO 3.5E+04 1012 6.0
14 HNO + NH,O == NH,OH + NO 8.4E+05 1549 5.0
15 NH,0 + NH,O == NH,OH + HNO 7.8E—03 981 13.1
17 H;0" + NH,ONO, == NH,O" + HONO + H,O 1.6E—13 187 26.7"¢
19 ONONO; + H,0O =HONO + HONO, 1.4E+08 756 0.7
20 HNO + ONONO, == HONO + ONONO 5.3E+06 474 0.7
21 NH;OH"+*NO;~ + NO™ = NH,0HNO" + HONO, 4.4E+10 867 —2.9b4
22 NH;OH"+H,0 + NO™ = NH;0NO" + H;0" 1.7E+06 333 2.9
24 NH,ONO-2H,0 == ONNH,0+2H,0 9.0E+02 193 13.3b¢
25 ONNH,0-+2H,0 == ONNHOH :2H,0 9.5E+07 1083 7.10¢
26 ONNHOH-H,O = HONNOH*-H,0O 7.6E+04 1118 10.5
27 HONNOH*-H,0 = N,O + 2H,0 1.4E—01 765 17.6
38 NH,ONO + NO, ==HONO + HNO + NO 2.3E—04 242 16.17
48 HNO + O, =NO + HO, 7.7TE+02 1624 10.5
49 HO, + NH,OH == HOOH + NH,O 6.8E+05 854 3.9
50 HO, + NH,0O == HOOH + HNO 8.0E+00 865 9.5
51 HO, + HNO == HOOH + NO 4.0E+07 200 1.6¢
52 HO, + HO, == HOOH + O, 3.7E+06 536 2.5
53 HO, + HONO == HOOH + NO, 8.8E—02 1974 14.8
54 OH + NH,OH = H,0 + NH,O 8.2E+10 945 —1.5¢
55 OH + HONO = H,0 + NO, 1.9E+06 1574 5.3
56 OH + HOOH = H,0 + HO; 3.6E+09 294 0.4
57 OH + NH;OH' == H,0 + NH,OH" 2.3E+28 1547 —24.7¢
62 HOONO; + NO,™ == NO; + HONO; 3.3E+04 440 4.1
63 HOONO + NO,” ==NO,” + HONO;, 4.5E+05 410 3.9
64 0, + NH,OH == NH,O0 + HO, 6.0E—02 1354 15.5
65 0, + NH,O == HNO + HO, 1.3E—05 1886 21.0
66 NH;OH" 4+ NO,~ = NH; + HONO, 7.0E—04 433 15.3
70 ONNHONO == HONO + N,O 8.1E+00 852 17.1
80 NO + NH,O == HNO + HNO 1.4E—13 852 29.7
83 NH,ONO,*H,0 == HNO + HONO + H,O 1.2E+00 1037 16.9
84 (24"y NH,ONO == ONNH,0O 1.6E—02 199 19.5%
85 (25") ONNH,0 == ONNHOH 42E—14 1669 37.2°
86 (26"y ONNHOH = HONNOH 3.2E—10 1778 31.90¢
87 (27"y HONNOH = N,0 + H,0 6.9E—01 1207 18.3%
@ Unimolecular rate coefficients in s~'; bimolecular rate coefficients in L mol~! s~'. ? Calculated in current work; also examined in a

previous work by Raman et al.’® ¢Nonstandard treatment required; see text for details. ¢ Negative reaction barrier; corrected to be

diffusion-limited in the modeling work.

systems. In the protic solvent examined here, solvent molecules
serve as proton acceptors, assist in intramolecular hydrogen
transfers, or may help to stabilize transition state structures. In
reactions examined using transition state theory, water served
as a proton acceptor in reactions 5, 17, and 22. Reactions 5 and
22 are very similar in that they both involve a positive ion
attacking the oxygen lone pair in NH;OH™. A proton acceptor
is necessary because doubly charged ionic species would be
very unfavorable. Allowing the simultaneous loss of a proton
to the solvent yields a low energy transition state and product,
creating a potentially favorable reaction. In these cases, the
positively charged electrophile begins to bond to the O atom,
which simultaneously loses a proton to a hydrogen-bonded water
molecule. Reaction 17 is another example of when a high-energy
intermediate would be formed if a proton acceptor was not
immediately available.

Reactions where water molecules serve as a hydrogen-transfer
agents are also common, as can be seen in reactions 25—27
and 83. In these cases, the traditional transition states without
explicit solvent molecules (as in reactions 85—87) contain highly
strained ring structures necessary to transfer the hydrogen from
one position in the molecule to another. The result is usually a

high energetic barrier to the reaction. The inclusion of the
solvent molecule(s) allows the ring structure to be larger and
less strained, causing the transition state energy to be lower,
when compared to small, cyclic transition state structures. Here,
one (or more) water molecule simultaneously accepts a hydrogen
atom at a lone pair site and gives up one of its original hydrogen
atoms to another molecule. A comparison of the barriers is
shown in Table 4 for reactions 25—27 and their unassisted
counterparts, 85—87. Reaction 85 is an o-f hydrogen transfer,
where the hydrogen shifts from one atom to its direct neighbor,
creating a three-membered ring in the transition state, including
the hydrogen atom. Reaction 86 is an a-y hydrogen transfer,
creating a four-membered ring in the transition state, and
reaction 87 is an a-0 hydrogen transfer, creating a 5-membered
ring.

The benefit provided by the explicit solvent molecules is clear,
especially with small, strained ring structures. The inclusion of
two water molecules in reaction 25 results in a 30 kcal/mol
decrease in the reaction barrier. Reaction 26 sees a decrease of
over 20 kcal/mol with the addition of a single solvent molecule.
The benefit to reaction 27 is small, and likely not significant
given the uncertainty present in the computation method. There
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TABLE 4: Comparison of Water-Assisted and Unassisted Intramolecular H-transfer Reactions

reaction barrier (kcal/mol) Vimag (cm™") k(298K) (mol L s)
25 ONNH,0+2H,0 == ONNHOH-2H,0 7.1 1083 9.5E+07
85 ONNH,0 == ONNHOH 37.2 1669 42E—14
26 ONNHOH+2H,0 == HONNOH-H,0O 10.5 1118 7.6E+04
86 ONNHOH == HONNOH 31.9 1778 32E—10
27 HONNOH-H,0 == N,0 + 2H,0 17.6 765 1.4E—01
87 HONNOH = N,0 + H,O 18.3 1207 6.9E—01

are two reasons for this: the five-membered transition state ring
is not highly strained and/or the barrier is dominated by the
energy required to sever the N—O bond. The most important
point here is that some reactions change from completely
unfavorable without solvent molecules to fast and potentially
significant with explicit solvent molecules.

Explicit water molecules were also included in reaction 24
because it was seen to reduce the barrier; even through the
solvent molecules do not significantly affect the motion along
the reaction coordinate. Despite the lack of a direct role in the
reaction, the two hydrogen-bonded solvent molecules reduce
the barrier from a value of 20 kcal/mol to 13 kcal/mol. It is
unusual to see such a large barrier reduction; a more compre-
hensive study would be helpful to elucidate the origin of this
effect.

Another interesting set of reactions modeled using transition
state theory were those of peroxynitrous and peroxynitric acid.
These species mainly arise out of the reactions involving
dissolved oxygen following the formation of HO, or OH
radicals, which subsequently react with NO or NO, radicals to
form peroxides. The peroxides can then react with the nitrite
ions in solution, as shown in reactions 62 and 63. The reaction
of peroxynitrous acid (HOONO) with nitrite has been studied
previously by Maurer et al.’® The authors concluded that the
HO™ transfer from the peroxy species to the nitrite ion is the
predominant mechanism by which the reaction occurs. Mauer
et al. also give a “Helmholtz” activation barrier of 1.5 4+ 2.9
kcal/mol based on ab initio molecular dynamics calculations
with species concentrations equivalent to ~1 M. The zero-point
corrected potential energy barrier computed in the present work
by the ab initio PCM method was 3.1 kcal/mol, similar to the
barrier of Maurer. We compare the PCM potential energy barrier
to the “Helmholtz” barrier because Mauer states that the two
fragments treated as the reactant in their study are not far enough
apart to be independently solvated; i.e., there is not a large
entropy change between the “reactants” (nonisolated) and
transition state in the MD simulation. This makes the Helmholtz
energy barrier in the MD simulation similar to a potential energy
barrier. The net result of this reaction is the isomerization of
peroxynitrous acid to nitric acid, catalyzed by a nitrite ion. The
reaction of peroxynitric acid (HOONO) also proceeds via OH™
transfer, but with the product being a nitric acid molecule and
nitrate ion.

Three additional rate coefficients in the system had experi-
mentally derived measurements available. Reaction 22 was
reported to be 6 x 10° M~! s7! at 298 K by Bourke and
Stedman, though the validity of this estimate is questionable
because of the pseudosteady state approximation used to derive
it.!* The TST estimate of 1.7 x 109 M~! s™! is quite close to
the experimental value. The rate coefficient for reaction 13 was
cited tobe 10 M~ s7! at 293 K and 37 M~! s~ ! at 298 K, and
the rate coefficient for reaction 19 was said to be ~15 M~! 57!
by Schwartz and White.>* These results disagree with our
calculated values; however, the TST estimates are based on the
higher energy reactant isomers (ONONO, and ONONO)

whereas the rate coefficients inferred by Schwartz and White
imply the more stable symmetric N,O4 and asymmetric N,O3
as the reactants. Combine this with the fact that these reactions
make little difference in the HONO yield or ignition time, and
we can ignore this discrepancy with little concern to overall
system behavior.

We briefly examined the effect of quantum chemistry method
employed on the computed reaction barriers, comparing the
B3LYP results discussed above with MP2 calculations. Five
reactions were studied (19, 26, 63, 80, and 84). These reactions
represent a good range of the reaction types included in the
mechanism. No clear trends were observed. The only conclusion
that can be drawn from this is that there are some discrepancies
between B3LYP and MP2 barrier heights, with the main
differences appearing in the electronic and electrostatic solvation
energies, as would be expected. More information can be found
in the Supporting Information.

Electron Transfer. Three reactions, shown below, were
modeled using simple Marcus theory to estimate the rate
coefficient. The reactions whose direct electron-transfer product
contains a labile proton (NH,O" in reaction 81 and NH,OH*
in reaction 89) were modeled both with and without an explicit
water molecule to accept the proton. After the electron is
transferred (or perhaps simultaneously), the proton will spon-
taneously move to the explicit water molecule, forming H3;O™"
complexed to a neutral product. When the reactions are modeled
without an explicit water molecule, the N—H or O—H bond
distances in the product ion (~1.08 A) are significantly larger
than in reactant (0.98—1.02 A), but still quite close to the parent.
A major difference between these two approaches was seen to
be the reorganization energy. This energy depends on the
structural differences between the reactant and product, which
are more pronounced with the explicit water molecule present
than without. These calculations are fraught with uncertainty
stemming from the ambiguity in defining the “true” reaction,
differences in energetics as the level of theory is changed
(particularly in the nonequilibrium structures), and general
assumptions built into the simple Marcus theory. That being
said, this analysis should provide a reasonable first estimate of
the electron-transfer rates.

elec trans

81. NO,"+NH,0" + H,0 =——=NO, +HNO + H,0"

elec trans

82.  NO,”+NO"=———=NO, +NO"

elec trans

89. NO,"+ NH,OH + H,0 NO,” +NH,0" + H,0"

Reaction 82 was the simplest because no hydrogen atoms
are involved, eliminating the need to consider explicit solvent
molecules. The reorganization energies were found to be small,
which was expected given that the reactant and product
structures are quite similar. The Agr and Ap terms are the force
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Figure 1. Reaction 81 electron-transfer geometries with and without an explicit water molecule.

constants of the 1-D parabolic energy surfaces of the reactant
and product along the assumed reaction coordinate. As written,
Ar and Ap were determined to be 28.6 and 29.6 kcal/mol,
respectively, of which 15—20 kcal/mol is attributed to NO; or
NO,™ reorganization. The energy change for the reaction based
on solution-phase CBS-QB3 calculations was 17 kcal/mol,
compared with ~10 kcal/mol with the semiempirical method
described in the Thermochemistry section. Regardless of which
energy of reaction is used, the reverse of reaction 82 is predicted
to have a barrier of 1—3 kcal/mol, which corresponds to a
diffusion-limited reaction. In the models to be discussed later,
this reaction was taken to be diffusion-limited in the exothermic
(i.e., reverse) direction.

Reaction 81 is complicated somewhat by the labile proton,
so the analysis was completed with and without an explicit
solvent molecule. The species’ geometries are shown in Figure
1 for both cases; note the significant structural differences in
the two situations. Without an explicit water molecule, the Agr
and Ap were determined to be 26.2 and 28.4 kcal/mol, with an
energy change of reaction of 11 kcal/mol. This translates
into a barrier of 13.3 kcal/mol and a rate coefficient of 1.1 x
10> M~! s7! at 298 K. With the explicit water molecule, Ag
and Ap were 61.1 and 40.78 kcal/mol, with an energy change
of reaction of 0.2 kcal/mol. This yields a barrier of 12.5 kcal/
mol and a rate coefficient of 4.1 x 103 M~! s~! at 298 K. The
close agreement of the barriers with and without a solvent
molecule is likely coincidental, because we will show very
different results for reaction 89. Empirical corrections to the
thermochemistry decrease the energy of reaction by ~2 kcal/
mol, resulting in a barrier of ~11.5 kcal/mol and a rate
coefficient that is an order of magnitude faster. Taking this into
account, a reasonable estimate of the barrier and rate coefficient
would be 12 £ 3 kcal/mol and 1 x 10* M~! s71, respectively.
Note that this ultimately results in the same products and is
several orders of magnitude faster than the direct H-abstraction
(reaction 10).

Reaction 89 was treated in an analogous manner to 81. A
large difference was again seen in the reorganization energies
with and without the solvent molecule. Without an explicit water
molecule, the Ag and Ap were determined to be 46.6 and 58.0
kcal/mol, with an energy change of reaction of 6.8 kcal/mol,
resulting in a barrier of 16.4 kcal/mol and a rate coefficient of
5.6 M~! s71 at 298 K. With the explicit water molecule, Ag
and Ap were 72.0 and 67.3 kcal/mol, with an energy change of
reaction of 5.9 kcal/mol. This yields a barrier of 20.5 kcal/mol
and a rate coefficient of 5.5 x 107> M~! s7! at 298 K. Either
way, this electron transfer appears to not be competitive with
the direct H-abstraction (reaction 9) that has a rate coefficient
on the order of 10° M~! s~1. As discussed below, the model
predictions are sensitive to the rate of reaction 9 and its
alternative, reaction 89. If the simple Marcus theory estimate
of the barrier for reaction 89 is flawed and the electron transfer
actually proceeds significantly faster than the H-abstraction, it
would have a major impact on the dynamics of the system.

To test the validity of the electron-transfer rate estimation
approach used here, we computationally examined the reaction
of CH,OH radical with NO; and compared the results with the
experimentally derived rate coefficient of 1 x 10° M~! 713
We only considered the case with an explicit water molecule
present in the calculations but examined the reaction at the
B3LYP/CBSB7 and CBS-QB3 levels of theory with the same
IEFPCM solvation model used throughout. For the B3LYP/
CBSB7 case, Ag and Ap were 60.6 and 53.3 kcal/mol, with an
energy change of reaction of —22.9 kcal/mol due to the
favorability of formaldehyde formation. This yields a barrier
of 4.7 kcal/mol and a rate coefficient of 2.1 x 10° M~! s™! at
298 K. At the CBS-QB3 level, Ar and Ap were 57.9 and 47.7
kcal/mol, with an energy change of reaction of —35.6 kcal/
mol, resulting in a barrier of 0.5 kcal/mol and a diffusion-limited
rate coefficient. These results agree well with the experimental
finding that this electron-transfer reaction is nearly diffusion
limited, primarily due to the large exothermicity of the reaction.

Solvent Cage Reactions. Reactions 75 and 77 were treated
as dissociative isomerizations in a solvent cage. These reactions
are not only important to the scavenging pathway that converts
hydroxylamine to nitrous oxide but also may have a significant
impact on the branching ratio between the scavenging and
autocatalytic pathways. The two traditional isomerization path-
ways for reaction 75 are present in the mechanism in the forms
of reaction 24, reaction 84, and the combination of reactions
73 and 74. A direct isomerization transition state was not found
for reaction 77, but the fully dissociative isomerization pathway
is included with reactions 59 and 88.

75r.  NH,0ONO=(NO"—NH,0") = ONNH,0
77.  ONNH,0OH'=(NO" — NH,OH)=NH,0(H)NO*

Determining the potential energy surface for the dissociation
of NH,ONO requires multiple calculations because the singlet
state is most stable at small separations, whereas the triplet (two
radical fragments) is most stable at large separations. The
restricted singlet state at large separations corresponds to ionic
species NH,O™ and NO™, which are much less stable than their
radical counterparts. For this reaction, a constrained scan was
performed for the restricted singlet and restricted triple states.
The singlet energies were taken when R — Req < 1.25 A (the
approximate point at which the restricted singlet and triplet
energy surfaces cross), and triplet energies were used at larger
separations. The equilibrium N—O separation was Req = 1.45
A. The composite surface was used in the calculation of the
rate coefficient and can be seen below in Figure 2. A rigid scan
showed that the barrier to rotation of the NO fragment was less
than kg7 when the N—O distance was larger than 4.5 A, or R
— Reg> 3.0 A. The parameters chosen for the switching function
for this reaction were . = 0.15 A=25 and 8 = 2.5, allowing
S(R) to achieve a value of 0.015 at an N—O distance of 4.5 A.
The values of the partition function contributions as a function
of separation are presented in the Supporting Information.
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Figure 2. Potential energy () and free energy (< and dashed line)
surfaces for the dissociation of NH,ONO (reaction 75); partition
function and ZPE contribution to free energy (+); ONNH,O free energy
(A); dissociated fragments free energy (O). All at 298 K and a standard
state concentration of 0.0409 M.

The partition function and the potential energy, including
electrostatic and nonelectrostatic solvation energies, can be
combined to yield the free energy along the reaction coordinate,
as was shown in eq 16. The free energy profile is given in Figure
2 along with the total partition function contribution to the free
energy (—RT In[Qal), including the zero point energy. A
transition state can clearly be seen from the free energy profile
and is located at a separation of 2.5 A, or R — R.¢=1.0 A. The
free energy change from the reactant to transition state (AGrs)
is 15.9 kcal/mol. Using this value with eq 17 yields a rate
coefficient estimate of 1.3 x 10! s™! for the formation of the
caged complex from NH,ONO. It appears that the free energy
surface flattens out after the transition state, so we estimate the
free energy change from the reactant to the complex to be ~11.5
kcal/mol. The nonelectrostatic solvation free energy accounts
for ~1.7 kcal/mol of the free energy barrier. The translation of
the free energy surface into a rate coefficient for the overall
caged isomerization reaction is discussed below. The free energy
of ONNH,O (11.2 kcal/mol) and free fragments (13.5 kcal/mol)
relative to the NH,ONO potential energy are also shown in
Figure 2 for a standard state concentration of 0.0409 M at 298
K.

The characterization of reaction 77 was more straightforward
because the reactant and complex were always most stable in
the singlet electronic state. The energy, free energy, and partition
function contribution to free energy are shown in Figure 3, and
a summary of the partition function with separation is given in
the Supporting Information. For this reaction, we also include
the potential and free energy profile for the isomerization product
breaking at the O—N bond. The energy profiles for both reactant
and product are very similar, as is the barrier to convert the
complex to either ONNH,OH™ or NH,OHNO™. The partition
function contribution to the free energy is essentially identical
for the reactant and product, so only that of ONNH,OH™ is
shown here. A rigid scan revealed that the NO™ fragment could
rotate freely with respect to the NH,OH fragment when R —
Req > 4.0 A. The equilibrium separation was 1.92 A in
ONNH,OH™* and 2.14 A in NH,OHNO™. The parameters used
in the switching function for both the reactant and product were
a=0.15A2and B = 2, allowing S(R) to achieve a value of
0.016 when R — R,q = 4.0 A. The free energy barrier for this
reaction was determined to be 21.7 kcal/mol, resulting in a rate
coefficient estimate of 7.5 x 107* s™! for the reaction of
ONNH,OH™ to the caged complex. The nonelectrostatic sol-
vation free energy accounts for ~1.6 kcal/mol of the barrier in
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Figure 3. Potential energy (O) and free energy (< and dashed line)
surfaces for the dissociation of ONNH,OH" (reaction 77); partition
function and ZPE contribution to free energy for ONNH,OH' (+);
potential energy (M) and free energy (4 and solid line) surfaces for
the dissociation of NHOHNO™ relative to ONNH,OH™; NH,OHNO*
free energy (A); dissociated fragment free energy (O). All at 298 K
and a standard state concentration of 0.0409 M.

this reaction. The free energy change from the reactant to the
complex is ~21.2 kcal/mol for this reaction.

Figure 4 provides a summary of the free energy surfaces for
reactions 75 and 77 and includes the free energy of the free
fragments. The effective rate coefficient for the DISC pathway
can be estimated by making the pseudosteady state approxima-
tion for the caged complex, ignoring the possibility of forming
the free fragments. We found that the barrier to form the reactant
or product from the caged complex were nearly the same for
reaction 77; for simplicity and due to the uncertainties involved,
we assume that the barriers to form either isomer from the caged
complex are equal. Performing the PSSA analysis with these
assumptions leads to the effective rate coefficient expression:

DISC = ]/Zkreacl—'caged, essentially saying that half of the caged
complex forms the product, and the rest falls back to the reactant.
The resulting rate coefficients for reactions 75 and 77 were
calculated to be 6.7 s™' and 3.7 x 107* s™!, respectively.

The direct TS rate coefficient at the MP2/CBSB7 level for
the isomerization of NH,ONO to ONNH,O was found to be
3.9 x 10! s7!, which is faster than the DISC rate coefficient in
this case. It is also noticeably faster than the direct rate
coefficient calculated via B3ALYP/CBSB7 (reaction 84 in Table
3) because the MP2 barrier is ~4.5 kcal/mol smaller. The
computational methodology may have a large impact on the
estimated rate coefficients, highlighting the significant uncer-
tainty in the methodology. All methods give a small rate
coefficient for reaction 77, indicating that ONNH,OH* and
NH,OHNO™ react by other routes, primarily deprotonation
reactions. This shows that these DISC reactions will likely not
be an important part of the model and justifies not refining the
rate estimates further. In general, DISC reactions will become
important when the barrier to form the caged complex is
significantly lower than the barrier for the concerted isomerization.

Modeling Results and Discussion. The system of interest
has been studied by several researchers, mainly concerned with
product yields and ignition time, which are generally used to
define the stability of the system. The ignition event is
characterized by a precipitous decrease in the hydroxylamine
concentration and a concurrent increase in the nitrous acid and/
or nitrous oxide concentrations. Pembridge and Stedman'? and
Bennett et al.* have collected yield and ignition time data for
the system at 298 K and over a limited range of initial nitric
acid, nitrous acid, and hydroxylamine concentrations. These data
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TABLE 5: Corrections to Thermochemistry To Force
Agreement with pK, Values

AHi so1tion(298K) (kcal/mol)

species  correction modified value expt source
H,O 0.2 —68.3 —68.3  ref 38
HONO 0.7 —28.5 —28.5 ref 38
NO,~ 0.7 —117.3 —118.0 refs 38 and 11
HONO, —3.0 —47.3 —49.6 ref 38
NO3~ 1.0 —142.2 —142.0 refs 38 and 11
NH,OH 2.0 —23.5 —23.5 ref 38
NH;OH* 0.0 60.7 60.2 refs 38 and 11
N>H4 3.5 8.2 8.2 ref 38
NoHs* —1.0 88.7 91.2 refs 38 and 11

will be used as a metric for the kinetic model prediction, and
to identify which model parameters would need to be changed
to achieve agreement.

The model has four major parts: the reaction mechanism,
basic thermochemistry, rate coefficients, and activity coefficients.
Two modeling results will be presented, including a model
where the ab initio thermochemistry has been modified to match
experimental acid/base equilibria and another with modified rate
and thermodynamics parameters to best match the experimental
results. Model sensitivity analysis will show that there are only
a small number of rate coefficients and thermochemical
parameters that significantly affect the nitrous acid yield and
the ignition time.

Thermochemistry and Rate Coefficient Corrections. The pK,
values of the major acids in the system are known accurately,
so it is prudent to force the estimated thermochemistry to match
with the well established experimental values when modeling
the system. This was accomplished by altering the AH; of either
the conjugate acid or base. If experimental data were available
for the AH; of species involved in the reaction, then the
correction was made to improve the agreement of both the
estimated AH; and pKax with experimental data. The ionic
species were modified with more prejudice because both the
ab initio solvation model and the experimental data are likely
to have larger errors for charged species than for neutral species.
The corrections to the thermochemistry can be found in Table
5. In addition to these changes, the enthalpy of formation of
NO™ was decreased by 5 kcal/mol, to match the experimental
free energy change for the HONO + H;0"™==NO™ + 2H,O
equilibrium of 8.9 kcal/mol.?” Any further corrections to the
thermochemistry needed to match the experimentally observed
HONO yields and ignition times will be discussed later.

Another important correction is for the activity coefficients
of the major species, in this case HONO,, H,0, H;0%, and
NO;~. Fortunately, nitric acid systems have been characterized
by a number of researchers and several estimates for the activity
coefficients in a nitric acid/water system are available.!$3%43
Ideally, one would like to have the individual activity coef-
ficients for each species; however, typically a mean ionic activity

coefficient is measured for ionic species. This represents the
geometric mean of the activity coefficients of the counterions
but tells nothing of the individual behavior of the ions. The
activity coefficients of undissociated nitric acid and water can
be found in the literature.'® There are several sources for the
mean ionic activity coefficient for which the data do not agree,
so there may be considerable uncertainty. This will lead to
further uncertainty in the predictions of the kinetic model, but
the nonideality must be accounted for to achieve meaningful
results. The activity coefficients used in the models were fitted
to data from Davis and de Bruin'® for undissociated nitric acid
and water, and to the mean ionic activity coefficient reported
by Hamer and Wu* for both NO; ™~ and H;0O™. Details on exactly
how these activity coefficients were built into the model can
be found in the Supporting Information. Activity coefficients
are the last major piece required to achieve a realistic model.
The infinite-dilution activity coefficients are often overlooked
but are especially important when the aqueous system has a
significant concentration of solutes. Ignoring these terms ef-
fectively means neglecting the solute—solvent interaction change
when the solvent changes from pure water (as in the solvation
model) to the actual solvent mixture (as in the real aqueous
nitric acid system).

The limited experimental rate data available for comparison
suggest that the calculated rate coefficients are even more
uncertain than the calculated thermochemistry. It is well
understood that gas-phase computational estimates of transition
state energies generally have larger errors than the associated
equilibrium structures, and there is no reason to believe this
would change for solution-phase estimates. It is likely that the
errors in reaction barriers would be even larger in solution
because the parameters in the solvation models have been tuned
to match equilibrium structures and several specific solvent
effects known to affect rate coefficients are neglected in
continuum models.

Initial Model. The full system of differential equations was
solved using the thermochemistry estimates and ab initio rate
coefficient predictions. An initial, minimally modified model
is presented first, which leads into the sensitivity discussion and
the further refinements presented later. The barrier for reaction
81, the electron transfer between NH,O and NO,, was the only
additional alteration to the model (besides those mentioned in
the previous section) and was taken to be 11 kcal/mol for this
model. This assumed value lies well within the believed
accuracy of our previously described estimate. The value of this
parameter significantly affects the HONO yield, as will be
shown in the sensitivity analysis. The initial model shows the
ability to reproduce some of the experimental yield data, keeping
in mind that the barrier of reaction 81 was adjusted to fit the
experimental HONO yield for the following initial condition:
[NH,OH]p = 0.012 M, [HONO]p = 4 x 1075 M, [HONO,], =
3M, [0s]p=1 x 107* M, and T = 298 K. For all models, the
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Figure 5. Initial model: (a) Nitrous acid yield as a function of initial hydroxylamine concentration for an initial nitrous acid concentration of 4 x
1075 M (O and solid line), 0.001 M (x and dashed line), and 0.004 M (A and dotted line). (b) Nitrous acid yield (O and solid line) and corrected
nitrous oxide yield (A and dashed line) as a function of initial hydroxylamine concentration for an initial nitrous acid concentration of 4 x 1073
M. Markers indicate experimental data, and lines give the model results. The corrected N,O yield is the sum of the Henry’s Law corrected experimental
N,O and N, yields; see text for details. Experimental data from ref 36. [NO3~]o = 1 M for these results.

initial concentration of all other species was taken to be zero.
This may not be an accurate assumption given the nitric acid
solution will likely have a variety H/N/O species present in small
but appreciable quantities; this is address briefly in the sensitivity
analysis.

The product yield results are shown in Figure 5 for varying
initial hydroxylamine and nitrous acid concentrations. The
results are very reasonable for this metric. In Figure 5b, the
corrected nitrous oxide yield was defined as the sum
of the Henry’s Law corrected experimental N, and N,O yields.3
The nitrogen and nitrous oxide yields are combined because
the model does not contain a molecular nitrogen formation
pathway, and it is believed that the nitrogen is produced through
an offshoot of the scavenging pathway at low hydroxylamine
concentrations.?® Therefore, we assumed that any nitrogen
produced will reduce the nitrous oxide yield, and not affect the
nitrous acid yield. The experimental N,O and N, yields of
Bennett et al. were measured through a combination of the
pressure above the solution and gas chromatography. The mass
balance suggests Bennett et al. did not take vapor—liquid
equilibrium into account (a significant amount of N>O is
dissolved in the liquid phase). This was corrected using eq 19,
showing the relationship between the effective solution-phase
concentration (as would be given by our single-phase model),
the gas-phase concentration, and the Henry’s Law constant (H)
with units of (mol/L)sin/(mol/L)g,s. The Henry’s Law constants
are 0.61 for N,O and 0.015 for N,.** The liquid/gas volume
ratio was not specified in the original paper and was assumed
to be 1:1 for this analysis. The adjusted values agree much better
with the modeling results, and they also provide a more complete
material balance.

Cﬁ{j: Niotal — VlichasH + Vgascgas _ CgaS(H N h)
Vliq th th

19)

Despite reasonable agreement with yield data as a function
of the initial hydroxylamine concentration, the initial model fails
to reproduce other metrics, particularly the ignition time and
HONO yield as a function of acidity. The temporal absorption
profile corresponding to HONO is given in Figure 6 for the
experimental data'> and model results. The model concentration
was converted to absorbance using an extinction coefficient of
50 M~! cm™! and a path length of 1 ¢cm.3® The model predicts
an ignition time that is approximately 2 orders of magnitude
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Figure 6. Initial model: absorbance profiles for nitrous acid (372 nm)
for different initial hydroxylamine concentrations: 0.012 M (<> and solid
line); 0.006 M (O and dashed line); 0.003 M (+ and dotted line).
Markers indicate experimental data, and lines give the model results.
Experimental data and € = 50 M~ cm™! from ref 36. [NOs Jp=1M
for these results.

larger than experiment, which is a significant deficiency for a
model that we would like to use to predict the stability of the
system. However, the trends match very well, and if the ignition
time could be shifted to shorter times without affecting the yield,
the model results would be reasonable. Fortunately, there are a
number of ways in which the ignition time can be shortened
without significantly affecting the yield. Increasing the rate
coefficient of reaction 22 (NH;OH'+H,O + NOT — NH30ONO™
+ H;0™) has the largest potential effect. The thermochemistry
of species which participate in these reactions also can
significantly affect the timing. The species thermochemistry with
the most sensitivity are NO*, NH;ONO™, and NO,, ignoring
species present in the major acid/base equilibria. Many com-
binations of rate coefficient and thermochemistry changes can
yield the desired ignition time, so the choice of which parameters
to modify is somewhat arbitrary. Despite having these handles
at our disposal, it was not possible with modest perturbations
to achieve a better agreement with experimental data than
approximately 1 order of magnitude in ignition time. Although
it would be possible to force agreement with more and/or larger
changes, we view such changes as too arbitrary to present here
(though given the large uncertainties in some of the model
parameters, quite large adjustments may be correct).

The other major discrepancy is the acidity dependence of the
nitrous acid yield, which experimentally shows nonmonotonic
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Figure 7. Initial model: nitrous acid yield as a function of initial acid
concentration at various initial hydroxylamine concentrations: 0.001
M (<> and solid line); 0.005 M (O and dash-dot line); 0.01 M (+ and
dashed line); 0.1 M (A and dotted line); 0.2 M (O and dash-dot-dot
line). Markers indicate experimental data, and lines give the model
results. Experimental data from ref 12.

behavior as the concentration of nitric acid is increased.'? The
model does a poor job of capturing this trend, as shown in Figure
7. As with the ignition time, this disagreement could not be
rectified by modest changes in the parameter values. Sensitivity
analyses performed at nitric acid concentration of 3 and 8 M
showed that no single perturbation in species thermochemistry
could cause the yield to decrease at 8 M and stay the same or
increase at 3 M. The model predictions do show a nonmonotonic
behavior, but the peak in the yield curves occurs at nitric acid
concentrations larger than 10 M, and systems having a larger
initial hydroxylamine concentrations peaked at higher nitric acid
concentrations. This trend is similar to the experimental data,
but offset by a large amount in yield and nitric acid concentra-
tion. This problem may be indicative of deficiencies in activity
coefficient predictions for the major species and/or ignoring the
infinite dilution activity coefficients of the minor species in nitric
acid.

Despite the deficiencies in the initial model, we can examine
the reaction fluxes to determine the autocatalytic and scavenging
pathways demonstrated by this model. The autocatalytic pathway
is shown below, where the NO, is supplied by a combination
of reactions 6, 7, and 19. The branching between the two
pathways mainly occurs with the reactions of NH;ONO, where
dissociation of this species leads to the autocatalytic products
and isomerization leads to the scavenging products. As with
any complicated mechanism, there are other minor interactions
between the two branches, but the majority of the behavior can
be characterize by this species. Although the branching occurs
with NH,ONO in this case, the rate limiting reaction in the
autocatalytic branch appears to be reaction 81.

Ir.  H,0"+HONO = NO"+2H,0

22.  NH;OH"+H,0+NO" = NH,ONO" +H,0"
23r.  NH,ONO'" +H,0 = H,0" + NH,ONO

73r.  NH,0ONO = NO'+ NH,0’

81.  NO,”+NH,0"+H,0 = NO,” +HNO +H,0"
14.  NH,O"-+HNO == NH,0H + NO*

12. NO"+NO,” = ONONO

Ashcraft et al.

13. ONONO + H,0 = HONO +HONO

The dominant nitrous acid scavenging pathway predicted by
the initial model is presented below. There are other minor
channels that contribute to the scavenging, but all other fluxes
are several orders of magnitude less. Under these conditions,
reaction 24 is the yield-limiting step in the scavenging reaction,
whereas reactions 1 and 22 govern the time-evolution of the
system under these conditions.

Ir.  H,0"+HONO=NO"+2H,0

22.  NH;OH"H,0+NO" = NH,ONO" +H,0"
23r.  NH,;ONO" +H,0 = H,0" + NH,ONO

24.  NH,ONO-2H,0 == ONNH,0-2H,0

61r.  H,0" + ONNH,0 = ONNH,OH" + H,0

60.  ONNH,0OH" +H,0 = H,0" +ONNHOH
28r.  ONNHOH + H,0" = ONNH" + 2H,0

29r.  ONNH'"+H,0 = N,0+H,0"

Understanding this rather complex kinetic system requires
careful analysis, as is discussed in the following sections.

Sensitivity Analysis. The first-order sensitivities were esti-
mated by finite differences, changing the rate coefficients, the
enthalpies of formation, and the initial conditions. These
parameters were perturbed and the change in the nitrous acid
yield, hydroxylamine conversion, and “ignition time” were
monitored to determine the species/reactions most important to
the reacting system. Yields were defined as the change in
concentration from the initial condition divided by the initial
hydroxylamine concentration. The “ignition” time was defined
as the time until the half-maximum in the HONO concentration
profile and is undefined if the concentration never increases
above the initial value, e.g., negative HONO yields. The initial
condition was chosen to be [NH,OH]y, = 0.012 M, [HONO]y
=4 x 107> M, [HONOz]o = 3 M, [Oz2]p = 1 x 107* M, and
T = 298 K, a condition where many experimental data are
available. The acid/base equilibria for HONO; is fast, and
[HONO;]o = 3 M is approximately equivalent to [H3O%]y = 3
M and [NO37]p = 3 M. The rate coefficients were increased/
decreased by a factor of 5 and the enthalpies of formation were
increased/decreased by a 0.1 kcal/mol in these analyses. The
full sensitivity and flux analyses of all models can be found in
the Supporting Information. A model is often most sensitive to
species or reactions that are omitted in the model; despite efforts
to include many reasonable species and reactions, no complex
mechanism can ever be deemed complete.

The system is only sensitive to a handful of reactions and
thermochemical parameters. Relatively small perturbations in
the system parameters will likely not change the main reaction
channel but may change which reaction in the pathway is rate-
limiting and most influential to the nitrous acid yield. When
thinking about the sensitivity, it is also important to remember
the autocatalytic nature of the reaction and how it may affect
the sensitivity results. In this type of reaction, there are two
extremes, purely autocatalytic and purely stable, and the
intermediate regime where the autocatalytic and scavenging
processes are somewhat balanced. If the model predicts a purely
autocatalytic response, then the HONO yield will always be
high and constant, no matter what system parameters are varied,
and all of the sensitivity values will be near-zero. A similar



Oxidation of Hydroxylamine by Aqueous Nitric Acid

()

HONO Yield

[NH,OH] | x 100 (M)

J. Phys. Chem. A, Vol. 112, No. 33, 2008 7591

Product Yield

O'OO 1 2 3 4

[NH,OH] x 100 (M)

Figure 8. Final model: (a) Nitrous acid yield as a function of initial hydroxylamine concentration for an initial nitrous acid concentration of: 4 x
1075 M (O and solid line); 0.001 M ( x and dashed line); 0.004 M (A and dotted line). (b) Nitrous acid yield (O and solid line) and corrected
nitrous oxide yield (A and dashed line) as a function of initial hydroxylamine concentration for an initial nitrous acid concentration of 4 x 1073
M. Markers indicate experimental data, and lines give the model results. The corrected N,O yield is the sum of the Henry’s Law corrected experimental
N,O and N, yields; see text for details. Experimental data from ref 36. [NO3~]o = 1 M for these results.

behavior would be seen for a purely scavenging (stable) system
with a small HONO yield. However, in the parameter space in
between, minor changes in the system parameters can elicit large
changes in the yield, which is where the true physical system
is known to exist.

The sensitivity of the initial model to the various parameters
was examined. The main objective of this analysis was to find
the parameters that are most important to the autocatalytic and
scavenging pathways. The change in HONO yield was used as
the main metric in determining the system sensitivity to a given
parameter. The two most influential rate coefficients were those
of reactions 81 and 24, indicating that they are the rate limiting
reactions and govern the branching ratio. Perturbing reactions
74 and 61 also showed a moderate ability to change the HONO
yield, though the system sensitivity to these reactions is about
an order of magnitude less than reactions 81 and 24. In the
thermochemistry sensitivity analysis, many of the important
species are involved in the acid/base equilibria that were fixed.
This is not unexpected because these equilibria govern the
concentrations of major species within the system; however,
these thermochemical parameters cannot be changed indepen-
dently because it would violate the experimental pK, values
mentioned earlier. For the initial model, the HONO yield is most
sensitive to the thermochemistry of H,O, H;Ot, HONO,
ONNH,;0, NO3;~, NH,ONO, NH;0, and NO,. Many of these
species are also present in the reactions that had the highest
sensitivity.

The sensitivity of the initial model to changes in the initial
concentration of minor species was also investigated. The initial
concentrations of HONO,, NH,OH, HONO, and O, were fixed,
and the initial concentrations of other species in the systems
were individually changed from zero to 1 x 1073, 1 x 1074, or
1 x 1073 M. Although the initial concentration of O, was fixed
in this analysis, a cursory analysis showed that it had little effect
on the model within its reasonable range; the chosen value of
1 x 107* M represents a reasonable upper bound based on
equilibrium arguments.*> The detailed effect on the system
behavior is given in the Supporting Information and is sum-
marized here. It is worth noting that the perturbed concentrations
will likely be absurdly large for many of the intermediates, but
this analysis is meant to indicate the worst case scenarios. None
of the single perturbations significantly affected the HONO yield
of the system at any of the initial concentration levels. For the
initial concentration level of 1 x 1075 M, the “ignition” time
was changed by no more than 7%, with the time from 5% to

95% of the HONO yield remaining essentially fixed. When the
initial concentration level was set to 1 x 107* M, the ignition
time decreased by up to 30%, and the time from 5% to 95% of
the HONO yield changing by less than 2%. The concentration
value of 0.001 M could elicit even larger changes but is
unrealistic for nearly all of the minor species. The interplay of
combinations of minor species having a significant concentration
could potentially be more important, but the full combinatorial
exercise was not undertaken for obvious reasons. A simple
Monte Carlo analysis was performed by allowing each minor
species’ initial concentration to randomly vary between 1 x
107 and 1 x 107® M. The initial concentration vector was
unique for each of the 3000 MC steps; however, given the 40-
dimensional space, these steps represent a miniscule part of the
variable space. The change in yield and ignition time was
calculated relative to the normal case of assuming a zero initial
concentration for minor species. The absolute values of the
HONO yield change and ignition time change for all cases were
less than 0.0001 and 300 s, respectively, out of base values of
0.32 and 14600 s.

Final Model. Although the initial model fails to reproduce
some of the data, we had fixed the thermochemistry of the major
acid/base species. As one may expect, the thermochemistry of
these species is important not only to the acid/base equilibria
but also to other reactions and system behavior in general. If
the experimental absolute enthalpy of formation data have large
uncertainties, then we may be forcing incorrect species ther-
mochemistry even though the pK, values are correct. In the
final model, the thermochemistry of nitric acid and the nitrate
ion were modified, though still enforcing the experimental pKa.
Instead of the corrections of —3 and +1 kcal/mol for HONO,
and NO3~ shown in Table 5, we introduced corrections of +2
and +6 kcal/mol; the other thermochemistry corrections were
the same as before. Because the HONO,/NO;3™ changes tend to
make the system more autocatalytic, the E5 value for reaction
24 was decreased by 3 kcal/mol and the E, value for reaction
81 was set to 15.5 kcal/mol to achieve the proper yield.

The modeling results for the nitrous acid and nitrous oxide
yields are shown in Figure 8. These model predictions are
essentially identical to those presented earlier, matching the
experimental yield measurements well. The acidity dependence
of the nitrous acid yield for this model is shown in Figure 9.
Here the model-predicted HONO yield follows the same
nonmonotonic trend as the experimental data, showing a
distinctive peak as the initial concentration of nitric acid is



7592 J. Phys. Chem. A, Vol. 112, No. 33, 2008

14

1.2

1.0

0.8

0.6

HONO Yield

0.4

0.2

-
/ wee® -
0.0 Lt bl T L T L O ]

2 4 6 8 10
[HONO,] (M)

o

Figure 9. Final model: nitrous acid yield as a function of initial acid
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dashed line); 0.1 M (A and dotted line); 0.2 M (O and dash-dot-dot
line). Markers indicate experimental data, and lines give the model
results. Experimental data from ref 12.
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Figure 10. Final model with the E4 for reaction 9 decreased by 5
kcal/mol. Absorbance profiles for nitrous acid (372 nm) for different
initial hydroxylamine concentrations: 0.012 M (<>- and solid line); 0.006
M (O and dashed line); 0.003 M (+ and dotted line). Markers indicate
experimental data, and lines give the model results. Experimental data
and € = 50 M~ 'em™! from ref 36. [NO3;™]o = 1 M for these results.

increased. This is a direct result of the modification of the nitric
acid thermochemistry, which depressed and shifted the position
of the peak in HONO yield. The autocatalytic mechanism in
this case is essentially the same as was seen in the initial model.

The ignition time predicted by the final model is still about
2 orders of magnitude too slow with only the corrections
mentioned above. This can be partially corrected by decreasing
the NO™ enthalpy of formation further and/or by increasing the
rate of reaction 22 without a significant impact on the product
yields or the mechanism. Another change that could be
employed is decreasing the E for reaction 9, NH,OH + NO,
— NH,O + HONO, by 5.0 kcal/mol. This yields a rate
coefficient of 3 x 107 M~! s7! and changes the ignition time
from about 17000 to 60 s, which is similar to the experimental
data. The barrier for reaction 9 was predicted to be ~6 kcal/
mol, so 5 kcal/mol is a significant change. Alternatively, fast
electron transfer for the NH,OH + NO, — NH,OH" + NO,~
reaction would have essentially the same effect on the kinetics,
but this would require a barrier much lower than that predicted
by simple Marcus Theory. A comparison of the adjusted model
and experimental HONO traces are given in Figure 10. The
change to reaction 9 does not materially affect the model yields
presented in Figure 8 and Figure 9.
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Although only modestly affecting the product distributions,
accelerating reaction 9 results in major changes in the scaveng-
ing and autocatalytic pathways. The mechanism no longer relies
on the formation of NO* and reaction 22 to drive the evolution,
but instead almost the entire flux is channeled through reaction
9. The new dominant autocatalytic mechanism is given below.
Minor channels that contribute species to the main pathway have
been omitted. The initial part of the autocatalytic mechanism
is similar to what was previously proposed by Pembridge and
Stedman; however, our model does not indicate that reaction
13 is a significant source of nitrous acid formation, as proposed
by Pembridge and Stedman. In fact, the model flux analysis
shows that there is a large reverse flux for reaction 13, which
generates ONONO and ultimately serves as a source of NO
radicals for the scavenging pathway.

19r.  HONO,+HONO = H,O -+ ONONO,

7t.  ONONO, =NO,"+NO,’

9. NH,OH+NO," = NH,O"+ HONO

81.  NO,"+NH,0"+H,0 = NO, +HNO + H,0"
41.  NO,"+NH,0" = NH,0NO,

90r.  NH,0ONO, =NH,0" +NO,~

14.  NH,O"+HNO = NH,0H + NO’

The new scavenging pathway is given below, which is the
same as before once ONNH,O is formed. As mentioned above,
the source of NO radicals in the scavenging pathway is mainly
from the decomposition of ONONO following the reverse of
reaction 13.

19r.  HONO,+HONO = H,0 + ONONO,
7r.  ONONO, = NO,"+NO,"

9.  NH,0H+NO," = NH,0"+HONO

73.  NO'+NH,0° = NH,0ONO

24, NH,0ONO-2H,0 = ONNH,0+2H,0

This exercise of parameter adjustment was not meant as an
attempt to find the correct mechanism; because of the uncertain-
ties in the rate and thermochemical parameters, there is not
enough information to uniquely determine which pathways
dominate. The purpose is to show that fairly good agreement
with experimental data can be obtained with a few small changes
in the parameters, well within the uncertainty of the estimates.
There are many ways that the parameters could be altered to
achieve partial agreement with the data, even yielding different
autocatalytic pathways; two of these likely autocatalytic path-
ways are presented here. Given the uncertainties in the ab initio
thermochemistry and rate coefficients, we cannot differentiate
between these two mechanisms or prove that either is dominant
in the physical system. It is hoped that these hypotheses and
rate coefficient calculations will help to guide experimental work
attempting to draw a more precise picture of the true scavenging
and autocatalytic pathways.

Conclusion

A general procedure for estimating solution-phase rate
coefficients from ab initio calculations is presented. Traditional
transition state theory procedures are outlined as they apply to
solution-phase estimates, taking care to address standard states
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and activity coefficients correctly, as discussed in the Supporting
Information. A method was proposed to estimate rate coef-
ficients for dissociative isomerizations in a solvent cage, drawing
ideas from variational transition state theory. The importance
of including explicit solvent molecules in particular classes of
reactions was shown. Unfortunately, a lack of meaningful
experimental rate coefficient data precludes us from drawing
conclusions about the absolute accuracy of the TST or caged-
reaction rate coefficient estimates. However, given the error
present in the thermochemistry, it is unlikely the activation
barriers are more accurate than 2 kcal/mol, which translates to
at least 1 order of magnitude uncertainty in the rate coefficients
at 298 K.

The hydroxylamine/nitric acid/nitrous acid system was mod-
eled using a proposed 90-reaction mechanism, taking into
account several types of chemistry. The initial, minimally
modified model showed some ability to reproduce experimental
yield data; however, the time scale of the reaction and the acidity
dependences of the yields could not be rectified with a few small
perturbations in the parameters. The acidity dependence could
be accurately modeled by making changes to the thermochem-
istry of nitric acid and the nitrate ion, while constraining them
to be consistent with the known pKa. Potential autocatalytic
and scavenging pathways were proposed, although a definitive
mechanism cannot be determined due to the uncertainties in
the predicted rate coefficients and thermochemistry.

More importantly, we have highlighted the areas in which
major improvements need to be made to successfully model a
complex solution-phase system. The most important advances
will come from more accurate, yet computationally efficient,
solvation models that allow accurate equilibrium constants and
reaction barriers to be estimated. New theories more precisely
describing atypical reaction types that are found in condensed-
phase systems will also be needed to fully understand condensed-
phase dynamics. A reliable methodology for estimating activity
coefficients of stable species and transition states, including at
infinite-dilution in multicomponent mixtures, will also be critical
when studying concentrated aqueous solutions. Many researchers
are currently working on these tasks, and we applaud their
efforts; however, the community must make significantly more
progress before ab initio prediction of complex aqueous system
behavior is a reality.
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