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We present a computational study of the structure and dynamics of an excess electron in a medium-sized
water cluster aimed at addressing the question of interior vs exterior solvation. Ab initio Born-Oppenheimer
molecular dynamics simulations were performed within the DFT framework, employing a hybrid Gaussian
and plane-wave formalism together with the PBE exchange-correlation functional and norm-conserving
pseudopotentials. Analysis of a 15-ps trajectory allowed us to reach the following conclusions: (i) the excess
electron is predominantly located at the cluster surface (even if it is initially placed in the interior), (ii) the
computed electron binding energies correlate with the electron localization rather than with its bulk vs surface
location, and (iii) a dynamical interconversion between two different H-bond patterns around the electron
occurs. The computed electron binding energies and the most relevant features of the IR spectrum are in a
very good agreement with results of previous experimental studies.

Introduction

Excess electrons in water, denoted as hydrated electrons, eaq
-,

are of fundamental importance in several fields including
radiation and atmospheric chemistry, biology, and astrophysics1–3

and have, therefore, been the subject of significant interest since
their discovery in 1962.4 The ability to bind an electron is a
collective property of water molecules: whereas a single water
molecule does not bind an excess electron, a water dimer already
does.5 However, the character of the excess electron in a water
dimer and in small water clusters in general is different from
that in the bulk. In small clusters, the excess electron, commonly
denoted as a dipole-bound electron, is weakly bound at the
exterior by electrostatic and dispersion interactions.6–13 Its
binding energy is in the 100 meV range, and a relevant fraction
of its wave function typically exceeds the size of the water
cluster. In contrast, in larger clusters with tens to hundreds of
water molecules, the electron binding is stronger (in the
electronvolt range) and mainly of electrostatic nature,14–20 and
its properties such as binding energy and solvation structure
converge to those observed for hydrated electrons in extended
aqueous systems.

Small anionic water clusters offer an appealing alternative
to bulk systems, as experiments can be carried out under well-
controlled conditions and simulations can be performed with a
sufficiently accurate methodology. Bulk properties can be
extrapolated from the behavior of clusters of increasing size.
However, we stress an important issue concerning the extrapola-
tion of cluster properties to the bulk liquid, namely, temperature.
Cluster experiments are typically carried out under cryogenic

conditions, so the systems are either nanocrystals or amorphous.
Consequently, one should be cautious when extrapolating to
the situation of an electron in the bulk liquid.

Despite numerous efforts, electron solvation in water clusters
is still not completely understood. One of the most fundamental
questions, whether the electron prefers interior solvation or
surface solvation, is still a matter of controversy. Surface states
were first identified by path integral molecular dynamics (MD)
simulations,21 where they were found to be preferred for clusters
comprising 8-32 water molecules. For (H2O)n

- with n g 64,
it was deduced that internal solvation becomes energetically
favored, implying a surface-to-bulk transition in the range 32
e n e 64 molecules. Electron photodetachment experiments
for clusters up to n ) 69 showed that the electron binding energy
scales linearly with n-1/3 for n g 11.14 This result is compatible
with internally solvated electrons, as a simple theoretical model
predicts the same scaling for a spherical charge distribution in
a uniform dielectric medium.21

An important experimental breakthrough was achieved re-
cently.15 Monitoring electron photodetachment spectra of small
clusters under different experimental conditions, typically at
temperatures of around 200 K where such clusters are believed
to still be liquid-like, it was possible to demonstrate the
copresence of (at least) three different isomers. These isomers
were characterized by different values of the electron vertical
detachment energy (VDE), and on the basis of VDE scaling
arguments and comparison with theoretical calculations, the
most stable isomer was described as a bulk state, and the
remaining two isomers were identified as surface states.
Moreover, it was suggested that the expected surface-to-bulk
solvation transition takes place already for rather small clusters
(ng 11). These claims, although supported by later experimental
work,16 have been challenged by quantum-classical pseudopo-
tential simulations,17 in which the most stable state appears to
be a surface state and the surface-to-bulk transition takes place
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for larger clusters. The authors of this computational study also
referred to a different theoretical model that gives rise to a n-1/3

scaling of VDEs for surface states as well.22 However, recent
high-level ab initio minimizations19 found internally solvated
electrons for water clusters with only 15 H2O molecules (albeit
for high-energy isomers), so the question of internal vs surface
electron solvation in water clusters is not yet fully resolved.

Regarding the solvation structure, particular attention has been
paid to the local hydrogen-bonding motif around the excess
electron. Especially in smaller clusters, deviations from the bulk
solvation structure, where the electron is found inside a cavity
surrounded by roughly six water molecules,23 can be expected.
A red-shifted HOH bending band was observed experimentally
for clusters of up to ∼20 water molecules.10 Ab initio calcula-
tions, which confirmed the experimental findings,9 indicated that
this red shift derives from a strong charge transfer to the O-H
σ/ orbital of a single water molecule. Both of the hydrogen
atoms of this water molecule point toward the electronic cloud
in the so-called double hydrogen-bond acceptor (AA) config-
uration. Vibrational spectra of cryogenic water clusters with
15-50 molecules20 show that this motif is clearly observed for
the smaller clusters, whereas the spectroscopic signature broad-
ens with increasing cluster size, indicating a more delocalized

electron binding structure. Such results give rise to an interesting
question about the presence and relative stabilities of cavity and
single-acceptor molecule structures.

Most previous dynamical simulations of hydrated electrons
were performed using a pseudopotential approach. In this
approach, only the excess electron is treated as a quantum-
mechanical particle, whereas the interactions between the
classical water molecules and the excess electrons are described
with an empirical pseudopotential.13,17,18,21,24–28 By construction,
such models do not include many-electron effects, except for
the recent Drude model study of water hexamer anion.13

Exceptions to pseudopotential simulations are three studies of
a bulk hydrated electron, two based on the Car-Parrinello MD
method29,30 and one employing a quantum-mechanics/molecular-
mechanics (QM/MM) approach,31 and a Car-Parrinello MD
study of a surface-trapped electron on ice.32 It is worth
mentioning that the authors of ref 31 explicitly stated that many-
electron effects must be taken into account to reproduce the
charge transfer to the 2p orbitals of the oxygen atoms surround-
ing the electron, which is necessary to explain magnetic
resonance results.33 However, to the best of our knowledge, all-
(valence-) electron models have been considered only in
simulations of either a bulk hydrated electron29–32 or extremely

Figure 1. (Top panel) Electron vertical detachment energies (VDEs). (Middle panel) Electron radius of gyration, Re. (Bottom panel) Mean distance
between the excess electron center and the cluster geometrical center, Rd. All data were computed at the PBE-GTH-m-TZV2P level. Below the
graphs, the spin density isosurfaces (orange ) 0.003, magenta ) 0.002, red ) 0.001) are shown at t ) 0.16, 1.5, and 3 ps from left to right.
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small clusters [such as (H2O)4
- 34], but not medium-sized

clusters, for which only one-electron models have been used.17,18,21

The present study aims at filling this gap, providing all-
(valence-) electron simulations of an excess electron in/on the
medium-sized anionic water cluster (H2O)32

-. In particular, we
aim at providing answers to the following questions: (i) Does
the excess electron prefer surface or interior configurations in
medium-sized liquid-like water clusters? (ii) How does the
electron binding energy correlate with the electron delocalization
and location in the cluster, and how do the calculated values
relate to those from photoelectron spectroscopy? (iii) How do
water molecules arrange around the excess electron, and is the
AA motif, found in cryogenic clusters, preserved in the liquid
phase? (iv) What are the signatures of electron binding in the
vibrational spectrum of the cluster? (v) How accurately does
the density functional theory (DFT) employed in the simulations
[i.e., the Perdew-Burke-Ernzerhof (PBE) functional] describe
the structure and dynamics of the hydrated electron?

At ambient conditions, the chosen intermediate cluster size
ensures that the system is small enough that the ab initio
simulations are sufficiently efficient to allow for reasonable
statistics, whereas the cluster is still large enough to make
internal electron solvation principally possible. Even smaller
clusters have been shown to be able to accommodate an
internally located electron;19 however, a larger cluster was
chosen here for two reasons: First, the electron binding energy
is closer to the bulk value. Second, the dispersion interaction
(not taken into account at the DFT level used throughout the
simulations), the relative contribution of which decreases with
cluster size, is less important for the present system than for
small clusters.

Methods

Ab initio molecular dynamics simulations were performed
using the open source computer code CP2K.35 In its electronic

Figure 2. VDE spectrum, computed from the time series shown in Figure 1.

Figure 3. Correlations between VDE and (top) electron position Rd and (bottom) electron radius of gyration Re.
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structure module, calculations are performed at the DFT level
within the hybrid Gaussian and plane-wave method GPW,36 and
the electronic ground-state density is converged at each step
(so-called Born-Oppenheimer dynamics). Kohn-Sham orbitals
are expanded into atom-centered Gaussian-type orbital functions,
and the electron density is represented with an auxiliary plane-
wave basis.

A simulation setup very similar to that previously applied
successfully to liquid water simulations was chosen.36,37 Core
electrons were removed by the introduction of norm-conserving
pseudopotentials developed by Goedecker, Teter, and Hutter
(GTH38), and a charge density cutoff of 280 Ry was used for
the auxiliary basis set. The Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional was used,39 as it yields liquid
water behavior similar to that obtained with the more often
employed BLYP functional,40 but with a lower vapor pressure
and consequently more stable clusters.41 Kohn-Sham orbitals

were expanded into a triple-� valence basis, with the addition
of very diffuse functions, which are particularly important for
the proper description of configurations in which the electron
is localized on the cluster surface. This basis set, denoted as
m-TZV2P, in described in detail in ref 42.

As plane waves are intrinsically periodic, simulations of
isolated systems are possible only with the introduction of a
cluster correction term43 and a unit cell at least twice as large
as the simulated system (including the electronic density).
Therefore, the water cluster was placed in the middle of a cubic
box with a length of 20 Å. The system was coupled via a
Nosé-Hoover thermostat to a bath at T ) 350 K to enhance
sampling and ensure liquid behavior.37,40,44 Deuterated water
was used, and the equations of motion were integrated with a
0.5 fs time step.

To estimate the accuracy of the electronic structure calcula-
tions performed during the Born-Oppenheimer MD run, higher-

Figure 4. Bending region of the (H2O)32
- IR spectrum, computed as the Fourier transform of the velocity autocorrelation function extracted from

the MD trajectory. Inset: Complete IR spectrum. Three IR spectra were added, obtained from velocities of the water molecule closest to eaq
-,

velocities of the second- to sixth-closest molecules, and velocities from the remaining 26 molecules.

Figure 5. Average eaq
- · · ·H distance for the molecule closest to eaq

- and the six closest molecules to eaq
-. Inset: Complete time series.
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level calculations were performed on a small subset of con-
figurations extracted from the simulated trajectory. First, the
effect of the spurious self-interaction energy present in DFT
calculations was investigated. It is known that, in systems with
unpaired electrons, the self-interaction error present in DFT
calculations can lead to inaccurate results.32,45 However, it has
been shown previously that, for a bulk hydrated electron, this
does not seem to be the case, and inclusion of self-interaction
correction (SIC) terms does not significantly modify the results.30

A similar behavior was, therefore, expected in our calculations;
nevertheless, we checked for the possible effects of self-
interaction. The SIC term used was taken from ref 46: Esic )
-aEH[m] - bEXC[m, 0], where m is the system total spin
density, EH[m] is the Hartree functional, and EXC[m, 0] is the
exchange-correlation functional. For the parameters of this
empirical correction, we followed ref 46 and set a ) 0.2 and
b ) 0.

Next, the accuracy of the PBE functional used was checked
by comparing energies and spin densities extracted from the
simulations for representative cluster geometries along the MD
trajectory with those calculated at the B3LYP/6-31++G**47–49

and RIMP2/aug-cc-pVDZ50–52 levels. As shown in ref 53, with
the use of sufficiently diffuse functions, MP2 calculations reach
0.05 eV accuracy for small (n e 4) electron-water clusters
when compared with experimental and coupled-cluster theory
results, thus representing quite a reliable benchmark.

In addition to the CP2K program, Gaussian 0354 and
Turbomole55 V5.9 were used for ab initio single-point energy
calculations, and NWChem56 was used for the classical molec-
ular dynamics equilibration described in the next section.
Electronic densities were plotted using the programs VMD57

and gOpenMol.58,59

Results

Initial Conditions. An initial configuration was built with
the electron localized in the cluster interior using the following
procedure: First, a system consisting of 32 water molecules and
an auxiliary iodide anion was considered. A 500-ps classical
molecular dynamics equilibration was performed using the
AMBER empirical force field,60 in which the I- van der Waals
radius (2.35 Å) was close to the equilibrium value of the bulk
hydrated electron radius (2.5-2.6 Å31,61,62). We can thus assume
that the water structure around I- will be similar to that around
e-. The system was coupled to a bath at T ) 250 K (the
relatively low temperature allowed the evaporation of water
molecules to be prevented while still keeping the system liquid-
like), and a 1-fs time step was used for the integration of the
equations of motion. The use of a nonpolarizable empirical
potential and short equilibration time resulted in I- remaining
located mainly in the cluster interior.63 A second stage of
equilibration was found to be necessary to avoid spurious effects
due to the abrupt switch between an empirical force field and
ab initio dynamics. Therefore, a configuration characterized by
I- located inside the water cluster was extracted from the last
10 ps of the equilibration simulation and used as starting
configuration for a short (2-ps) ab initio simulation at 350 K.
This short simulation was performed with a basis set that did
not include extra diffuse functions to prevent the iodide ion from
migrating toward the cluster surface.

Once this equilibration procedure was completed, I- resided
in an internal cluster cavity suitable for accommodating an
excess electron, with respect to the cavity size and the orientation
of surrounding water molecules. The auxiliary iodide anion was
then removed and replaced by an electron by simply setting
the charge of the water cluster to -1 e. A final production run
of 15 ps at 350 K was subsequently performed with the
m-TZV2P basis set (i.e., with the very diffuse functions).

Bulk versus Surface Solvation. Three principle observables
were monitored during the 15-ps production run at regular 20-
fs intervals: (1) the system VDE (which is the vertical binding
energy of the excess electron, except for the sign), computed
as

VDE)E[(H2O)32]-E[(H2O)32
-]

with both energies evaluated at the anionic geometry; (2) the
degree of localization of the excess electron, expressed as its
radius of gyration

Figure 6. Total spin density (isovalue ) 0.001) at t ) 6.12 ps. The
single water molecule with both H atoms pointing toward the electronic
density, typical of the AA motif, is drawn with spherical atoms, whereas
the other molecules are depicted with a stick model.

Figure 7. Total spin density (isovalue ) 0.001) at t ) 6.62 ps. The
molecules closest to eaq

- are drawn with spherical atoms, whereas the
other molecules are depicted with a stick model.
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Re )�∫ F(x)(x- xel)
2 dx

∫ F(x) dx

where F(x) is the excess electron density with its center of mass
at

xel )
∫ F(x)x dx

∫ F(x) dx

and (3) as a measure of the distance between the cluster
geometrical center, xaq, and the excess electron, the quantity

Rd )
∫ F(x)(|x- xaq|) dx

∫ F(x) dx

The choice of considering the system spin density instead of
the highest occupied molecular orbital (HOMO) to represent
the excess electron was determined by the fact that the spin
density is a measurable quantity, in contrast to molecular
orbitals. Moreover, Kohn-Sham orbitals do not have a direct
correspondence with molecular orbitals. We verified that the
spin density in the electron-water cluster overlapped very well
with the differential electronic density (i.e., the difference
between electron densities of the anionic and neutral systems
in the anionic geometry), although the latter was somewhat more
diffuse. Therefore, in the following, we refer to the spin density
as the excess electron density.

The three computed quantities along the MD trajectory are
shown in Figure 1. Because the cluster was prepared with an
interior cavity, eaq

- is first localized inside the water cluster, as
can be deduced from the excess electron density plot and the
smaller value of Rd. After about 0.5 ps, electron delocalization
starts, and a maximum Re value of about 5 Å is reached after
∼1.5 ps. As can be seen from the spin density isosurface in
Figure 1, the electron is now mainly localized at two opposite
sides of the cluster, with smaller values of the spin density
observed all over the cluster. Finally, the electron radius starts

to shrink again. At the end of the localization process (t ≈ 3
ps), the electron is found at the cluster surface (with Rd

displaying higher values compared to the beginning of the
simulation). This surface state appears to be relatively stable
for 6 ps. Then, a brief delocalization phase is observed, followed
again by electron localization on the cluster surface. Note that,
during the delocalization phases, the electron remains predomi-
nantly at the cluster surface with the two main density lobes
located at opposite sides of the cluster.

It is instructive to evaluate the average electron radius of
gyration, Rav. When the whole trajectory is considered, we obtain
Rav ) 3.24 Å, whereas Rav ) 2.90 Å when we remove the
trajectory segments with a very delocalized electron (0 ps < t
< 3 ps and 9 ps < t < 11 ps). Note that the latter value is only
about 10% larger than the radius of gyration of a bulk solvated
electron.

A quantitive criterion for distinguishing between internal and
external states was introduced in ref 17: The electron is
considered to be internally solvated when the distance between
its center and the cluster center plus its radius, Re, is smaller
than the cluster radius Rcl, that is, |xel - xaq| + Re < Rcl.
According to this criterion, internally solvated electrons are
found in less than 3% of snapshots from the present trajectory,
all of which belong either to the initial phase of the simulation
or to the two delocalization events. For the remaining 97% of
the trajectory, the excess electron is localized at the surface of
the cluster.

The distribution of VDE values for the whole trajectory is
depicted in Figure 2. It is rather broad, exhibiting a major peak
at 1.6 eV (about one-half the value of excess electron binding
in bulk water) and a side peak at around 0.7 eV. Larger VDEs
are related to more localized states, and smaller ones are related
to more delocalized configurations of the excess electron. The
VDE values thus closely correlate with the degree of electron
localization rather than with the electron position within the
cluster (see Figure 3).

Solvation Structure and IR Spectrum. The IR vibrational
spectrum was estimated as the Fourier transform of the
velocity-velocity autocorrelation function, restricted only to the

Figure 8. (Top to bottom) VDEs, electron radius of gyration Re, and mean distance between the excess electron center and the cluster geometrical
center Rd. Quantities were computed at different levels of theory, as indicated in the legend.
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trajectory segment from t ) 3 ps to t ) 9 ps, characterized by
a relatively stable surface-located excess electron. Several evenly
symmetrized time series with a length of tTOT/2 (where tTOT is
the total length of the 6-ps segment) were obtained by shifting
the time origin by 125 fs along the simulated trajectory. For
each time series, a discrete Fourier transform was performed in
conjunction with application of a Blackman smoothing func-
tion.64 The resulting spectrum shows three different bands
(Figure 4), corresponding to libration and intramolecular bending
and stretching modes. We focus here on the H-O-H bending
region, where the AA signature is expected as a red-shifted side
peak. Because the short duration of the simulation does not allow
the two peaks, which are expected to be separated by about
100 cm-1,20 to be distinguished, the IR spectrum was decom-
posed into three parts. The first part was obtained by restricting
the computation of the velocity autocorrelation function to the
water molecule closest to the electron center. Next, the second-
through the sixth-closest molecules were considered, and the
last spectrum was computed as a contribution from the remain-
ing 26 H2O molecules. In Figure 4, the three IR spectra are
shown, focusing on the bending region. Although the spectra
obtained from all molecules and from the 26 water molecules
that are more distant from eaq

- are quite similar to each other,
the higher-frequency peak at 1250 cm-1 disappears when only
the closest molecules are considered. The fact that, in contrast,
the lower-frequency peak at around 1130 cm-1 persists even
when only the closest water molecule to the excess electron
indicates a possible occurrence of the AA motif.

Aside from vibrational spectra, a simple geometrical criterion
can yield additional information about eaq

- solvation structure.
Specifically, we compared the average distance between the
electron center and the two hydrogen atoms of the closest H2O
molecule to the excess electron with the same quantity averaged
over the six closest molecules (Figure 5). This allowed us to
identify geometries in which several water molecules interact
similarly with the excess electron (in this case, the two curves
show similar values) from AA-type structures. There, the
approximate symmetry of the solvent shell is broken, and a
single molecule is significantly closer to the excess electron than
the others (therefore, the two curves deviate). From Figure 5,
one can see that there are frequent interconversions between
these two situations. Examining the excess electron density at
t ) 6.12 ps, corresponding to a large difference between the
two averaged distances, a clear AA motif is seen, with one H2O
molecule located very close to the electron and pointing both
hydrogen atoms toward the electronic cloud (Figure 6). In

contrast, a situation in which the two curves in Figure 5 are
close to each other, such as that at t ) 6.62 ps, is characterized
by several water molecules surrounding the excess electron, each
donating a single hydrogen bond to it (Figure 7).

Comparison with Higher-Level ab Initio Calculations. The
accuracy of the DFT level of theory underlying the dynamical
calculations was tested against benchmark calculations for
representative snapshots extracted from the simulated trajectory.
The analysis was restricted to the trajectory segment from t )
0 ps to t ) 3 ps, which covers all the important patterns
investigated, that is, interior, delocalized, and surface-localized
excess electrons. Single-point calculations at the PBE-GTH-m-
TZV2P level with the self-interaction correction were computed
at regular 300-fs intervals. B3LYP/6-31++G** and RIMP2/
aug-cc-pVDZ calculations, which are rather costly, were
performed for several snapshots representing an internally
localized, an externally localized, and a delocalized excess
electron.

Figure 8 summarizes the benchmarking results. First, note
that the computed quantities are only weakly modified when
the SIC term is included. The excess electron is somewhat more
localized, and the VDE values are slightly higher when the self-
interaction error is removed, whereas the electron position Rd

is basically left unchanged. Interestingly, the SIC term was found
to be more important in simulations of an excess electron on
ice.32 In ref 32, one illustration of the importance of the SIC is
the calculation of the electron affinity (EA) of a single water
molecule. The reported value for an uncorrected BLYP calcula-
tion is 1 eV, whereas the SIC calculation yields a vanishingly
small EA, in agreement with experiment. The large EA obtained
with a standard generalized gradient approximation (GGA) is
a surprising result, which we tried to reproduce. Calculating
the EA of a nearly unbound, and thus very diffuse, electron is
not straightforward. Calculations based on Gaussian basis sets
require very diffuse functions,65 whereas plane-wave calculations
require very large unit cells and proper boundary conditions
(i.e., nonperiodic) for the electrostatic calculations. We note that
the electron affinity computed using periodic boundary condi-
tions depends on the conventional zero of the potential and that
the SIC might change that convention. Here, we employed a
cubic unit cell with 40-Å edges, nonperiodic boundary condi-
tions, and a TZV2PX basis for oxygen augmented with 10 sets
of diffuse s and p functions with common exponents ranging
from 0.16 to 0.0003125 in a geometric progression. With this
setup, we obtained an EA of less than 0.1 eV and suggest that
this value will converge to ∼0 eV (in agreement with experi-

Figure 9. Spin density (red) and differential electronic density (green) at a 0.002 isovalue as computed at the (a) PBE-GTH-m-TZV2P and (b)
RIMP2 levels. Note the almost perfect overlap between the spin and differential electronic densities for the main lobe and the slightly more diffuse
character of the latter.

MD Simulation of a Medium-Sized Water Cluster Anion J. Phys. Chem. A, Vol. 112, No. 27, 2008 6131



ment; calculations can actually still show a marginal binding
of the electron due to the use of the Born-Oppenheimer
approximation) for even larger unit cells. This result was
obtained without the need to resort to an SIC.

The B3LYP results are also in very good agreement with
values extracted from the MD simulations, with the observed
transition from an internally localized to an externally localized
electron taking place through the same delocalized electron state.
There, the excess electron is slightly more delocalized and
farther from the cluster center at the B3LYP level. Comparison
with our most accurate RIMP2/aug-cc-pVDZ level of theory is
revealing. In full agreement with the DFT results, the RIMP2
calculations yield an internally localized electron for the first
snapshot considered and an externally localized electron for the
last case, with both Re and Rd values being well reproduced.
Moreover, the VDEs at the RIMP2 level are in very good
agreement with the PBE-GTH-m-TZV2P values. The transition
from an internal to an external excess electron occurs through
a delocalized state at the RIMP2 level, as well. However, as
can be seen from the Re and Rd values computed for intermediate
configurations, a shorter delocalized phase is observed at the
RIMP2 level, with the electron being pushed faster and farther
from the cluster center than for all of the DFT calculations.

As a check of basis set convergence, we added additional
diffuse functions centered at the atom closest to the electron
center of mass (two sets of diffuse s and p functions sharing
the same exponents of 0.015 and 0.003) for two selected
geometries, one (t ) 1.2 ps) corresponding to a very delocalized
excess electron and the other (t ) 3 ps) corresponding to a
localized surface electron. In both cases, the change in binding
energy was found to be small (<0.1 eV). Additionally, we
verified the vanishing difference between the spin and dif-
ferential electronic densities. This difference is very small both
at RIMP2 and PBE-GTH-m-TZV2P levels. Figure 9 shows how
the two densities coincide, with the differential density being
slightly more diffuse.

In conclusion, the PBE-GTH-m-TZV2P method performs
very well for the description of both interior and surface-
localized excess electrons. However, it tends to overestimate
the delocalization and time scale related to the bulk-to-surface
transition of the excess electron.

Discussion. The present calculations provide data that can
be related to various experimental observables. First, however,
one should be aware that it is, in principle, possible that a more
stable structure, characterized by an internally solvated electron,
might exist that has a very different structure than I-(H2O)32

and that the two structures are separated by a very large energy
barrier, that cannot be overcome because of the limited length
of our simulations. Nevertheless, previous theoretical and
experimental research, summarized below, does not seem to
support this hypothesis, confirming our findings.

A direct contact with experiments is obtained by comparing
the VDEs with electron photodetachment spectra.14,15 In Figure
2, two peaks are seen in our VDE distribution. This is
superficially similar to a recent experimental result,15 where the
lower energy peak is assigned to a surface state and the second
to a bulk state. However, the lack of correlation between the
calculated VDEs and the excess electron position Rd (top panel
in Figure 3) and the strong inverse relationship between the
VDE and the electron radius of gyration (lower panel in Figure
3) lead us to a different interpretation of the spectrum. The lower
VDE peak corresponds to a strongly delocalized eaq

-, whereas
the higher-energy peak reflects a localized excess electron. For
most of our trajectory, the latter corresponds to a surface state;

however, the initial internally localized electron state has a
similar binding strength as the final surface state. Therefore, it
also contributes (albeit marginally) to the higher-energy peak
in the VDE spectrum. The bottom line is that the value of the
VDE characterizes the degree of localization of the excess
electron rather than its position within the cluster.

A second contact to experimental observables is through the
IR spectrum. Note, however, that deuterated water was used in
the simulations, which explains the shift between the simulated
and measured vibrational peaks. It was recently observed that
the AA motif of a single strongly interacting water molecule,
characterized by a red-shifted peak in the bending region, is
observed even for relatively large cluster.20 As the cluster size
increases further, this peak merges with the signal from water
molecules that are not interacting as strongly with the excess
electron. By decomposing the calculated IR spectrum into
contributions from molecules at different distances from eaq

-

and using a simple geometrical criterion, it was possible to
deduce that dynamical interconversions between AA and cavity
structures occur. Such structures were also clearly recognized
from the excess electron density plots.

Regarding comparison with other theoretical calculations, two
previous studies concluded that, for clusters of the present size,
electron surface solvation is favored over internal solvation.17,21

This is in agreement with the present results. Quantitatively,
compared to these one-electron pseudopotential calculations,17

where a large average electron radius, Rav, was observed for
the surface state (for n ) 30, Rav was larger than 4 Å), our
estimate of Rav ) 3.23 Å is smaller and thus closer to the value
for a bulk hydrated electron.

Conclusions

We performed a 15-ps ab initio MD simulation of a (H2O)32
-

cluster. By construction, the excess electron was initially located
in the cluster interior. However, during the dynamics, the
electron moved rapidly to the cluster surface within a ∼2-ps
transient phase characterized by a delocalized state. The electron
then remained at the cluster surface for the rest of the simulated
trajectory, with its radius of gyration being only slightly larger
than its equilibrium bulk value most of the time. Therefore, we
can confirm that, for water clusters of the size examined here,
surface solvation is favored by the excess electron over an
internal state. For interpretation of photoelectron spectra, it is
important to note that the calculated VDE values did not show
a correlation with the electron position within the cluster;
however, a very strong correlation was found between the
electron radius of gyration and the binding energy. A geo-
metrical analysis of the solvation shell of the excess electron
showed that two structures frequently interconvert. The first has
several water molecules interacting in a similar fashion with
the electron, whereas in the second, a single water molecule
moves closer to the electronic cloud.9,10 The computed IR
spectrum, decomposed into contributions from different water
molecules, confirmed this finding, as well as the repeated
temporal presence of the AA binding motif of a single strongly
bound water molecule.20 Finally, we note that the PBE level of
the DFT theory used for the MD electronic structure calculations
compared well with benchmark calculations. In particular, it
was found that the VDE values along the trajectory were in
very good agreement with accurate RIMP2 predictions. When
the electron was localized at the surface (or initially in the
interior), the excess electron size and location were also
accurately reproduced. Only in the transient phase, characterized
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by a very delocalized excess electron, was the degree of
delocalization overestimated for all of the DFT methods
employed.
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