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A series of metatsalen complexes of the 8dhetals Sc(lll), Ti(IV), V(V), Cr(VI), and Mn(VIl) have been

explored using high-level electronic structure methods including coupled-cluster theory with singles, doubles,
and perturbative triples as well as complete active-space third-order perturbation theory. The performance of
three common density functional theory approaches has been assessed for both the geometries and the relative
energies of the low-lying electronic states. The nondynamical correlation effects are demonstrated to be
extremely large in all of the systems examined. Although density functional theory provides reasonable results
for some of the systems, the overall agreement is quite poor. This said, the density functional theory approaches
are shown to outperform the single-reference perturbation theory and coupled-cluster theory approaches for
cases of strong nondynamical correlation.

Introduction applications in organic chemistry have made DFT methods, quite
Jacobsen has referred to complexes of salen [bis(salicylal-onen’ the method of choice for computational chemists. While

dehydo)ethylenediamine] and salen-type ligands as “privileged the remarkable success of DFT methods has attracted fhany,

catalysts™ and such ligands certainly comprise one of the most the reliability of DFT methods for mixed orgaritnorganic
important classes of synthetic ligand systems in the context of SYStéms remains an open questidhvhile benchmark studies

homogeneous catalysis? Complexes of 3d- and 4d-transition of DFT methods for tr.ansition-metfa_l systems exist, these have
metals with salen or salen-like ligands have seen numerousbeen limited to metal ion¥, to transition-metal homé**>and
applications in homogeneous asymmetric catafsigurther- heterodimers®37and to systems with a limited number of small
more, the stability of metalsalen complexes makes them ligands?*®-4° While certainly useful in their own regard, such
interesting targets for immobilzation. It has been demonstrated benchmarks neglect the differing character of the bonding in
that different immobilization schemes may greatly impact the such systems and of that in the saturated or nearly saturated
catalytic activity of immobilized molecular catalystsnd the metal-ligand systems that are of the most chemical interest
design of an appropriate immobilization scheme can be greatly (such as in metatligand catalyst systems). Furthermore, recent
aided by knowledge of the underlying catalytic mechanism. work indicates that systematic errors in popular DFT methods
While the development of improved immobilized salen catalysts may become increasingly problematic as the size of the system
could be greatly assisted by theoretical insight, theoretical studiesincreases!
of metal-salen catalysts have been somewhat limited. Indeed, | an effort to ascertain the reliability of DFT for exploring
with the exception of the Mn(salen) catalysts that have been SOmetat-salen chemistry, we examine the electronic structure of
extensively studied over the preqedmg de(ﬁdé)‘.ew mgtal— a series of 3 metal-salens [Sc(lll), Ti(IV), V(IV), Cr(VI),
sal_en_ systems have seen extensive theoretlcal_|nvest|é§tﬁ§)n. and Mn(VI1)] using high-levehb initio methods as benchmarks.
This is in no small part a consequence of the dlscrep_anmes thatPossessing an empty 3d-shell, it is anticipated that ¥raetal
were revealed for the Mn(saler)) systems when using two of salens will be the most well described by single-reference
e e e, appfoaches of al th melsilen ystems. Athough the o
in appl;l/ing conventional methods of electronic structure theory of t_hl_s_work Is to benchma_rk results from DFT agal_nst reliable
ab initio data and not to directly explore the chemistry of any

fo particular metatsalen systems, ds particular experimentally employed metaalen catalysts, it

The rapid advances in computational abilities and metho .
increasingly make new, and more challenging, systems availabIeShOUId be noted that many-thetal salens have been synthesized

to the theoretical and computational chemists. However, asfor metal—salen_—catalyzgql reactions. Sc(HBaI_ens have been
pointed out by Davidson in 199%:“The theory of transition-  €mPloyed as highly efficient catalysts for Diel8lder reac-
metal chemistry has lagged behind the quantum theory of tions*43Ti(IV) —salens have 4s6een_exte_n3|ve use as catalysts
organic chemistry because quantitative wave functions are moref©" asymmetric ring-openintf;”*® while Ti(IV) — and V(V)~
complicated.” The development of DFand its introduction ~ Salens have been routinely employed as catalysts in cyano-
into the mainstream theoretical community has undoubtedly addition reactions™=* The ability of electronic-structure
transformed the field over the previous decade. The applicability methods to reliably model metasalen catalyzed chemical

of DFT methods to much larger systems and its successful transformations will open the doorway to the theoretical
exploration and the understanding of varied and numerous

* Corresponding author. E-mail: sherrill@gatech.edu. catalytic pathways.
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Computational Methods I

All DFT computations were performed with Jaguar %.Fhe CN&N?
computations were performed using three of the most common o Y o
combinations of exchange and correlation functionals: the model 1
combination of Becke's 1988 exchange functiGhalith
Perdew’s 198® functional for correlation referred to as BP86, [x:
the combination of Becke’s 1988 exchange functional with the —N{"N—
Perdew-Wang 1991 functional for correlatibhreferred to as 5—{;§0‘ é‘o%}sv
BPW91, and the combination of Becke’s three-parameter hybrid 4 ,
functionaf® with the correlation functional by Lee, Yang, and 3 ,
Parp® referred to as B3LYP. Unless otherwise stated, all DFT model 2

computations employed the pseudospectral implementation ofFigure 1. Two of the most common model systems for metslen
DFT® and a fine grid as found in Jaguar 5.5, and the Los catalysts.

Alamos basis-sets and corresponding effective core potentials — —
of Hay and Wadt (LANL2DZ) for all transition-metal atofits d, d,
and a 6-31G* basis for all other atorfisGeometries were x-y? x2-y?

completely optimized (rms gradient 1¥) without symmetry
for the lowest singlet, triplet, and quintet states using each
functional. The nature of the stationary points was verified by

computing analytic frequencies. — —_—
Geometries were also optimized (rms gradient3)@t the dxy dxy

second-order MgllerPlesset perturbation theory (MP2)evel

with ACES 1154 and the complete active-space self-consistent d

field (CASSCF%® level with MOLPRO 2006.f% Unless :__zz_ -

otherwise stated, the converged BP86 geometries were employed d d dxz d_ dyz

as a starting point for these optimizations. Active spaces for Xz ¥z 22

CASSCF computations were chosen by examination of the Figure 2. Two commonly presented d-orbital splitting diagrams for a
configuration interaction (CI) vector from large CASSTI square-planar coordination geometry.
computations performed in a configuration interaction singles

and doubles (CISDY natural orbital (NO) basis. Starting orbitals from a CCSD calculation. provides information about the
for the CASSCF computations were generated from CASSCF . P ) ;
average magnitude of the singles amplitudes while the D1-

’ H _ 70 i -
NO's computed in the smaller STO-38™ basis. The STO diagnostic, based upon the 2-norm of thevector, provides

3G CASSCF computations employed a CISD NO guess. Such. - . -
. . information about the largest singles amplitudes. As suggested
an approach has been shown to give reliable convergence for,

29 ) . o .
CASSCF computations on other metahlen systems, when by Lee/® we have also examined the ratio of the T1-diagnostic

more conventional approaches have failed to d&/ e active and the D1-diagnostic. As Lee points dBitthe T1/D1 ratio

spaces and optimized states for each system will be describedtSehc does' notllr.ldlcate how well the coupled-cluster approa}ch
; . . . - - Is performing—it is only a measure of the molecular electronic
in the discussion, employing the notation from our previous

e ! ) structure homogeneity.” Lee demonstrates that in a completely
work.2” Single-point energies were computed at the MP2- ) 2
optimized geometries using coupled-cluster theory including homogeneous system the ratio (T1/D1) tends #2land that

single and double excitation operators (CC3B)d perturbative N molecular systems it will deviate from the value by becoming
triples (CCSD(T)}?with MOLPRO 2006.1. Single-point energy less th.an w2. When.TlllDl. is small, t.hIS is an.lndlcatlon that
corrections were computed at the CASSCF-optimized geom- therg_ is a_Iarge variation in the orbl_tal rotation parameters.
etries at the complete active-space second-order and third-ordeAdditional information about the multireference nature of the
perturbation theory (CASPT274and CASPT®) with MOL- electror)lc states has been prowded by examination of the leading
PRO 2006.1. Because of limitations on the number of correlated determinants (and coefficients) from the CASSCF CI expan-
orbitals in the CASPT3 program, CASPT3 computations were SIONS.
carried out with the lowest-orbitals frozen and combined as
corrections to the internally contracted CASPT2 results. Al
wavefunction-based computations employed a 6-31G* basis and Two of the common model systems employed in previous
the frozen-core approximation using a small core, defined as theoretical studies of metasalen systems are depicted in Figure
1s2s2p3s for first transition-row metals. 1. While model 2 most nearly delineates the full salen ligand
Optimized geometries were compared and the least root- and has been employed in limited studies by previous authors,
mean-squared deviations (LRMSD) in molecular geometries the truncated model 1 has certainly been the most routinely
were computed using the visual molecular dynamics (VMD) applied in previous theoretical studies of metsdlen com-
program’® Molecular orbital isosurfaces were generated (contour plexes. Given that the truncated model 1 is the most routinely
value of 0.05) using MOLEKEL? Numerous diagnostics to  applied in theoretical investigations, this work examines the low-
ascertain the multireference character of the wave function basedying electronic states for the systems of the form model 1 [X
upon amplitudes from MP2 or CCSD calculations have been = none, Y= none, Me {Sc(lll), Ti(IV), V(V), Cr(VI), Mn-
developed®83 To assess the multireference character of the (VII)}]. None of the M(salen) complexes studied contain any
electronic states in 3emetal salens, we report two of the most symmetry elements, and therefore all calculations were per-
commonly employed diagnostics: the T1-diagndStamd the formed inC; symmetry. The salen ligand does, however, form
D1-diagnosti& from the converged CCSD computations. The a pseudo-square-planar coordination sphere around the central
T1-diagnostic, based upon the Euclidian norm of ttheector metal atom.

| Results and Discussion
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Figure 3. Figure of the localized CNe (left), CO+ (center), and three-centetwo-electron R orbitals (right) of the salen ligand from a HF/
6-31G* calculation of the singlet state of Sc(Halen.

The selection of appropriate active spaces for the construction
of the CASSCF wave functions requires a certain amount of
chemical insight, thus it is useful to consider the important
properties of the electronic structure of metahlen systems
before proceeding further. The four coordinating atoms [O,N,N,O]
induce a well-known splitting of the metal d-orbital energy
levels. Two typical d-orbital splitting diagrams for square-planar
coordination presented in the literature are displayed in Figure
2. The degenerate (nearly degenerate for the case of nonsym-
metrical coordination) @ and g, orbitals are considered to be
the lowest in energy and this is typically true in the weak-field
case. The g and d, orbitals are followed closely by thezd
orbital, and these are energetically well separated from the d

and the much higher lying,d 2 orbitals. Strong ligand fields, ) .
Figure 4. Isosurface plots of the R (upper left), Rr, (upper right),

mixing of the s and d orbitals, or strong metalligand o T ole et and CNIC@*, (lower right) orbitals that
covalency have been shown to result in a flipping of the ordering comprise the active space for Sc(Hialen.

of the d; and g orbitals and the g orbital 84-8¢ This splitting

will play heavily into the construction and interpretation of the system and the nature of the low-lying electronic states will be
active spaces discussed below, as the metal d-orbitals most likelydiscussed in detail in the following sections.

to contribute to the electronic structure will be the low-lying Sc(lll)—Salen.lt is not completely clear a priori, given that
dv» dyz and @ orbitals. To ascertain the important electronic  Sc(lll)—salen is anticipated to be strongly single-reference,
effects of the salen ligand and further examine the chemistry whether CCSD(T) or CASPT3 will provide more reliable
taking place in the metalsalen systems, RHF/6-31G* wave relative energies. CASCI calculations including 12 electrons
functions were constructed (consisting of 54 doubly occupied in 12 molecular orbitals reveal the closed-shell singlet ground
molecular orbitals) at the BP86A optimized geometries and  state and two nearly degenerate (and highly multireference)
the occupied orbitals were localized via Edmistduedenberg triplet states. All states appear well described by an active space
(ER) localizatior®” The anticipateds bonds occurring in the  consisting of four electrons in four spatial orbitals. The
salen ligand are observed along with the N and O lone pairs geometries of these states were optimized at the SA-CASSCF-
involved in dative bonding with the central metal atom. Each (4/4)/6-31G*[TA,13A,23A,1°A] level of theory, where the states

O atom has an additional lone pair that is not involved in any in brackets are those included in the state averaging. The SA-
bonding interactions. The most important feature observed for CASSCF NO's from the optimized®A state are depicted in
the electronic structure is the presence ofssitype orbitals on Figure 4. The relative energies from al initio calculations

the salen ligand: two representing-O & bonds, two repre- are included in Table 1. Both CASPT3 and CCSD(T) predict a
senting C-N & bonds, and two €C—C (three-center-two- closed-shell ground state, with the first triplet state slightly more
electron)r bonds hereafter referred to agfand Rr,. These than 60 kcal moi® higher in energy. The quintet is observed at
are displayed in Figure 3 from the ER localized orbitals of Sc- slightly less than 130 kcal mol. From Table 1 it is clear that
(Il —salen. Given the absence of metal d electrons for the both the CCSD(T) and CASPT3 methods provide similar
systems studied here (at least in the formal oxidation staterelative energies for the lowest electronic states of Seflll)
picture) it is anticipated that the low-lying electronic states will salen.

be dominated by the closed-shell electronic configuration and  For Sc(lll)—salen, all DFT calculations predict a closed-shell
either ligandzr — x* excitations orz — d ligand-to-metal singlet ground state well separated from the lowest triplet and
excitations, the latter becoming increasingly important as the quintet states. The relative energies from all DFT are included
formal oxidation state of the metal center is increased. The in Table 1. As has been observed in other mesalen systerd’
construction and interpretation of the active space for each the DFT relative energies are much less sensitive to the choice
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Figure 5. Overlay of the optimized geometries for théAl(left), 1°A (center), and 3A (right) states of Sc(lI}-salen from different levels of
theory. The theoretical methods include CASSCF (black), MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve).

TABLE 1: Relative Energies (kcal mol?1) for the Low-Lying Electronic States of Sc(lll)—Salen Computed at Various Levels of
Theory

CASPT3 CASPT2 CASSCF CCSD(M CCcsDp MP2 B3LYP BP86 BPWO1
1'A 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1°A 64.44 58.36 66.17 62.98 62.30 65.13 52.84 48.00 47.91
2°A 82.23 77.32 66.17
15A 129.16 117.56 132.99 126.59 125.19 130.67 109.85 104.78 104.51

aRelative energies computed at the CASSCF optimized geomeétiRedative energies computed at the MP2 optimized geometries.

TABLE 2: LRMSD(A) in Molecular Geometries for the 1A, 13A, and 15A States of (Lower Triangular) Sc(lll) — and (Upper
Triangular) Ti(IV) —Salens

CASSCF MP2 B3LYP BP86 BPW91

CASSCF --- CASSCF

MP2 0.049 - 0.113 0.103 0.125 MP2
0.043 --- 0.301 0.359 0.358
0.097 - 0.343 0.279 0.287

Sc(ll) B3LYP 0.140 0.130 - 0.037 0.027 B3LYP Ti(IV)

0.093 0.122 - 0.081 0.086
0.125 0.131 --- 0.079 0.070

BP86 0.246 0.247 0.125 - 0.028 BP86
0.184 0.211 0.099 --- 0.025
0.172 0.176 0.051 - 0.011

BPWO1 0.246 0.245 0.123 0.004 --- BPWO1
0.188 0.214 0.103 0.006 ---
0.169 0.172 0.047 0.009 ---

of correlation functional than to the choice of exchange on the out-of-plane puckering of the Sc(lll) center. The MP2
functional; the results from BP86 and BPWO91 are nearly and CASSCF geometries predict a nearly planar geometry while
identical. Somewhat surprisingly, B3LYP predicts larger high- the BP86 and BPW91 geometries predict the Sc(lll) center to
spin/low-spin splittings than the nonhybrid approaches. B3LYP be slightly distorted out of the ring. The B3LYP geometry lies
(as a consequence of the HF exchange) is known to overstabilizesomewhere in between, with the Sc center out of the plane but
high-spin states in other metagalen systems when compared not to the extent predicted by the nonhybrid functionals. Overall,
to nonhybrid functionald? Although the B3LYP results are ~ B3LYP more closely reproduces tlab initio geometries with
somewhat closer to those from CASPT3 and CCSD(T), all a maximum LRMSD of 0.140A.
functionals provide a consistent picture of the electronic structure  One of the central concerns related to the applicability of
for Sc(lll)—salen: a singlet ground state followed by the triplet DFT to these systems is the multireference nature of the
state at approximately 50 kcal méland the quintet state at  electronic states. The diagnostics from CCSD calculations are
slightly more than 100 kcal mot. tabulated in Table 3, and the leading determinants in the
The optimized geometries of théAl, 1°A, and PA states CASSCF description of the electronic states are tabulated in
from DFT, MP2, and CASSCEF are overlaid in Figure 5 and the Table 4. From Table 3 we observe that the T1 diagnostics are
LRMSD’s in molecular geometries are tabulated in Table 2. slightly larger than typically accepted cutoff values (0.020 and
The CASSCF and MP2 geometries are very similar for all states 0.025 for closed- and open-shell systems respecti%&hyj
(LRMSD < 0.1A). As has been observed with the relative although it should be noted these cut-offs are based upon
energies above, the geometries from DFT appear highly previous studies of small diatomic and polyatomic systems of
insensitive to the choice of correlation functional. The geom- first- and second-row atoni§;83 There have been limited
etries from BP86 and BPW91 are nearly indistinguishable applications of the T1- and D1-diagnostics to large transition-
(LRMSD < 0.01A). One noticeable trend in the geometries is metal containing systems and the values observed from Table
that the amount of “exact” exchange appears to have an effect3 for Sc(lll)—salen are smaller than those observed in other
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TABLE 3: Coupled-Cluster Diagnostics from CCSD electronic structure and active-space requirements very similar
Calculations on the TA (Top), 1°A (Middle), and 1°A to that of Sc(lll}-salen presented above. During the geometry
(Bottom) States of 3d-Metal Salens optimization at the SA-CASSCF(4/4)/6-31G*1[, 13A, 23A,
T1(CCSD) D1(CCSD) T1/D1 15A] level, the CASSCF computations become highly unstable
Sc(llN) 0.0202 0.0785 0.2573 as the CN/C@* orbitals begin to rotate in and out of the active
0.0402 0.2880 0.1396 space with the low-lying Ti(lV) d-orbitals. CASCI computa-
_ 0.0369 0.2131 0.1732 tions at this geometry reveal an increased contribution of the
Ti(v) %‘%23%3 %11?2’317% %2221?65; dz, dy, and g, orbitals as well as an increased number of low-
00426 0.2642 01612 lying electronic states. However geometry optimizations at the
V(V) 0.1044 0.8323 0.1254 SA-CASSCF(4/7)/6-31G* [1A, 21A, 3A, 13A, 28A, 33A, 1°A,
0.0473 0.3227 0.1467 25A] level were unsuccessful. Thus, the SA-CASSCF results
0.0381 0.2039 0.1867 for Ti(IV) —salen are not presented here.
Cr(Vl) 0.0738 0.4484 0.1646 . i . o . .
0.0450 0.2058 02185 All density functionals provide a qualitatively similar descrip-
0.0746 0.4840 0.1541 tion of the electronic state ordering, being similar to that for
Mn(VI1) 0.0881 0.6620 0.1331 Sc(lll)—salen above with relatively smaller high-spin/low-spin
0.0404 0.2143 0.1885 splittings. The inclusion of HF exchange in the hybrid functional
0.0629 0.3597 0.1749 stabilizes the high-spin states slightly in comparison to BP86
TABLE 4: Leading Determinants in the Natural Orbital and BPWOL. Surprisingly, MP2 provides a highly unphysical
Basis from SA-CASSCF Calculations on the Low-lying description of the electronic state splittings, placing the dtate
Electronic States of Sc(lll)—Salen extremely high in energy. This is dramatically corrected at the
state determinant coeff coupled-cluster level, with CCSD and CCSD(T) providing
1A (Rr1)? (Rro)? 0968 sirr_1i|ar results_. However, even the CCSD(T) results are quali-
13A (Rm)? (Rt2)a(CN/COT) 0.783 tatively very different from the DFT results. The large errors at
(Rr1)? (Rz)o(CN/COT)o 0.544 the MP2 level require further investigation that will be discussed
(R2)? (Rz)a(CN/CO) o 0.197 below. The results from DFT are in overall very good agreement
23A (R1)? (R)a(CN/COTh) 0.778 with each other but they are very different from the CCSD(T)
(Rm2)? (Rmy)a(CN/CQOr)a —0.544 and the highly unphysical MP2 results. Overall, the BP86 and
(Rma)? (Rz)a(CN/CQr)a —-0.210 BPW91 results appear to give relative energies closer to CCSD-
1°A (Rr1)o(R2)o(CN/CQr}) o (CN/COry) 1.000 (T), our best results for this system.
: ; ; ; The T1 and D1 diagnostics from the CCSD computations on
TABLE 5: Relative Energies (kcal moi~1) for the Low-lyin .
Electron?c Stgtzts gf Ti((;"Vg)liageglecﬁ1 Co?an)thd gteVacr)ioug J the BA and PA states of Ti(IV)-salen (see Table 3) are
Levels of Theory generally comparable to those from Sc(balen discussed

CCSD(T} CCSD* MP2 B3LYP BPgs BPwol  Previously. H‘?}}f"e"elr’ Ithe Tl(jgg D1 ddg%%;mtics for t?‘e)‘ lh
state are significantly larger 6 an 6 respectively) than

i;ﬁ 7(2)22 7(1'.%% 343:83 1(7)8(5), 291'.%% 2%‘%% the _c_orresponding values for the S_c(III) system. While this
15A 107.82 99.21 82.17 51.68 66.57 65.80 5|gn|f|es potentlally Iarger nondynamlca| correlation effects, the
smaller T1/D1 ratio indicates these may be well described by a
relatively small active space. Returning to the results from
transition-metal systems where CCSD(T) has been shown toSingle-reference approaches, the large errors from MP2 theory
provide reliable result&8° On the other hand, the D1 diag- Warrant further attention. Perturbation theory corrections for
nostics from Table 3 are considerably larger than the suggesteddynamical correlation are well-known to provide divergent
cut-offs, indicating potential problems with the single-reference results for certain chemical systems, especially as bonds are
approximation. However, the small T1/D1 ratios indicate that Stretched far from equilibrium and small denominators arise
the nondynamical effects may be well described by a relatively from orbital near degeneracies. However, such effects are not
small active space (such as the four electron in four orbitals typically observed for well-behaved systems at equilibrium
active space employed here). The leading determinants fromgeometries. Further examination reveals that the potential
the SA-CASSCF calculations presented in Table 4 clearly divergence of the perturbation correction is not the only source
demonstrate the multireference nature of the electronic statesOf the large errors provided by MP2 theory. The perturbation
The leading coefficients for the triplet states (0.783 and 0.778 corrections are all of similar magnitude2.121269;-2.202915,
respectively) are both extremely small and the leading coefficient and —2.297344 hartree for the'A, 1°A, and PA states
for the singlet state (at 0.968) is still smaller than what would respectively) and contribute to not more than 20% of the
be expected for a well-behaved single-reference system. Despiteobserved state splittings. The largest contributor to the errors
the demonstrated multireference character, all of the DFT in the spin-state splittings at the MP2 level in actuality is the
approaches explored provide reasonable agreement to our highHF reference energies. The RHF relative energies at the MP2
level results for the geometries and relative energies of Se(lll) optimized geometries are highly unphysicakA1293.70 kcal
salen. mol~?, 13A 0.0 kcal mot?, and PA 141.43 kcal mott. Such

Ti(IV) —Salen. The relative energies for Ti(I\H)salen are effects have recently been observed, although to a slightly
included in Table 5. The definition of an appropriate active space smaller extent, in other metakalen systems. The oxdn-
for accurately describing the low-lying electronic states of Ti- (salen) system has been demonstrated to possess multiple stable
(IV) —salen turned out to be considerably more challenging than and unstable solutions to the self-consistent-field (SCF) equa-
for the other systems presented here. The increased formations, with HF theory providing highly unphysical splittings and
oxidation state at the metal center results in the expectedbeing more susceptible to such solutions than DFT approdthes.
increased contribution of the metal d-orbitals. However, large In an effort to investigate such effects in Ti(/$alen, wave
CAS—CI computations at the BP86'A geometry predict an  function stability analysis was performed on th®A1RHF

@ Relative energies computed at the MP2 optimized geometries.
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Figure 6. Overlay of the optimized geometries for théAl(left), 13A (center), and 3A (right) states of Ti(IV)-salen from different levels of
theory. The theoretical methods include MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve).

Figure 7. lIsosurface plots of th®z (bottom), ¢, (middle-left), d.
(middle-right), and ¢ (top) orbitals that comprise the active space for

V(V)—salen.

solution at the MP2 optimized geometry using Q-Cheni%®4

Rr,

instabilities for these states would only serve to further
exacerbate the highly unphysical description of the electronic
state orderings at the HFSCF level for Ti(IV)—salen.

The optimized geometries for Ti(IWsalen are presented in
Figure 6, and the LRMSD values are included in Table 2. While
the geometries of the'A state are all very similar, the methods
provide visibly different geometries for théA and PA states.
This is also clear from the LRMSD values in Table 2, where
the LRMSD are more than twice as large for tié hnd PA
states. It is interesting to note the difference in tRé& and
1°A geometries. For the3A state, the MP2 geometry is much
more planar than those from the DFT approaches. In contrast,
the MP2 geometry for the®A state exhibits significant out-
of-plane puckering. Furthermore, the DFT geometries are much
more planar for the %A state than is observed in théAlstate.
Overall, all of the DFT approaches perform similarly for the
geometries of Ti(IV)-salen.

V(V)—Salen.In V(V) —salen the increased formal oxidation
state at the metal center results in a larger d-orbital splitting
that places the lowest d-orbitals energetically lower than the
sr* orbitals of the salen ligand. The lowest electronic states are
dominated byRr — d excitations and appear to be adequately
described by an active space consisting of the Rwoorbitals

and an identical procedure as was employed in our previousalong with the &, diz and g orbitals from the V(V) center,
work 2’ The closed-shell RHF reference solution is reproduced depicted in  Figure 7. The SA-CASSCF(4/5)/6-31G*-
by all three choices of starting orbitals (core Hamiltonian, [1'A,2'A,13A,23A,1%A] relative energies are presented in Table
superposition of atomic densities, and Generalized Wolfsberg- 6. The CASPT3, CASPT2, and CASSCF results provide a

Helmholtz) and furthermore, tHA solution is shown to exhibit
no RHF—RHF or RHFUHF orbital instabilities. The smallest

consistent picture of the electronic structure for this system. As
can be observed from the leading determinants in Table 7, the

eigenvalue of the molecular orbital Hessian is found to be 1'A ground state and the low-lying'® state are open-shell
0.0023. While this does not definitively rule out the existence singlet states with strong contributions from the metal d-orbitals.
of a stable RHF solution that is lower in energy, there is no The lowest triplet state is predicted to lie less than 2 kcal ol
straightforward procedure for locating such a solution. We are above the ground state, with theAlstate around 4.5 kcal mol.
currently unable to perform stability analysis of the ROHF Unlike in the previous systems, for V(¥salen the density

solutions for the 3A and PA states and the existence of

functionals provide a qualitatively different ordering of the low-

TABLE 6: Relative Energies (kcal mol?) for the Low-Lying Electronic States of V(V)—Salen Computed at Various Levels of

Theory
CASPT3 CASPT2 CASSCF CcsD MP2 B3LYP BP86 BPW91
1A 0.00 0.00 0.00 35.36 700.80 9.67 0.00 0.00
2'A 3.73 2.21 2.42
13A 1.75 2.63 0.98 11.76 141.56 2.32 6.21 5.76
23A 3.12 4.97 2.07
1°A 4.61 7.24 2.89 0.00 0.00 0.00 22.38 20.82

aRelative energies computed at the CASSCF optimized geometiedative energies computed at the MP2 optimized geometries.
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TABLE 7: Leading Determinants in the Natural Orbital
Basis from SA-CASSCF Calculations on the Low-Lying
Electronic States of V(V)-Salen Computed at Their
Optimized Geometries

Sears and Sherrill

and 3.34 kcal mol! above the 3A state at the CCSD and
CCSD(T) levels, respectively.

The overall very poor performance of the single-reference
approaches for V(\VAsalen is not at all surprising given the

state determinant coeff ) . . .
Y y——— 04913 weights of the leading determinants presented in Table 7 and
L ERT[BZ Emﬁ%ﬁéﬁg 0.4913 the magnitude of the coupled-cluster diagnostics from Table 3.
(0k)? (R2)a(dy)B —0.3663 Both the singlet and triplet states are demonstrated to be highly
(0x2)? (R2)(dy)a 0.3663 multireference, with leading coefficients of 0.4913 and 0.4992
2'A ((glgz Egzgg((gzj))ﬁ 8-2323 for the A and 2A states and 0.5774 and 0.5410 for tHa 1
1, 2, 7)o —U. . _
()2 (Re)a(d)B 0.3669 and 2A states. The JA state appears to_ be strong_ly single
(0e)? (RE2)B(d2)at 0.3669 reference Co = 0.9998) and this effect likely contributes to
13A (Rr1)? (R2)o(dy) o 0.5774 the dramatic over-stabilization of théA state by HF-based
(Rﬂl)z (Rm2)p(dx)o(dy)o —0.4557 approaches. The coupled-cluster diagnostics paint a similar
E?’Z’)g) (é%il‘z‘édﬁa(dﬂ)ﬁ _8'1@22 picture, with T1's that are nearly twice the recommended critical
%A (Rxnz)z (R%l)a({iyz)a 0.5410 values and D1's that are much larger than those from the
(Rm)? (k) au(dy)ox —0.5163 previous systems. However, the T1/D1 ratios are actually smaller
(R7r22)2 (d)a(dy)a —0.4643 than those of Ti(IV)}-salen and are very similar to those for
(dp)? (Rry)o(dy)o —0.4624 i i ili
15A (Rnl)a(an)a(éxz)a(dyz)a 0.9998 the Sc(lll) system. This bodes well for the applicability of

lying electronic states (see Table 6). Unsurprisingly perhaps,
B3LYP predicts a high-spifA ground state while the GGA
approaches accurately predici#aground state. However, even
the description provided from the BP86 and BPW91 functionals
is qualitatively very different than that from our most accurate
results, with both functionals placing theéAlstate considerably
higher than the 4.6 kcal mol predicted at the CASPT3 level.

similar-sized active spaces, being potentially smaller than those
anticipated for the Ti(IV) system. Overall, both the coupled-
cluster diagnostics and the CI vectors from the SA-CASSCF
computations paint a similar picture of highly multireference
1A and PBA states and a single-referenceAlstate that are
capable of being described by a small to modest active space.
Disappointingly, although it is probably of no surprise, the
poor performance for relative energies by all single-reference

The single-reference wavefunction-based approaches do not faré@pproaches occurs simultaneously with decreased overall per-
any better than the DFT results. As was observed for Tidv)  formance for molecular geometries. The LRMSD values relative
salen above, the HF reference dramatically over-stabilizes theto the CASSCF geometries presented in Table 8 are all several
high-spin states and provides an extremely challenging startingtimes larger than those observed in the seemingly well-behaved
point from which to accurately describe the energetics of the Sc(lll)—salen and the geometries (overlaid in Figure 8) are
system. The MP2 results predict the entirely wrong order of Visibly very different. As was observed in previous systems,
the electronic states with spin-state splittings that are unphysicalthe CASSCF geometries are much more planar than those from
and dramatically larger than the CASPT3 results, placing the DFT, again with B3LYP geometries being closer to the
1A state at 700.80 kcal mot relative to the 3A state. Even CASSCF geometries than those from BP86 and BPWOL.
coupled-cluster theory is unable to alleviate the large discrep- Contrary to the results observed previously, the MP2 geometries
ancies in the HF reference energies, placing fifestate 35.36 are closer to the B3LYP than to the CASSCF geometries. The

TABLE 8: LRMSD(A) in Molecular Geometries for the 1 1A, 13A, and 15A States of (Lower Triangular) V(V) — and (Upper
Triangular) Cr(VIl) —Salens

CASSCF MP2 B3LYP BP86 BPWO1

CASSCF --- 0.398 0.421 0.429 0.427 CASSCF
--- 0.391 0.491 0.431 0.419
--- 0.486 0.486 0.605 0.615

MP2 0.783 --- 0.073 0.135 0.141 MP2
0.777 - 0.234 0.180 0.174
0.769 --- 0.251 0.261 0.263

V(V) B3LYP 0.865 0.319 - 0.085 0.092 B3LYP Cr(V1)

0.889 0.298 - 0.100 0.115
0.784 0.450 - 0.021 0.020

BP86 0.878 0.335 0.037 - 0.141 BP86
0.933 0.372 0.095 --- 0.017
0.796 0.474 0.033 --- 0.005

BPWO1 0.878 0.336 0.033 0.008 --- BPW91
0.934 0.374 0.098 0.005 -
0.796 0.477 0.035 0.005 -

TABLE 9: Relative Energies (kcal mol?) for the Low-lying Electronic States of Cr(VI) —Salen Computed at Various Levels of
Theory

CASPT3 CASPT2 CASSCF CCSD(M CCsD MP2 B3LYP BP86 BPWO1
1'A 11.03 8.20 0.22 13.88 4.94 1282.36 31.62 16.81 18.61
1°A 8.51 10.23 0.16 18.98 16.46 339.54 24.13 6.37 7.40
23A 9.93 12.78 1.98
15A 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

aRelative energies computed at the CASSCF optimized geometiedative energies computed at the MP2 optimized geometries.
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Figure 8. Overlay of the optimized geometries for théAl(left), 13A (center), and 3A (right) states of V(V)-salen from different levels of
theory. The theoretical methods include CASSCF (black), MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve).

TABLE 10: Leading Determinants in the Natural Orbital

' ; Basis from SA-CASSCF Calculations on the Low-Lying
Electronic States of Cr(VI)—Salen
state determinant coeff
1'A (Rm1)? (Rp)A(deg) o 0.4713
d:; (Rr1)? (Rr2)o(dky)8 —0.4713
g ’ (dy2)? (Rrz)o(di) 0.3577
P ' (dyz)? (Rr2)B(dir)o —0.3577
) (R1)B(Rmz)a(dy)B(d)ox —0.2745
~ (Rra(Rr2)B(dy o) —0.2745
) (R1)? (Rr2)? 0.1545
13A (Rm1)? (Rp)a(dy)a 0.5310
(dy)? (Rz)o(dky) o —0.4362
\d (Rmy)a (Rrz)o(dy)a(do) —0.3441
Ly (Ra)? (dyz)a(Ch)ox 0.3028
(R2)? (dyp)o(di)a —0.2800
(R2)? (Rr1)o(dyr) o —0.2362
(dy2)? (Rrz)o(di)a 0.2095
(Rr1)? (Rz)a(dy)a 0.1855
23A (R2)? (Ry)a(dy)a 0.5020
(R1)? (dyp)o(dxp) —0.4904
/ (Rm2)? (dy)o(dg)a 0.4459
Rr, i Rrm, (dyn)? (Rry) () —0.4340
- (R1)? (R2)o(dr) ot 0.1683
Figure 9. Isosurface plots of the®Rand Cr(d) orbitals that comprise 1°A (Rry)ol(Rrz) ou(dyz) ou(dyz) o 1.0000

the active space for Cr(VHsalen.
value of the orbital Hessian0.0811) corresponds to a RHF

UHF instability. Following the instability leads to a heavily spin-

LRMSD's for all methods approach 1 A, being much larger contaminated = 3.40) UHF solution. The relative energies
than previously observed values. are dramatically improved at the CCSD and CCSD(T) levels,

Cr(VI) —Salen. CAS—CI computations on Cr(VHh-salen both being extremely different from the MP2 results. Even with
predict a similar active space (Figure 9) and electronic structure the perturbative triples corrections, the CCSD(T) relative
to that of V(V)—salen presented above. The SA-CASSCF(4/ energies are still significantly different from the CASPT3 results.
5)/6-31G*[11A, 13A, 28A, 1°A] relative energies are included  The relative energies for Cr(\\lsalen from all DFT approaches
in Table 9 along with those from CASPT2 and CASPT3. The are also included in Table 9. All of the functionals predict a
lowest singlet, triplet, and quintet states are predicted to be 15A ground state, with B3LYP predicting much larger
nearly degenerate at the CASSCF level, with th& ground splittings than BP86 and BPW91. The predictions from DFT
state favored by no more than 0.22 kcal molThe inclusion are in stark contrast to those from the multireference approaches
of dynamical correlation stabilizes theAlstate. At the CASPT2 presented above. While all methods accurately predictthe 1
level the PA state is predicted to be the ground state, with the ground state, the BP86 and BPW91 functionals predict smaller
13A and I!A states at 10.23 and 8.20 kcal mbkespectively. state splittings that are closer to our more reliable CASPT3
At the CASPT3 level these splittings are 8.51 and 11.03 kcal results.
mol~1. The MP2 results again appear highly unphysical, a  Upon examining the leading determinants from the CASSCF
consequence of the extremely poor description at the RHF level. computations presented in Table 10 and considering the results
Although we are currently incapable of performing stability presented previously for V(\)salen, the rather poor perfor-
analysis on the ROHF states, stability analysis was performedmance of all single-reference approaches for Crf\¢8len
on the TA RHF solution. The RHF %A energy from ACES Il should come of no surprise. ThéAlstate is strongly open-
is reproduced with Q-Chem for the three sets of starting orbitals. shell in character and the closed-shell RHF determinant has a
Exhibiting no RHFRHF orbital instabilities, the lowest eigen-  coefficient of only 0.1545. The triplet states are demonstrated
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Figure 10. Overlay of the optimized geometries for th&Al(left), 13A (center), and 3A (right) states of Cr(VI}-salen from different levels of
theory. The theoretical methods include CASSCF (black), MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve).

to be strongly multireference as well, with leading coefficients |'
of 0.5310 and 0.5020 for the’A and 2A states respectively.

In contrast to the singlet and triplet states, té hppears
strongly single-reference. The diagnostics from the CCSD
computations (Table 3) are again much larger than what would
be expected for well-behaved systems. Even CCSD(T) is
incapable of overcoming the strong near-degeneracy effects
present in Cr(VI)y-salen.

The LRMSD in molecular geometries from all methods are
presented in Table 8 and the optimized structures are overlaid
in Figure 10. While the geometries are visibly very different,
the LRMSD values from Table 8 are smaller than the corre-
sponding values for V(\Asalen presented above. All of the
DFT geometries are very similar, with a maximum LRMSD of
0.141 A occurring between the BP86 and BPW9A fieom-
etries. The LRMSD values with respect to the CASSCF
geometries are considerably larger, approaching 0.5 A for all
cases. The B3LYP geometries are overall somewhat closer to
those from CASSCF than are the BP86 and BPW91 geometries,
while the performance for relative energies is significantly better
for the BP86 and BPW91 functionals.

Mn(VIl) —Salen.For Mn(VIl)—salen, the increased formal
oxidation state at the metal center results in the four lowest-
lying d-orbitals being energetically much lower than the salen
Rz orbitals. Large CASCI computations indicate very little
contribution from these orbitals to the low-lying electronic states.
The 3 lowest electronic states were optimized at the SA-
CASSCF(4/4)/6-31G*[1A, 13A, 1°A] level using the active
space depicted in Figure 11. The relative energies from all
methods are included in Table 11. The DFT results are all very
similar, with the anticipated stabilization of the high-spff1
state by B3LYP relative to BP86 and BPW91. The MP2 results
are again completely unphysical. This is a consequesnce of the
poor RHF description of the electronic structure of Mn(WI)
salen, although stability analysis of the RHFRA=gain confirms
the lack of an RHFRHF instability (there is a large RHF
UHF instability). As has been observed in the previous systems,
CCSD dramatically improves upon the extremely poor MP2
results. However, it should be noted that the CCSD amplitude
equations prove challenging to converge for many of the systems
here. Often requiring hundreds iterations and fairly large level
shifts, the amplitudes converge very slowly. Even with more
than 300 iterations of the amplitude equations, the amplitudes
failed to converge to the prescribed convergence criteria for the
13A CCSD computation of Mn(VIlly-salen. The amplitudes
in this case were converged to ¥Owhich is slightly larger d..
than the convergence criteria of 0. For this reason, the “
CCSD(T) energy for the 3A state is omitted from Table 11.
The CASSCF, CASPT2, and CASPT3 results provide a

Figure 11. Isosurface plots of the Mn d-orbitals that comprise the
active space for Mn(VIb-salen.
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Figure 12. Overlay of the optimized geometries for theAl(left), 13A (center), and 3A (right) states of Mn(VIl)-salen from different levels of
theory. The theoretical methods include CASSCF (black), MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve).

TABLE 11: Relative Energies (kcal mol?) for the Low-Lying Electronic States of Mn(VIl) —Salen Computed at Various Levels
of Theory

CASPT3 CASPT2 CASSCF CCSD(™M Ccsp MP2 B3LYP BP86 BPWO1
1'A 91.39 95.71 96.47 0.00 0.00 1709.09 54.35 33.83 37.33
13A 64.18 67.78 67.61 10.52 598.78 35.73 16.35 18.77
1°A 0.00 0.00 0.00 8.55 23.72 0.00 0.00 0.00 0.00

2 Relative energies computed at the CASSCF optimized geométidative energies computed at the MP2 optimized geometries.

TABLE 12: LRMSD(A) in Molecular Geometries for the
11A, 13A, and 1°A States of Mn(VII) —Salen

CASSCF MP2 B3LYP BP86 BPW91

TABLE 13: Leading Determinants in the Natural Orbital
Basis from SA-CASSCF Calculations on the Low-Lying
Electronic States of Mn(VIl) —Salen Computed at Their
Optimized Geometries

CASSCF  ---

state determinant coeff
1A (dy2)? (de—y2)? 0.5977
MP2 0.149 (dxp)? (de-y2)? —0.3816
0.314 (Oxp)? (d2)? 0.3038
0.245 (de—y2)? (d2)? —0.3009
Mn(VIl) B3LYP  0.321 0.349 --- (dy)B(de—)B(dr)a(dR)a —0.2795
0.313 0.483 --- (dy)a (de—2)a(d)f(d2)B —0.2795
0.316 0.356 --- (dy)B(de—y)a(Ox)B(dR) 0.2436
BP86 0.333 0.358 0.026 (dy)a(de—P)p(A)o(dR)f 0.2436
0.327 0.495 0.030 13A (de—2)? (dy)a(dx)a 0.8652
0.362 0.410 0.060 (d2)? (dy)o(dw)a —0.4485
BPW91  0.339 0.364 0.030 0.010 --- 1°A (d2)o(de—y2)a(dy)a(dxr)a 1.0000
0.326 0.493 0.028 0.006 ---
0.371 0.420 0.072 0.014 ---

respectively), much smaller than would be expected for a single-

) ) ) o reference system. It should be noted that, just as in the case of
consistent picture of the electronic state ordering in this system g¢(|jj)—salen, the 9A state with this active space is a single

and are qualitatively very different from the CCSD and CCSD-  geterminantal wavefunction. The CC diagnostics from Table 3
(T) results. Our best results place thtAland PA states at  reyeal the same general trend, with the diagnostics being largest
91.39 and 64.18 kcal mot respectively relative to the°A for the highly multireference !A state. The coefficients from
ground state. The DFT relative energies provide reasonable (athe cASSCF computations and the CC diagnostics both
least qualitative) agreement with the CASPT3 results, being gemonstrate the incredibly strong multireference character of
dramatically better than the MP2 and CC results. Overall, the \n(vjj1y —salen. Surprisingly, the DFT approaches examined
B3LYP relative energies are much closer to those from CASPT3 pgre outperform even CCSD(T) for this challenging system. The

than are the other methods explored here. ~ B3LYP results provide the closest agreement of the three
The molecular geometries from all methods are overlaid in f,nctionals employed.

Figure 12, and the corresponding LRMSD values are presented
in Table 12. While the DFT geometries agree very well with Conclusions
each other (LRMSD< 0.072 A), the agreement with the
CASSCF geometries is considerably worse (LRMSD.313 Employing compact CASSCF reference spaces in conjunction
A). Despite the extremely poor performance of MP2 for the with corrections for dynamical electron correlation at the
relative energies, the geometries from MP2 are closer to the CASPTS3 level of theory, accurate relative energies and geom-
CASSCF geometries than are the DFT geometries. However,etries have been obtained for the lowest electronic states of
with LRMSD values in excess of 0.149 A, the geometries from several 38metal salen systems. The results presented clearly
MP2 and CASSCF remain noticeably different. demonstrate the strong mult-reference character of thengdhal

The leading determinants from the SA-CASSCF computations salen systems explored. To the knowledge of the authors, the
are presented in Table 13. The leading determinants for'the 1 largest T1 and D1 diagnostics reported within this work exceed
and BA states are both extremely small (0.5977 and 0.8652 the largest values previously reported in the literature for
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molecular systems at their respective equilibrium geometfies. (10) Khavrutskii, I. V.; Musaev, D. G.; Morokuma, IRroc. Natl. Acad.

The leading determinants from the SA-CASSCF computations SCi(llg_J).S.].choOt?str%O& _523\?/’5”0 Bhys. Cher, Chern. Phy2004 6, 3747
serve to further validate this observation. Given the demonstrated (1) yanic, J.; Collins, J. R.: 'Bﬁri’ S. K. Phys. Chem. 2004 108

strength of the nondynamical correlations in these systems, the2314.

poor performance of single-reference theories such as MP2, (13) Ivanic, J.J. Chem. Phys2003 119 9377.

CCSD, and CCSD(T) when based upon a HF reference function40‘(1%)4) Abashkin, Y. G.; Collins, J. R.; Burt, S. Knorg. Chem2001, 40,
may be of little surprise. Improvements can sometimes be made (15 khavrutskii, I. V.; Musaev, D. G.; Morokuma, Hnorg. Chem.
in the performance of coupled-cluster computations by abandon-2005 44, 306.

ing the HF reference (consider the Brueckner coupled-cluster _ (16) Khavrutskii, I. V.; Rahim, R. R.; Musaev, D. G.; Morokuma, X.

: Phys. Chem. 004 108 3845.
approaches as an exanl)e Future work will assess the 2’17) Khavrutskii, 1. V. Musaev, D. G.: Morokuma, K. Am. Chem.

importance of the choice of orbitals in coupled-cluster and soc.2003 125 13879.
multireference treatments of excited states in these and related (18) Linde, C.; Arnold, M.; Norrby, P. O.; Akermark, Bngew. Chem.

molecular systems. Int.(]I-:_gc;. iﬁ']%lz 3((35‘'1A7k2e3:.mark B.; Norrby, P. O.; Svensson,MAm. Chem
The DFT geometries and relative energies provide reasonablegyc 1999 121 5083. Y yoE ’ ' '

agreement with the benchmark results for two of the systems (20) Jacobsen, H.; Cavallo, Chem—Eur. J. 2001, 7, 800.
explored in this work: Sc(lll) and Mn(VII). Interestingly, these (21) Cavallo, L.; Jacobsen, Hhorg. Chem.2004 43, 2175.

; i .~ (22) Cavallo, L.; Jacobsen, H. Phys. Chem. 2003 107, 5466.
are the systems possessing the smallest amount of mixing in (23) Cavallo. L. Jacobsen. H. Org. Chem2003 68, 6202,

the ligandRr and the metal d-orbitals..For the case of Scftll) (24) Cavallo, L.; Jacobsen, Hngew. Chem.nt. Ed. 200Q 39, 589.
salen the electronic states are localized largely on the salen (25) Abashkin, Y. G.; Burt, S. KOrg. Lett. 2004 6, 59-62.
ligand. On the other hand, the electronic states are localized _ (26) Brandt, P.; Norrby, P. O.; Daly, A. M.; Gilheany, D. Ghem-

: Eur. J.2002 8, 4299.
entirely on the metal center for the case of Mn(VHbalen. (27) Sears, J. S.. Sherrill, C. . Chem. Phys2006 124 144314.

For the systems lying between these two extremes the DFT  (28) pavidson, E. RChem. Re. 1991, 91, 649.
results are significantly worse. In these systems, the SA- (29) Kohn, W.; Sham, L. JPhys. Re. 1965 140, 1133.
CASSCF natural orbitals and determinants reveal a strong (30) Hohenberg, P.; Kohn, ihys. Re. B 1964 136, B864.

. . Arhi . (31) Chermette, HCoord. Chem. Re 1998 180, 699.
mixture of ligandRr and metal d-orbital character in the lowest (32) Cundari, T. R Computational organometallic chemistrylarcel

electronic states. Describing this appears to be a challenge forpekker: New York, 2001.

DFT approaches as the performance both for molecular geom- (33) Holthausen, M. CJ. Comput. Chen005 26, 1505.

etries and for relative energies is degraded. However, it should _ (34) Yanagisawa, S.; Tsuneda, T.; Hirao,JXChem. Phys200q 112,
be n,Oted that all of the funCtionals examined perform ap- (é5) Barden, C. J.; Rienstra-Kiracofe, J. C.; Schaefer, Hl. Ehem.
proximately as well as the expensive CCSD(T) approach for phys.200q 113 690.

these systems. While the hybrid functional does outperform _ (36) Nakao, Y.; Hirao, K.; Taketsugu, T. Chem. Phys2001, 114,

iad 7935.
BP86 and BPW91 for at least a couple of the cases examined, (37) Harrison, J. FChem. Re. 200Q 100, 679.

B3LYP is the only functipnal providing results in strong (38) Zhao, Y.: Truhlar, D. GJ. Chem. Phys2006 124 224105.
qualitative disagreement with any of the CASPT3 results. This  (39) Quintal, M. M.; Karton, A.; Iron, M. A.; Boese, A. D.; Martin, J.
is the case of V(V)-salen, where B3LYP fails to predict the M. L. J. Phys. Chem. 2006 110, 709.

1 ; ; (40) Wang, S. G.; Schwarz, W. H. B. Chem. Phys1998 109, 7252.
1A ground state of the system. Given the strong multireference (41) Wodrich, M. D.- Corminboeuf, C.: Schieyer, P. g, Lett. 200

character of these systems, the overall reasonable qualitatives 331,
and semiquantitative performance of the DFT approaches is (42) Meermann, C.; Sirsch, P.; Tornroos, K. W.; Anwander]).RChem.
surprising. Soc, Dalton Trans.2006 1041.
(43) Fukuzawa, S.; Komuro, Y.; Nakano, N.; Obara,Tetrahedron
Lett. 2003 44, 3671.
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