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Although physical chemistry has often concentrated on the observation and understanding of chemical systems,
the defining characteristic of chemistry remains the direction and control of chemical reactivity. Optical control
of molecular dynamics, and thus of chemical reactivity provides a path to use photon energy as a smart
reagent in a chemical system. In this paper, we discuss recent research in this field in the context of our
studies of the multiphoton optical control of the photo-initiated ring-opening reaction of 1,3-cyclohexadiene
(CHD) to form 1,3,5-cis-hexatriene (Z-HT). Closed-loop feedback and learning algorithms are able to identify
pulses that increase the desired target state by as much as a factor of two. Mechanisms for control are discussed
through the influence of the intensity dependence, the nonlinear power spectrum, and the projection of the
pulses onto low orders of polynomial phase. Control measurements in neat solvents demonstrate that competing
solvent fragmentation reactions must also be considered. In particular, multiphoton excitation of cyclohexane
alone is capable of producing hexatriene. Statistical analyses of data sets obtained in learning algorithm searches
in neat cyclohexane and for CHD in hexane and cyclohexane highlight the importance of linear and quadratic
chirp, while demonstrating that the control features are not so easily defined. Higher order phase components
are also important. On the basis of these results the involvement of low-frequency ground-state vibrational
modes is proposed. When the population is transferred to the excited state, momentum along the torsional
coordinate may keep the wave packet localized as it moves toward the conical intersections controlling the
yield of Z-HT.

I. Introduction

The development of flexible, tunable ultrafast laser sources
has led to an ever increasing flood of information elucidating
chemical reaction dynamics. Ultrafast spectroscopic investiga-
tions have exploited the time resolution available with short
pulses to probe the dynamics of molecular systems with ever
increasing precision and sophistication. Multidimensional spec-
troscopies, both vibrational and electronic, are proving to be
powerful tools to unravel the interplay between environment,
structure, dynamics, and coherence.1 The data obtained from
these experiments serve as the foundation for the development
of a unified picture of energy relaxation, energy redistribution,
charge redistribution, atomic rearrangement, and other properties
inherent to chemical reactivity.

But chemistry is not limited to observation and understanding.
The overarching goal and defining characteristic of the discipline
remains the direction and control of chemical reactivity. Optical
control of molecular dynamics, and thus of chemical reactivity,
has been actively pursued for many years. Early attempts using
state selection generally failed as energy redistribution random-
ized the available energy on a time scale much faster than the
time scale required for reaction to occur.2 The development of

ultrafast laser technologies capable of producing ultrashort
broadband optical pulses has opened a new pathway for the
control of chemical systems, bypassing many of the limitations
imposed by energy randomization. Ultrashort broadband optical
pulses may be temporally and spectrally manipulated using
commercially produced pulse shapers.3,4 The resulting “sculpted”
pulses may be used as smart reagents to control molecular
dynamics and chemical reactivity.5–8

The central challenge for the optical control of complex
reactive systems is identifying control fields capable of achieving
the desired target state. Even a molecule as small as cyclohexa-
diene, the system used in our investigations,9 is large enough
to prohibit sufficiently accurate electronic structure calculations
while taking into account all vibrational degrees of freedom.
Add to this the influence of a solvent bath on the dynamics and
decoherence, and the calculation is intractable at the present
time.

In this article we will outline the current state of the field of
coherent control of chemical reactions in solution, concentrating
on the use of feedback search methods to affect and interpret
the optical control of reaction dynamics. This discussion is
driven by analysis of experiments using feedback optimization
to control the ring-opening reaction of 1,3-cyclohexadiene
(CHD) to produce 1,3,5-cis-hexatriene. Multiphoton initiation
of a photochemical reaction represents a subset of the active
enterprise engaged in using pulse sculpting to probe or control
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molecular systems. This article will not explicitly consider the
equally important work being pursued to use feedback and
optical pulse shaping to identify pulses capable of enhancing
spectroscopic signatures for chemical identification, weak field
control of molecular dynamics, or the ongoing efforts to use
systematic searches to identify optimal pulses for optical control
or molecular spectroscopy.

A. Searching for Optimal Pulses. One approach to finding
an appropriate control field is to recast the molecular dynamics
problem as an optimization problem. Theoretical applications
of optimal control theory (OCT) involve optimizing the transi-
tion probability from an initial state to the target state.5,7 Still,
it may not be possible to calculate the effect of a given field in
a reasonable amount of time. On the other hand, experimentally,
the reactive system itself can evaluate the efficacy of a given
field “instantaneously”.7,8,10 This has led to the utilization of
global search algorithms using the system to identify effective
control fields. Stochastic optimization algorithms like the genetic
algorithm can be used when the fitness landscape is complex
and contains local maxima.

The goal of an adaptive feedback control experiment is to
identify the parameters characteristic of an optical field capable
of achieving control. In principle, the phase and amplitude of
all the resolvable frequency components of the excitation pulse
represents the set of control parameters. In most cases the size
of the available parameter space prohibits an exhaustive search.
One can sometimes use physical intuition to define an appropri-
ate parameterization for the electric field and perform an
exhaustive search to find the optimal field within that param-
eterization. If one does not want to make assumptions about
the correct field parameterization, an alternative is to use a global
search algorithm to attempt to identify sufficient pulse param-
eters. The standard practice in optimal control experiments is
to use a learning algorithm based on the genetic algorithm (GA)
guided by a feedback measurement to search the space of the

control field. Judson and Rabitz first proposed application of
genetic algorithm approaches to coherent control experiments.7

The early strength of the method was demonstrated by Wilson,
Warren, and coworkers11 and by Gerber and coworkers,12 as
summarized by Levis and Rabitz.10

In a GA, candidate control fields are represented as a
population of genomes, where each genome comprises phase
or amplitude information for an optical pulse.13 The algorithm
encourages desirable traits in the gene pool by assessing the
effectiveness of each pulse using a fitness function whose value
is based on some measurement of the system reflecting the
objective of the control experiment. In a set of sequential
experiments, each genome is tested against the control objective
and assigned a merit score, or fitness. The fittest genomes are
used to produce the next population, or generation. Statistically,
fit individuals have pulse characteristics that are either sufficient
or necessary for survival. By “survival of the fittest”, these traits
eventually dominate the population. A refinement of the
algorithm used to search the parameter space involves inclusion
of an adaptive learning step that evaluates the relative success
of the various mating and mutation operators at generating fit
genomes; the use of each operator is weighted according to its
past accomplishment.13

The termination criterion for the algorithm is somewhat
arbitrary. In an ideal case the population would converge on a
single optimal solution and searches beginning with different
sets of initial pulses would converge to the same solution. In
practice, due to the stochastic nature of the GA and experimental
noise, different runs produce optimal pulses with similar
featuressand distinct “neutral” differences. The results of
several searches must be analyzed to identify which traits in an
optimal field are necessary and which are merely sufficient.
Population size, mutation rate, and the specific operators used
in mating all influence the rate of convergence, or even whether
the algorithm will converge. Each of these factors should be
optimized for convergence in each type of experiment.

The optimal pulses obtained in a learning algorithm search
may be analyzed to determine common features responsible for
control. However, there is no need to draw conclusions only
from the limited number of optimal pulses obtained in separate
experiments. Each GA search tests hundreds or thousands of
different pulses shapes. Analysis of the entire set of trial pulses
can help to determine the key features effective for control of
a given system and to identify optimal basis sets for optical
control of related systems.9,14–19 In these experiments the search
sets do not represent random samplings of pulses. Rather, these
search sets are biased in the fitness-directed search. The bias in
the search does not discredit statistical analysis of the search
set but must be recognized in analysis of pulse characteristics
and taken into account in the data interpretation.16,18–21

B. Cyclohexadiene Ring-Opening Reaction. 1,3-Cyclo-
hexadiene (CHD) is considered a paradigm system for electro-
cyclic reactions22–28 and constitutes the photo-active moiety in
a number of important photochemical reactions, such as the
formation of previtamin D from 7-dehydrocholesterol.28–30 The
ring closure reaction Z-HT f CHD has not been observed in
the isolated CHD system, though both ring-opening and ring-
closure reactions are readily observed in 7-dehydrocholesterol29,30

and in photochromic fulgides31,32 where the ring is sterically
hindered. Fulgides have generated interest in the ultrafast
chemistry community as potential photoswitches.31

The ring-opening reaction is illustrated in Figure 1. Although
this schematic depicts only one generalized reaction coordinate,
CHD has 36 degrees of freedom and the reaction dynamics are
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governed by multidimensional S0, S1, and S2 potential energy
surfaces (PES) that intersect to form conical intersections
(CoIns). Conical intersections are particularly important in
ultrafast photochemistry because they provide nonadiabatic
photochemical decay channels which are often barrierless and
lead to subpicosecond dynamics.

The single photon reaction scheme involves an ultraviolet
transition between the ground electronic state and the antisym-
metric (S2) excited state. This excitation produces an electronic
population and vibrational wave packet in the excited state. The
wave packet accelerates along the torsional reaction coordinate33

and passes through a CoIn to the 2A (S1) excited state where
most of the nuclear ring-opening dynamics occur. The electronic
population returns to the ground state through internal conver-
sion involving several CoIns between the 1A and 2A potential-
energy surfaces34–37 within a few hundred femtoseconds.29 Sixty
percent of the excited molecules relax to vibrationally excited
CHD, and the remaining 40% convert to vibrationally and
conformationally excited cis-1,3,5-hexatriene.38

At least two conical intersections connecting the S1 and the
S0 potential energy surfaces of CHD are thought to contribute
to the Z-HT yield. The CoIns represent different reaction
pathways. Wave packet propagation studies by Hofmann and
de Vivie-Riedle39–41 demonstrated that following internal con-
version from the S2 state, the wave packet bifurcates on the S1

PES and the reaction proceeds through both pathways.
The existence of multiple reaction paths, and the sensitivity

of the wave packet bifurcation to initial conditions make CHD
an attractive candidate for coherent control.32,39–43 The resonant
wave packet simulations used approximately 30000 cm-1 of
coherent bandwidth to excite CHD; such broad bandwidth pulses
are not available in the laboratory. Multiphoton excitation, on
the other hand, may open control pathways not available to a
one-photon resonance, such as multiphoton interference or direct
excitation to the S1 surface.

We recently reported9 experiments demonstrating coherent
control of the CHD ring-opening reaction with relatively narrow
bandwidth 800 nm pulses (∆ν e 310 cm-1). In this excitation
scheme, three-photon absorption is required to electronically
excite CHD. Shaped pulses were identified that increased the
yield of the CHD reaction by a factor of two over transform-
limited 800 nm excitation. The highest yields of Z-HT occurred
for pulses possessing substantial negative quadratic phase. In
addition to the CHD reaction, however, side reactions were
observed in the solvent.

In the present paper, we explore the role of the solvent in
more detail. We contrast the quality of the solutions obtained
in solvent and use an analysis of the full set of trial pulses to
isolate key features effective for control and to identify optimal
parameters for optical control of the ring-opening reaction.

II. Experimental Methods

In these experiments, a customized genetic algorithm13 was
used to search for the optimal pulse and the efficacy of each
pulse was determined using the ultraviolet (UV) absorption
spectrum. The experimental setup, described in detail earlier,9

achieved control of the spectral phase of 800 nm, 50 fs laser
pulses using a pulse shaping system based on a zero-dispersion
Fourier filter design using an acousto-optic modulator (AOM).4,44

The maximum intensity of the transform-limited pulse at the
sample was estimated to be 1.8 × 1012 W/cm2. Formation of
the Z-HT photoproduct was probed using a UV continuum fixed
at a time delay of either 1 or 12 ns following excitation.
Differential absorption of the probe pulse provides a direct
measure of the concentration of Z-HT created by the pump pulse
in the excitation volume. The transmitted probe was collected
with a multichannel spectrometer (Ocean Optics S2000), and
the pump pulse was optically chopped to alternately obtain
spectra with (Isig) and without (Iref) excitation. The difference
spectrum ∆A(λ) )- log[Isig(λ)/Iref(λ)] provides a direct measure
of the concentration of Z-HT produced by the excitation pulse,
and was used to evaluate fitness in the learning algorithm.
Generally, 10-30 pumped/unpumped pairs were collected, each
with an integration time of 50 ms, so the transient difference
spectrum ∆A represents the average of at least 1000 laser pulses.
Two feedback goals were used: goal 1 optimized for the
maximum absorption between 260 and 280 nm; goal 2 optimized
for the maximum absorption between 260 nm and 280 nm and
added a penalty for absorption between 280 nm and 300 nm
where Z-HT does not absorb.9 The latter goal was designed to
discriminate against solvent side reactions.

Samples were prepared by diluting 1,3-cyclohexadiene (Al-
drich) with either spectroscopic grade cyclohexane or hexane.
The sample, with an optical density of approximately 1 at 266
nm, was flowed though a 1 mm thick quartz flow cell at a rate
sufficient to replenish the sample between laser pulses. A 100
mL sample reservoir was used to prevent the buildup of
photoproducts in the bulk sample. Control experiments were
also performed using samples of neat solvent. These data were
subjected to the same analysis as the data obtained using CHD
samples.

III. Results

Excitation of CHD in either hexane or cyclohexane with
transform-limited 800 nm pulses resulted in the formation of
Z-HT. The presence of the Z-HT photoproduct was confirmed
in both the transient difference spectrum and in the steady-state
UV absorption spectrum of a sample irradiated in a small
volume flow cell to allow photoproduct accumulation.9 As
described in our earlier report,9 shaped pulses were identified
that increased the yield of the CHD reaction by a factor of two
over transform-limited 800 nm excitation. The highest yields
of Z-HT occurred for pulses possessing substantial negative
quadratic phase. Steady-state spectra of all samples also
exhibited strong absorption in the deep UV (λ < 240 nm) due
to solvent photodissociation photoproducts.9

A. Identifying Solvent Involvement in Feedback Control.
The difference spectrum observed following multiphoton excita-
tion of CHD samples at 800 nm is complicated by the presence

Figure 1. Schematic diagram of the CHD photochemical ring-opening
reaction.
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of a broad positive background absorption spanning the probe
spectrum.9 A similar broad difference spectrum is observed
following multiphoton excitation of neat solvent. From these
data it was concluded that the difference spectrum observed in
the CHD solution contains two components: (1) Z-HT produced
from CHD, and (2) a transient signal consistent with excitation
and fragmentation of the solvent. The difference spectra obtained
following multiphoton excitation were fit to a linear combination
of the background solvent spectrum and the steady-state Z-HT-
CHD difference spectrum:

∆A(λ)) c1∆Asolvent(λ)+ c2∆AHT-CHD(λ) (1)

The solvent contribution observed between 260 and 300 nm
was found to be transient on a nanosecond timescale.9

∆AHT-CHD(λ) corresponds to formation of a stable photopro-
duct and is constant after the ring-opening reaction is complete
(,100 ps under linear excitation conditions24–27). Given the
different dynamics of these two signals, optimization experi-
ments probing the solution at longer time delay will be
influenced more by the CHD f Z-HT reaction than by the
solvent processes. Consequently, the difference spectrum was
optimized at two delay times (τ ) 1, 12 ns) to distinguish the
transient contribution of the solvent processes from the steady-
state contribution of Z-HT formation.

Our original analysis of multiphoton optical control in CHD9

assumed that the solvent transient spectrum did not vary with
pulse shape. This assumption does not always hold. To make a
more accurate separation of the contributions of solvent
background and Z-HT formation, we used the data obtained
through GA optimization of the signal in neat solvent at each
time delay using goal 1 as the fitness function. Optimized solvent
spectra were generated by singular value decomposition45 of
the set of highest-fitness spectra from each generation of the
GA. These spectra are used to analyze the data obtained from
GA optimization of the CHD f Z-HT reaction in hexane and
in cyclohexane.

i. CHD/Hexane. In hexane, the most significant basis
spectrum differed slightly from the solvent spectrum produced
by the TL pulse. The spectrum in hexane decreased in magnitude
between τ ) 1 and 12 ns, but there was no significant evolution
in the spectral features. When the optimized solvent spectra were
used to analyze the data, the remaining absorption contribution
closely matches the Z-HT spectrum. The results from two
experiments at each probe delay are plotted in Figure 2.

The changes in solvent and Z-HT contributions, relative to
the TL pulse, were calculated using both the TL solvent
spectrum and the optimized solvent spectrum. These data are
summarized in Table 1. Although the precise form of the solvent
spectrum affects the perceived change in yield, the results from
both procedures are in qualitative agreement. The actual values
likely lie within the range of the fit parameters derived from
the two solvent spectra. At τ ) 1 ns, the optimal pulse obtained
for goal 1 substantially increased Z-HT (40-100%), and the
solvent background signal increased by ca. 10%. Goal 2 resulted
in a substantial suppression of the solvent background, and left
the Z-HT signal essentially unchanged. Optimization at τ ) 12
ns resulted in a substantial increase in Z-HT signal for both
feedback goals. However, goal 2 was not effective in suppress-
ing the solvent signal at this longer delay.

ii. CHD/Cyclohexane. It was observed earlier that the
targeted photoproduct, Z-HT, could be produced from a highly
nonlinear interaction with neat cyclohexane9 adding a contribu-
tion, ∆AZ-HT(λ), to the observed signal:

∆A(λ)) c1∆Asolvent(λ)+ c2∆AHT-CHD(λ)+ c3AZ-HT(λ) (2)

GA searches were able to improve the signal, but it was not
possible to distinguish between contributions from the solvent
and CHD in the feedback measurement; at τ ) 1 ns the
difference spectrum observed in the CHD solution and neat
cyclohexane were nearly identical. Still, it was reasoned that
the GA searches conducted at the longer time delay would be
influenced less by the solvent processes, and would better reflect
the target CHD f Z-HT reaction. At τ ) 12 ns, the difference
spectrum exhibited absorption characteristics of Z-HT. Some
of these results were originally reported with our CHD/hexane
results.9 Separate analysis of these pulse shapes is included
below.

B. Identification of Control Parameters. The data described
above illustrate the optimization of the production of Z-HT from
CHD through multiphoton interaction with 800 nm pulses. In
this section the correlations between pulse characteristics and
pulse performance are systematically analyzed for the hundreds
of different pulses tested during the course of each GA search.
Duplicate pulses, which were tested multiple times, were
removed from the search sets and represented by an average
fitness. Even so, the search set does not represent a random
sampling of pulses because the learning algorithm search is
fitness-directed. It is common for the genomes in each generation
become increasingly similar as the GA converges on a solution,
although random mutation operations continually introduce new
pulse features. Because of this bias the optimal solution will be
weighted most heavily in analysis of pulse characteristics. In
this sense, the search set provides information about the
robustness of pulse parameters. The most robust pulse charac-
teristics likely correspond to control parameters in the optimiza-
tion experiment.

i. Intensity Dependence. These experiments rely on mul-
tiphoton absorption to initiate the CHD ring-opening, so pulse
intensity is expected to be a dominant control parameter in
optimizing Z-HT production. The probability for three-photon
absorption scales as I3. In our earlier report9 the correlation
between pulse fitness and integrated third-order nonlinear power,
P3ω, was analyzed for two searches carried out for goal 1, where,
P3ω ) ∫S3(ω) dω and S3(ω) is given by

S3(ω)) |∫∫dΩ1 dΩ2 A(Ω1) A(Ω2) A(ω-Ω1-

Ω2)e
i[�(Ω1)+�(Ω2)+�(ω-Ω1-Ω2)-�TL]|2 (3)

This analysis demonstrated a weak but clear correlation between

Figure 2. Change in absorption attributed to the formation of Z-HT
in hexane with the background contribution subtracted. Blue triangles:
data obtained with transform limited pulses. Red circles: data obtained
with optimal pulses in a search driven by feedback goal 1. Green
squares: data obtained with optimal pulses in a search driven by
feedback goal 2. The black line represents the target spectrum for the
formation of Z-HT from CHD. Probe delays are indicated.
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pulse fitness and P3ω when the probe is delayed by 1 ns, and
no correlation when the probe is delayed by 12 ns.9 Similar
analysis including the GA runs using the goal 2 fitness function
shows the same trend (Figure 3). The Z-HT absorption spectrum
is constant on the nanosecond timescale, but the solvent transient
decreases. Thus, the dependence of the intensity correlation on
probe delay suggests that, at the early time delay, the solvent signal
has more influence over the GA solution and the weak correlation
of pulse fitness with third-order power is dominated by the
interaction of the pulse with the solvent. At the later time delay,
the Z-HT signal has greater contribution to the feedback signal
and has the opportunity to guide the search away from the TL.

Several multiphoton experiments in the literature compensate
for the intrinsic intensity dependence by taking the fitness as a
ratio between two nonlinear processes of the same order.46–48

The common dependence of the nonlinear processes on the
integrated nonlinear power spectrum, ∫Sn(ω) dω, cancels in
the ratio, leaving the fitness function dependent only on the
properties of the molecular system under study. This method
has proved useful in isolating small pulse-shape dependencies
in experiments which would otherwise have discovered only
the trivial result of a transform-limited pulse. In the present
experiments, non-transform-limited pulses were found to be
effective despite the intensity dependence. Because the feedback
signal does not follow the expected intensity dependence, it is
not clear whether normalizing by an I3 dependent process would
have improved the feedback sensitivity.

ii. Nonlinear Power Spectrum. The pulse bandwidth pro-
vides multiple n-photon combinations to satisfy a single
molecular transition. Interference between components of the
fundamental field effectively shapes the nonlinear power
spectrum governing the dipole response of the molecular system.
Meshulach and Silberberg showed the effect of shaping the
nonlinear power spectrum for a narrow band transition in
Cesium vapor.49 In a more complex condensed phase system,
Lozovoy et al.50 demonstrated that nonlinear spectral filtering
could be used to selectively excite a species in a mixture of
dyes with similar absorption spectra. In this case, the nonlinear
interaction creates a narrowband nonlinear filter tuned to the
spectral regionwhere thedifferentspeciesaremostdistinguishable.

The mechanism for control of Z-HT formation could simply
represent an exploitation of frequency tuning in the third-order
spectrum. We must also consider the possibility that the one-
photon forbidden S1 state is excited directly by three photon
absorption. The formation of Z-HT could then be influenced
by competition between the S0f S1 or S0f S2 excitation paths.
Competition between excitation pathways could conceivably be
observed if the nonlinear power spectrum is shaped to exploit
differences in the S1 and S2 absorption spectra. Though the
absorption bands for both excited states in the CHD system are
broad, the S1 spectrum is expected to be red-shifted.

We analyzed the degree of correlation between pulse fitness
and power in the third harmonic frequency 3ω. When high
fitness requires high P3ω, the correlation will approach 1. When

TABLE 1: Percent Changes in the Z-HT and Solvent Contributions to the Transient Difference Spectrum, Relative to the
Transform-Limited Pulse for Four GA Searches

% change in signal

TL solvent spectrum optimal solvent spectrum

feedback goal probe delay (ns) solvent Z-HT solvent Z-HT

1 1 +13 +100 +10 +40
2 1 -50 +5 -40 +5
1 12 +70 +180 +60 +150
2 12 +100 +150 +40 +90

Figure 3. Left: correlation between normalized fitness and peak power. Right: correlation coefficients between third harmonic wavelength and
pulse fitness. Goal 1 searches are marked in red. Goal 2 searches are marked in blue.
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high fitness requires low P3ω, the correlation will approach -1.
The correlation coefficient c(x,y) was calculated as

c(x,y))
n ∑ xy-∑ x ∑ y

√(n ∑ x2 - (∑ x)2)(n ∑ y2 - (∑ y)2)
(4)

where x ) P3ω, y ) fitness, and n is the number of points in
the data set. The results are shown in Figure 3.

At 1 ns, there is a moderately high degree of correlation for
most of the spectrum. The red edge of the 3ω spectrum has the
lowest correlation. This correlation pattern is consistent with
the solution having a relatively high peak power. The analysis
of nonlinear power spectra shows no evidence that the GA is
pressured toward pulses which produce narrow features in the
nonlinear power spectrum. This is not surprising as all of the
absorption features in solution are characterized by broad
spectral bands. The bias toward the blue edge of the spectrum,
apparent in three separate searches may also reflect a real
preference for three photon absorption at higher frequencies,
especially as the trend is more pronounced in the goal 2 search
than in the two goal 1 searches.

In contrast, at 12 ns the highest correlation occurs in both
wings of the spectrum. The middle of the 3ω spectrum has low
correlation for goal 1 and is anti-correlated for goal 2. The latter
pattern of correlation is consistent with a highly chirped
solution, where the longer pulse duration reduces the peak
power but preserves the spectral bandwidth. Still, it is not
obvious whether the driving mechanism is minimizing the
energy density in the middle of the spectrum or whether it
is more important to distribute the energy in a particular way
in time. The analysis of nonlinear power spectra again shows
no evidence that the GA is pressured toward pulses which
emphasize spectral features in the nonlinear power spectrum.
Therefore it is unlikely that nonlinear spectral filtering plays

an important role in the optimized multiphoton production
of Z-HT from CHD.

iii. Chirp Subspace. In this section, we examine the phase
relationships between frequencies in the fundamental shaped
pulse. The results published earlier9 suggested that negative
linear chirp is a common feature among the pulses producing a
higher Z-HT yield. To analyze the dependency on chirp in detail,
we fit the phase of each pulse to a fourth-order polynomial and
compared to the coefficients of a Taylor expansion of spectral
phase:

�(ω))�(ωo)+�′(ωo)(ω-ωo)+
1
2!

�′′ (ωo)(ω-ωo)
2 +

1
3!

�′′′ (ωo)(ω-ωo)
3 + ... (5)

The second- and third-order terms represent linear and quadratic
chirp.

We found that the majority of pulses in each search set fit
relatively well to a polynomial and that the pulses poorly
modeled by a polynomial fit also corresponded to low fitness.
The high incidence of smooth chirped solutions can be attributed
in part to the choice of mating operations used in the GA. Three
of the six operators used (smoothing, creep, and polynomial
mutation) tend to produce pulses with smoother phase than the
parent pulses. The polynomial mutation operator explicitly
introduces segments of phase described by eq 3. In addition,
the GA implements operator adaptation and the probability of
operator selection is influenced by the operator’s history of
producing high-fitness pulses.13

In our earlier paper (in Figure 119) we presented a plot that
analyzed pulse fitness as a function of quadratic and cubic phase
coefficients for a number of different searches. This analysis
demonstrated the bias away from transform-limited pulses but
failed to convey a true picture of the dependence of pulse fitness

Figure 4. Two-dimensional fitness landscape parameterized in orders of chirp for CHD/hexane. Pulse fitness is compared with the projection of
spectral phase onto linear and quadratic chirp. Fitness is indicated by color with red corresponding to high fitness and blue corresponding to low
fitness. The number 2 next to a solution (black star) indicates the control goal 2 was used as a fitness function in the GA. Otherwise, the searches
were optimized using control goal 1. The solvent-only search of hexane with a 12 ns probe delay sampled a much larger region of phase space. The
dashed square corresponds to the space plotted in the other three maps.
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on the phase coefficients. Figure 4 shows fitness maps illustrat-
ing the distribution of fitness in the linear and quadratic chirp
parameters for CHD in hexane and contrasts those maps with
the fitness maps obtained for neat solvent.

There are several points of interest:
(1) In the CHD searches, the high-fitness pulses cluster around

the optimal solutions. The chirp space is also most densely
sampled around the optimal pulse. This demonstrates conver-
gence of the GA searches in the chirp subspace. In neat hexane,
high-fitness pulses are not clustered and the searches do not
converge consistently. Although it is possible that the chirp
subspace does not represent the “correct” control parameters
for the solvent system, inspection of the programmed pulses
also indicated that the GA searches converged poorly.

(2) Where other quadrants of the subspace were sampled,
the fitness is low; e.g., positive chirp is not as effective in
optimizing the Z-HT reaction. Evidently, the sign of chirp is
important, indicating that the mechanism of control is not simply
to reduce peak power or increase pulse duration.

(3) The solutions cluster in different regions of the chirp space
at the two time delays. This was to be expected from analysis
of the nonlinear spectrum and nonlinear power. We note that
the spaces sampled at the two time delays are not the same. It
is slightly problematic to compare the search spaces directly,
as the projections onto linear and quadratic chirp do not fully
represent the pulses. For instance, the searches at τ ) 12 ns
show low-fitness behavior near the transform-limit, but it was
seen in the nonlinear power analysis (Figure 3) that the GA did
not really test any pulses with more than ∼60% of the peak
nonlinear power (corresponding to the TL pulse). Parameters
outside this two-dimensional chirp subspace account for the low
nonlinear power. Nonetheless, projection into the chirp space
creates a common control parameter space where the CHD and
solvent systems can be viewed together.

(4) The above analysis also provides a measure of how
thoroughly the genetic algorithm searched the lower dimensional

space spanned by the basis set: [ω2, ω3, ω4]. The GA is restricted
to use only pulses where the maximum change in phase between
two “pixels” is π, resulting in a maximum linear chirp of 8 ×
104 fs2; the maximum quadratic chirp allowed is 4 × 106 fs3.
Based on the ranges of chirp parameters derived from the
polynomial fits, the GA searches sampled a significant amount
of the chirp space.

iW. CHD in Cyclohexane. Optimization experiments similar
to those described in CHD/hexane solutions were also performed
on solutions of CHD and cyclohexane. Because in this system
the highly nonlinear interaction with the solvent can lead to
the target hexatriene photoproduct, the fitness landscapes
of these searches are particularly informative and provide
important insights into the optimization process.

Figure 5 shows fitness maps for the chirp subspace from the
cyclohexane data, generated in the manner described above. At
τ ) 1 ns, the high-fitness pulses are scattered and there is no
convergence in the chirp parameters for the CHD/cyclohexane
searches. The high-fitness pulses in neat cyclohexane cluster
loosely around the TL. These fitness landscapes are consistent
with a poorly defined problem. In contrast, at τ ) 12 ns GA
searches converged for both CHD in cyclohexane and neat
cyclohexane samples. In the CHD/cyclohexane solution, re-
peated searches did not converge to the same region of the chirp
subspace. Searches in neat cyclohexane more consistently
converged to large values of positive linear chirp and moderate
values of positive quadratic chirp. This indicates that the
feedback control loop optimized some process in cyclohexane.
Steady-state measurements also demonstrated enhanced forma-
tion of HT from multiphoton excitation of cyclohexane, sug-
gesting that the optimized process pertained to photodissociation
events that led to HT formation.

An interesting feature among the τ ) 12 ns search sets is a
cluster of high fitness emerging in the region of chirp space
optimal for solvent processes. It appears that the GA simulta-
neously identifies both the CHD optimum and solvent optimum.

Figure 5. Two-dimensional fitness landscape parameterized in orders of chirp for CHD/cyclohexane. Pulse fitness is compared with the projection
of spectral phase onto linear and quadratic chirp. Fitness is indicated by color with red corresponding to high fitness and blue corresponding to low
fitness. The stars indicate optimal pulses identified in different GA searches, all carried out with feedback goal 1.
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It is also interesting to note that the optimal pulse shapes
identified for CHD in hexane and cyclohexane differ signifi-
cantly, suggesting that the control mechanisms differ. In contrast,
in an earlier narrowband study using 10 Hz, 800 nm pulses to
excite CHD in cyclohexane also found negative chirp to be a
significant component of the optimal solution.9,21 In these
experiments, the probe delay was greater than 12 ns and could
have allowed greater temporal distinction between transient
solvent processes and the CHD isomerization.
W. Principal Component Analysis of the Search Space. The

best pulse shapes and the analyses above suggest that negative
chirp is an important feature of the control pulses. To test this
observation, a statistical analysis of the search set was performed
to identify important features of the control pulses without
assuming beforehand that low-order polynomial phase would
constitute an appropriate basis. Principal component analysis
(PCA) was used to identify a basis set for the search space
ranked according to the variance of the pulses tested during
the search.18,51 The correlation of fitness with projection onto
each principal component is then determined. A direction that
has both a large variance and a substantial correlation with
fitness is likely to be interesting. This is not necessarily true,
however.19 Thus the search space directions having the highest
correlation with fitness, without regard to variance, are also
calculated.21

This analysis was initially applied to data sets obtained in
experiments where narrow bandwidth (ca. 8 nm), 10 Hz, 800
nm pulses were used to excite CHD in cyclohexane.9,18,21 As
observed for CHD in hexane, projection of the fitness space
onto linear and quadratic chirp parameters highlights the
importance of negative linear chirp (Figure 6). The features
having the highest correlation with fitness (most correlated
features (MCF)) are similar to the optimal pulses found by the
GA search. The analysis does not expose any uncorrelated or
“passenger” features. That is, the optimal pulse shapes do not
contain much unnecessary structure.

Results of the analysis for one search in CHD in cyclohexane
at τ ) 12 ns using broad bandwidth excitation pulses are shown
in Figure 7. The two directions with the largest variance appear
to roughly correspond to quadratic and cubic phase, respectively.
They account for about one-third of the variance of the search
and half of the phase profile of the optimal pulse. These
directions also correlate better with fitness than other principal
components. Quadratic phase is an important direction in the
search. On the other hand, the most correlated feature resembles
the best pulse and more significantly, the second principal

component in the PCA analysis. Consistent with the plots in
Figure 5, quadratic phase contributes little to the most correlated
feature despite its importance in the PCA analysis, whereas a
significant cubic component is clearly identified.

When this analysis is applied to a GA search conducted in
neat cyclohexane, a somewhat different conclusion emerges
(Figure 8). Unlike the optimization of CHD in cyclohexane, in
this search several of the principal components correlate with
fitness, most significantly the second, third, sixth, and seventh
components have high correlation with fitness. The phase profile
of the optimal pulse most closely resembles the second principal
component, but the most correlated feature is not well ap-
proximated by any of the principal components. Contrary to
the conclusions from Figure 5, the most correlated feature for
this search does not correlate with positive quadratic phase but
is better approximated as a sum of even powers of phase,
including a negative quadratic contribution and a positive quartic
contribution. The second and third most correlated features (not

Figure 6. (a) Two-dimensional fitness landscape parameterized in
orders of chirp for CHD/cyclohexane as described in Figure 5. These
searches were carried out using narrow bandwidth (8 nm) pulses at a
10 Hz repetition rate. (b) Phase profiles of optimal pulses for two CHD
experiments and (c) normalized most correlated feature (MCF)
calculated for each experiment (color coordinated).

Figure 7. Analysis results for CHD in cyclohexane at τ ) 12 ns. (a)
Phase profiles for the first (blue, solid) and second (red, dashed)
principal components. (b) The correlation with fitness for all compo-
nents illustrates the relative importance of the first two. (c) Phase profile
of optimal pulse and (d) most correlated feature (black squares) for
this search. The blue line in (d) is the spectral profile of the laser pulse.
Gene 1 is the low-frequency, red edge of the spectrum.

Figure 8. Analysis results for cyclohexane at τ ) 12 ns. (a) Phase
profiles for the first (blue, solid), second (red, dashed), and third (green,
dot-dash) principal components. (b) The correlation with fitness for all
components illustrates that a number of the principal components
contribute to the fitness. (c) Phase profile of optimal pulse and (d) most
correlated feature (black squares) for this search. The blue line is the
spectral profile of the laser pulse. Gene 1 is the low-frequency, red
edge of the spectrum.
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shown) are complex and not well modeled by a polynomial
expansion, but do exhibit features consistent with a simple
approximation by positive quadratic phase.

The statistical analysis of the GA search optimizing the
formation of Z-HT from CHD in hexane is more complex
(Figure 9). The first principal component and the phase profile
of the optimal pulse both reflect a significant contribution from
negative quadratic phase, in agreement with the analysis plotted
in Figure 4. On the other hand, many of the principal
components correlate with fitness. In this case the most
correlated feature does not clearly resemble any of the principal
components, or for that matter, the phase of the optimal pulse,
suggesting that the optimal pulse may carry some passenger
features. The second most correlated feature is well modeled
by negative quadratic phase, suggesting that negative linear chirp
does play a significant role, as expected from the plots in Figure
4. This analysis is also in agreement with the projection in Figure
4 that places the region of high fitness around zero cubic phase.
Clearly, however, the pulse features responsible for the opti-
mization of hexatriene formation are more complex than simple
linear chirp.

IV. Discussion

Although detailed analysis of both optimal pulses and the
correlation between pulse shape and fitness has helped elucidate
optical control parameters, interpreting the control mechanisms
in terms of the ring-opening dynamics remains a challenging
task. Some insights may be gained by reviewing the application
of optimal control theory to CHD and other photoisomerization
reactions.

A. Comparison to Optimal Control Theory Results.
Geppert and de Vivie-Riedle applied OCT to the ring-closure
reaction (cZc-HTf CHD).31,32 The optimal pulse consisted of
two subpulses, corresponding to a pump-dump sequence. The
complex “pump” pulse excites a wave packet on the S2 PES
with enough momentum to propagate directly toward the
Franck-Condon (FC) region of the target (CHD). Once in the
CHD FC region, a lower frequency “dump” pulse stimulates
emission to the target state. Notably, the wave packet bypasses

the conical intersections entirely. The authors explain that the
all-optical pump-dump solution is faster and more effective
than using the conical intersections.31,32

In a different study involving only the S1 and S0 PES, Geppert
and de Vivie-Riedle demonstrated that the rate of the CHD ring-
opening reaction can be controlled by forcing the wave packet
to relax through the less efficient of two available S1/S0 conical
intersections.42 The optimal pulse was negatively chirped and
the result utilized a pump-dump mechanism. In this case,
however, the pulse consists of many pump-dump sequences
within the CHD FC region. The initially excited wave packet
gains momentum along the torsional reaction coordinate (the
direction of steepest descent on the S2 PES). When the wave
packet is dumped, it experiences a negative gradient on the
ground-state PES and slows down. The wave packet is progres-
sively slowed by several pump-dump cycles, and consequently
never gains enough momentum along the torsional coordinate
to reach the higher energy more efficient conical intersection.
Instead, the wave packet relaxes toward the targeted less efficient
minimum energy conical intersection.

The reaction velocity study of Geppert et al.42 underscores
the role of wave packet momentum along the torsional reaction
coordinate in the CHD isomerization. In our earlier work, we
proposed that a ground-state wave packet could be generated
by nonresonant impulsive excitation of low-frequency ground-
state torsional modes. Time-resolved resonance Raman mea-
surements show that σ-backbone is significantly involved in the
nominally π-π* excitation, and the CHD relaxation initially
involves the symmetric CH2 twisting modes (1321 cm-1),
symmetric CH2-CH2 stretches, and low-frequency torsional
modes.33 Our narrowband experiments on CHD found that third-
order phase resulted in a pulse train with a period of ap-
proximately 250 fs.9 Although the pulse trains are slower than
lowest frequency Raman modes of CHD, the period represents
the most complex modulation attainable with the available
optical bandwidth (∆ν ) 125 cm-1).

A similar mechanism was identified in simulations controlling
the cis-trans isomerization of retinal in rhodopsin.52,53 In this
system, the optimal pulse is highly structured with the majority
of the pulse used to excite a ground-state wave packet along
the reaction coordinate. This initial momentum helped maintain
wave packet localization along the reaction coordinate when
population was finally transferred to the excited state.52 If the
bulk of the pulse is spent preparing a high-momentum wave
packet in the ground state, this could reconcile the fact that the
duration of the optimal pulse found at the later pump-probe delay
is longer than the CHD reaction time.

Besides creating a wave packet with large momentum along
the torsional direction, a relevant control mechanism may be
in creating a wave packet that will compensate for dispersion
the wave packet experiences during field-free propagation on
the S1 excited state. For a wave packet propagating on an
anharmonic PES, high-frequency components take longer to
reach the outer turning point and begin to lag behind the lower
frequency components. The situation of high-frequency com-
ponents following low-frequency components is a positively
chirped wave packet. If the vibrational wave packet is initially
excited with a negative chirp, it will self-compress as it
propagates.54 Wave packet localization of this type was first
proposed and demonstrated for a wave packet oscillating in a
Morse potential.54–56

Wave packet localization at the conical intersections is
thought to be important in CHD.39 By controlling the position
where the wave packet is localized, chirp can influence the wave

Figure 9. Analysis results for CHD in hexane at τ ) 12 ns. (a) Phase
profiles for the first (blue, solid), second (red, dashed), third (green,
dot-dash), and fourth (orange, dot-dot-dash) principal components. (b)
The correlation with fitness for all components illustrates that many of
the principal components contribute to the fitness. (c) Phase profile of
optimal pulse and (d) Most correlated feature (black squares) and second
most correlated feature (red circles) for this search. The blue line is
the spectral profile of the laser pulse. Gene 1 is the low-frequency, red
edge of the spectrum.
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packet dynamics without directly guiding the wave packet to a
conical intersection. Lee et al.48 also considered wave packet
localization as a possible mechanism in optimizing photoi-
somerization of the laser dye DCM. It is interesting that negative
chirp is a common feature of the optimal pulses found in our
CHD ring-opening and the DCM photoisomerization. In both
molecules, the reaction proceeds through multiple electronic
surfaces. The internal conversion mechanisms may also con-
tribute dispersion,57 e.g., high-energy components of the wave
packet may pass through the conical intersection first. This
possibility could be explored in more detail through quantum
mechanical simulations.

The pulses in our experiments can represent only very limited
control of the coherent wave packet on the short-lived S2 state,
although a non-zero cross section for three-photon excitation
to the S1 state may allow control on this longer-lived state.29

The ground-state electronic configurations for both CHD and
Z-HT are symmetric (designated 1A). The lowest lying singly
excited singlet state in the FC region of each molecule is
antisymmetric (designated 1B). 1Af 1B is a π-π* transition.
A second symmetric state (2A) has a diffuse and singly excited
Rydberg 3s character in the FC region but is quickly stabilized
as a doubly excited π* orbital.32,35 Hückel theory predicts three
nearly degenerate doubly excited electronic configurations for
the 2A state.33 The strongly allowed 1Af 1B transition carries
3-4 times more oscillator strength than the weakly allowed
1A f 2A transition.34,58 Accordingly, the S1 state is usually
considered to be “dark,” though S0-S1 transitions are not
symmetry forbidden. The energies of the 1B and 2A states differ
by approximately 1 eV in the FC region.

B. Strong-Field Effects. A valid criticism of the multiphoton
excitation of CHD concerns whether the strong-field excitation
conditions perturb the excited-state structure. For the transform-
limited pulses used in these experiments, the laser field
approaches 0.3 V/Å. It is reasonable to suspect that fields of
this strength cannot be treated as perturbative considering that
field ionization can occur.59 Such strong-field effects may
positively contribute to solvent ionization or fragmentation
processes responsible for the broad absorption spectrum opti-
mized by nearly transform-limited pulses at the earlier time delay
in either hexane or cyclohexane. On the other hand, the large
linear chirp found optimal for CHD solutions reduces the
average laser field strength to <0.07 V/Å, which is within the
range of field strengths for which femtosecond multiphoton
ionization in solvents can be treated as a perturbative phenom-
enon.60 The GA optimization process could conceivably be
driven to highly chirped pulses by a need to minimize the strong-
field effects to obtain subtle control of the specific process of
Z-HT formation. As discussed above, however, this mechanism
alone does not explain the apparent preference for negative
chirp.

Even within the perturbation limit, multiphoton processes may
influence solvent photochemistry. Steady-state absorption mea-
surements reported in our previous paper9 showed that both
CHD solution and neat solvent samples exhibited relatively
strong absorption features that were photochemical in origin
but were not due to Z-HT. Multiphoton photolysis studies on
liquid alkanes have shown both multiphoton ionization (MPI)
and excitation of subionization continuum states. The ionization
potential of hexane is 10.13 eV,61 so MPI would be a sixth- or
seventh-order process. Fluorescence studies in liquid hexane
excited via multiphoton excitation with 800 nm pulses suggest
that MPI actually scales as the seventh or eighth power of the
pulse intensity.62 Following ionization, geminate electron-ion

recombination occurs within 15 ps in hexane, leaving the
molecule in the S1 excited state.63 High-energy subionization
states (Sn) decay nonradiatively by fragmentation into neutral
radicals and by internal conversion to the S1 state.62,63 The S1

states of alkanes decay predominantly through decomposition
by H2 elimination.63

We also determined that 1,3,5-hexatriene could be made from
cyclohexane, particularly if the sample volume was not refreshed
between laser shots. Why HT was observed as a photofragment
of cyclohexane but not of hexane is not entirely clear. Cyclo-
hexane has a lower ionization potential (9.86 eV61) and tended
to produce more deep UV photoproducts. 1,3-Cyclohexadiene
has an even lower ionization potential (8.25 eV64) and CHD
fragmentation may also contribute to the deep UV photoprod-
ucts. The formation of a CHD radical cation could also affect
solvent photodegradation through hydrogen abstraction, as has
been shown for perylene in hexane.65 On the other hand, ionized
CHD molecules that subsequently relax to the S1 state through
internal conversion may simply follow one of the reactive
pathways on the S1 PES. Internal conversion from subionization
states in CHD reached through 4-photon absorption is a possible
pathway to Z-HT; the dynamics of these higher order processes
are not known. On the basis of intensity arguments, we expect
the three-photon resonant isomerization will be the dominant
reaction for CHD. These complications compounding CHD
photochemistry with solvent fragmentation prevented the de-
termination of absolute quantum yields for the multiphoton CHD
f Z-HT reaction. However, the magnitude of the difference
spectrum observed with transform-limited pulses suggests
photoproduct formation on the order of 0.05% within the sample
volume.

Recent studies of the photofragmentation of CpMn(CO)3

are perhaps relevant to the CHD experiments described
here.66–68 In these experiments, and in the related theoretical
analysis, nonresonant multiphoton transitions are used to
control access to dissociation and ionization channels. The
simulations demonstrate the efficacy of control of the position
of the excited-state wavepacket with weak or intermediate
field multiphoton excitation, within the limit of a perturbation
theory approach.68 The simulations do not include dephasing
or decoherence.

V. Conclusions and Outlook

Several recent experiments, including the experiments dis-
cussed above, demonstrate that it is possible to use optical pulse
shaping and multiphoton interactions to influence photoproduct
formation in chemical systems. Using closed-loop feedback,
learning algorithms are able to identify pulses that increased
the desired target state. In our experiments formation of Z-HT
was increased by as much as a factor of two over the
transform-limited pulse. The genetic algorithm was also able
to identify pulses that decreased solvent fragmentation, while
leaving the formation of Z-HT essentially unaffected. The
highest yields of Z-HT did not occur for the highest peak
intensity laser pulses and did not conform to the I3 power
law expected of an incoherent process. Genetic algorithm
searches consistently found that negative quadratic phase
optimized Z-HT production.

From these experiments we conclude that extremely broad-
band coherent pulses are not required for multiphoton control
of the CHD photoisomerization. We proposed involvement of
low-frequency ground-state vibrational modes based on the
observation that the nonlinear absorption of 800 nm light which
leads to Z-HT formation is not dominated by the third-order
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process required to reach the excited-state manifold. One
potential mechanism maximizes the light-molecule interaction
by vibrationally exciting the molecule in the ground state where
the Franck-Condon region is bound. When the population is
finally excited, additional momentum along the torsional
coordinate may keep the wave packet localized as it moves
toward the conical intersection. Localization could also pre-
compensate for dispersion cause by the S1 PES and possibly
the S2/S1 conical intersection.

On a more general level, the results described here demon-
strate the wealth of information available in a typical optical
control experiment. Statistical analyses of data sets obtained in
learning algorithm searches in neat cyclohexane and for CHD
in hexane and cyclohexane highlighted the importance of linear
and quadratic chirp, while demonstrating that the control features
are not so easily defined. This analysis also distinguishes
between well-defined and ill-defined fitness functions and search
spaces. In any fitness-directed search the search sets do not
represent random samplings of pulses. The bias in the search
does not discredit statistical analysis but must be taken into
account. It is also important to note that common pulse
characteristics may be identified in a principal component
analysis for systematic or experimental reasons unrelated to, or
only marginally related to, the fitness goal of the experiment.
The multivariate statistical analysis developed by Damrauer
provides one approach to tackle this problem, reducing the
multidimensional search space to a single control variable.16,19

Fitness correlated analyses such as the MCF analysis described
above provide additional approaches for robust identification
of pulse features associated with formation of the desired target
state.
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