
Rate Constants and Hydrogen Isotope Substitution Effects in the CH3 + HCl and CH3 +
Cl2 Reactions

Arkke J. Eskola,† Raimo S. Timonen,† Paul Marshall,‡ Evgeni N. Chesnokov,§ and
Lev N. Krasnoperov*,|

Laboratory of Physical Chemistry, P.O. Box 55, FIN-00014 UniVersity of Helsinki, Finland, Department of
Chemistry, UniVersity of North Texas, P.O., Box 305070, Denton, Texas 76203-5070, Institute of Chemical
Kinetics and Combustion, Institutskaya 3, NoVosibirsk, 630090, Russia, and Department of Chemistry and
EnVironmental Science, New Jersey Institute of Technology, Newark, New Jersey 07102

ReceiVed: March 6, 2008; ReVised Manuscript ReceiVed: June 4, 2008

The kinetics of the CH3 + Cl2 (k2a) and CD3 + Cl2 (k2b) reactions were studied over the temperature range
188-500 K using laser photolysis-photoionization mass spectrometry. The rate constants of these reactions
are independent of the bath gas pressure within the experimental range, 0.6-5.1 Torr (He). The rate constants
were fitted by the modified Arrhenius expression, k2a ) 1.7 × 10-13(T/300 K)2.52exp(5520 J mol-1/RT) and
k2b ) 2.9 × 10-13(T/300 K)1.84exp(4770 J mol-1/RT) cm3 molecule-1 s-1. The results for reaction 2a are in
good agreement with the previous determinations performed at and above ambient temperature. Rate constants
of the CH3 + Cl2 and CD3 + Cl2 reactions obtained in this work exhibit minima at about 270-300 K. The
rate constants have positive temperature dependences above the minima, and negative below. Deuterium
substitution increases the rate constant, in particular at low temperatures, where the effect reaches ca. 45% at
188 K. These observations are quantitatively rationalized in terms of stationary points on a potential energy
surface based on QCISD/6-311G(d,p) geometries and frequencies, combined with CCSD(T) energies
extrapolated to the complete basis set limit. 1D tunneling as well as the possibility of the negative energies
of the transition state are incorporated into a transition state theory analysis, an approach which also accounts
for prior experiments on the CH3 + HCl system and its various deuterated isotopic substitutions [Eskola,
A. J.; Seetula, J. A.; Timonen, R. S. Chem. Phys. 2006, 331, 26].

Introduction

Kinetics of reactions of small hydrocarbon free radicals with
hydrogen halides and halogens is of great importance for the
thermochemistry of hydrocarbons as well as for fundamental
understanding of the reaction dynamics.1,2 Bond energy deter-
minations require knowledge of the equilibrium constants, which
are determined by combining the forward and the reverse rate
constants. Usually, the rate constants are fitted by Arrhenius
expressions, which consequently are used to derive the equi-
librium constants. This approach assumes linearity of the
Arrhenius plots, which is not a critical assumption provided that
both rate constants are measured over the same temperature
range. However, because of the experimental limitations, the
rate constants for the forward and reverse reactions are often
determined over different temperature ranges. As a result,
possible deviations from the linear Arrhenius dependence
becomes a critical issue, and accurate temperature dependences
are required for reliable data fitting and extrapolation.

Many reactions that are used in thermochemical studies
exhibit complicated temperature dependences, such as curved
Arrhenius plots and negative temperature dependences.3–9 For
some reactions that exhibit negative temperature dependences
at low temperatures, theoretical calculations predict inversion
of the temperature dependence from positive at elevated

temperatures to negative at low temperatures.10,11 A recent
experimental study on the kinetics of reactions of methyl radical
with hydrogen chloride and the deuterium-substituted isoto-
pomers (reactions 1a-d) revealed strongly curved Arrhenius
plots:12

CH3 +HClfCH4 +Cl (1a)

CD3 +HClfCD3H+Cl (1b)

CH3 +DClfCH3D+Cl (1c)

CD3 +DClfCD4 +Cl (1d)

In the current experimental study, a small negative temper-
ature dependence was found in the reactions of methyl radical
and its deuterated analogue with molecular chlorine:

CH3 +Cl2fCH3Cl+Cl (2a)

CD3 +Cl2fCD3Cl+Cl (2b)

Theoretical calculations performed at the coupled cluster level
were combined with transition state theory including 1D
tunneling corrections. For reaction 1, good agreement with the
experiments was obtained at elevated temperatures for all
isotopomers without any adjustments of the parameters of
the theoretical potential energy surface. The strong curvature
of the Arrhenius plots has been unambiguously assigned to the
tunneling, and a reasonable agreement with the experiment was
achieved using 1D-tunneling with a truncated parabolic potential
based on the harmonic imaginary frequencies of the transition
state. For reaction 2, it was found that either slight reduction of
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the barrier energy within the probable accuracy of the theory
(by 0.9 kJ mol-1) or/and usage of the imaginary frequency on
the “vibrationally adiabatic” potential energy surface bring the
theory in reasonable agreement with the experiment. For this
reaction, the theoretical barriers are small, and the adjusted
barrier for reaction 2b has a negative energy relative to the
reactants; therefore, the modified transition state theory
(MTST11,13) was used to interpret the experimental observations.

Experimental Section

Details of the experimental apparatus used in this study have
been described in detail previously;14 therefore, only a brief
overview is given here. The methyl radicals R (R ) CH3 or
CD3) were generated using photolysis of appropriate precursors
along the flow reactor by unfocused 193 nm light from a pulsed
exciplex ArF laser (ELI-76E). The gas mixture flowing through
the tubular, temperature-controlled reactor coupled with a
photoionization mass spectrometer (PIMS) contained the radical
precursor (<0.10%), Cl2 in varying amounts (<0.5%) and an
inert carrier gas (He) in large excess (>99.4%). The employed
reactors were made of seamless stainless steel or Pyrex-glass
tubes with 8 or 17 mm inner diameters (i.d.). The reactors were
coated with poly(dimethylsiloxane) 200 fluid (8 mm tube) and
halocarbon wax (17 mm tube), respectively. The linear gas
velocities at pressures used of 0.5-8 Torr and temperatures
in the range 188-500 K were typically about 4-6 m s-1 inside
the reactor, which implies that the gas mixture passed through
the uniformly cooled (heated) zone in about 80 ms. The gas
was continuously sampled through a 0.4 mm diameter hole in
the side wall of the reactor and formed into a beam by a conical
skimmer before it entered a vacuum chamber containing the
PIMS. As the gas beam traversed the ion source, a portion was
selectively photoionized and the ions formed were mass selected
in a quadrupole mass spectrometer (Extrel, C-50/150-QC/19 mm
rods). The selected ions were detected by an off-axis electron
multiplier.

Ionizing radiation in the PIMS was provided by a Cl-lamp
(8.9-9.1 eV) for 2,4-hexadiene, a H-lamp (10.2 eV) for CD3,
CH3, CD3C(O)CD3, and CH3C(O)CH3, and an Ar-lamp
(11.6-11.8 eV) for CH3NO2 and CH3Cl. Temporal ion signals
were recorded by a multichannel scaler (EG&G Ortec MCS
plus) from 10 ms before each laser pulse up to 80 ms following
the pulse. All measurements were performed at the initial
concentrations of the stable reactant in large excess of the free
radical species (the pseudo-first-order conditions). Typically, a
profile from 3000-10000 repetitions was accumulated at about
5 Hz frequency before the least-squares method was used to fit
an exponential function, [R]t ) [R]0 × exp(-k′t), to the data.
Here [R]t is the signal proportional to the radical concentration
at time t, and k′ is the pseudo-first-order rate constant under
each experimental condition.

The CH3/CD3 radicals were generated from acetone/acetone-
d6:

CH3C(O)CH3/CD3C(O)CD3 + hν(193 nm)

f 2CH3/CD3 +CO (3a)

f other products (3b)

Lightfoot et al.15 have shown that under conditions similar
to these employed in this work, the photodissociaton of acetone
proceed predominantly (>95%) via channel (3a). In addition,
CH3 radicals were produced from nitromethane16

CH3NO2 + hν(193 nm)fCH3+NO2 (4a)

f other products (4b)

or from 2,4-hexadiene:

CH3CHdCHCHdCHCH3 + hν(193 nm)

fCH3 + other products (5a)

f other products (5b)

No information on the CH3 radical quantum yields in the 193
nm photolysis of CH3NO2 or 2,4-hexadiene is available. These
precursors, in addition to acetone, were used to confirm that
the measured bimolecular reaction rate constants were inde-
pendent of the identity of the methyl radical precursor employed.

The experiments were conducted under conditions where only
two significant reactions consumed R (R ) CH3, CD3):

R+Cl2f products (A)

Rf heterogeneous and homogeneous loss (B)

The first-order decay rate constant of reaction B, denoted k0,
is a lump-sum of all first-order processes occurring in the
reaction mixture and on the reactor wall without the added
molecular reactant. The main contribution to k0 is the hetero-
geneous loss of free radicals on the reactor wall. It was measured
by reducing the precursor concentration and/or the laser
intensity, that is by reducing the initial concentrations of free
radicals, until the radical decay rate constant no longer depended
on these factors and the exponential fit to the temporal ion signal
showed no deviation from the first order decay. When these
conditions were achieved, it was presumed that all radical-radical
processes were suppressed (i.e., had negligible rates compared
to the first-order processes occurring in the system). Initial
methyl radical concentrations were then typically in the range
0.7-3.0 × 1011 molecule cm-3, which was estimated either from
the laser fluencies and known absorption cross-sections of the
precursors17,18 at the wavelengths used or from the measured
decompositions of the precursors.

Figure 1. Plot of the pseudo-first-order CH3 decay rate constant k′ vs
[Cl2] at T ) 188 K and p ) 1 Torr employing the 17 mm i.d. reactor
tube. The insert in the upper left corner shows the profile for the CH3

decay which corresponds to the solid circle in the plot: k′decay(CH3) )
135 ( 4 s-1 and k0 ) 12 ( 1 s-1. The inserts in the lower right corner
show profiles for the CH3 radical signal decay and product (CH3Cl)
formation that correspond to the solid square: k′decay(CH3) ) 41 ( 1
s-1 and k′rise(CH3Cl) ) 43 ( 1 s-1. Uncertainties are one standard
deviation (1σ).
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The pseudo-first-order rate constant (k′) was measured as a
function of the Cl2 concentration ([Cl2]), which was always
much higher (>20 times) than [R], resulting in pseudo-first-
order reaction kinetics. Since the only significant processes
consuming R during these experiments were the reaction with
Cl2 (A) and disappearance in the mainly heterogeneous reaction
(B), the bimolecular reaction rate constant k(R + Cl2) could be
obtained from the slope of the k′ vs [Cl2] plot. The decay rate
constants k′ at the highest concentrations of Cl2 were typically
10-30 times larger than k0; therefore, the impact of small errors
in k0 on the reaction rate constant k(R + Cl2) was negligible.
Values of k′ were always determined from the concentration
profiles of CH3/CD3 radical signal decays. A typical plot is
shown in Figure 1 for the CH3 + Cl2 reaction at 188 K.
Examples for CH3 radical signal decay and CH3Cl product
formation profiles are also shown in Figure 1.

Radical precursors, CH3C(O)CH3 (Aldrich, purity g99.5%),
CD3C(O)CD3 (Aldrich, purity g99.5%), CH3NO2 (Aldrich,
purity g96%), and 2,4-hexadiene (Aldrich, purity >90%) were
degassed before use. Helium (Messer-Griesheim purity of
99.9996%) and chlorine (Messer-Griesheim purity of 99.8%)
were used as supplied without further purification.

Theoretical Calculations of the Potential Energy Surface
for Reactions 1 and 2. There have been many prior compu-
tational investigations of the reaction CH3 + HCl (reaction 1),
or equivalently the reverse process, Cl + CH4, but fewer
analyses of reaction CH3 + Cl2 (reaction 2). These studies
indicate the likely existence of bound intermediates along the
reaction paths and, in the case of reaction 2, raise the question
of whether the energy of the transition state (TS) is above or
below that of the reactants. These issues can invalidate simple
transition state theory (TST) analysis11 and may complicate
assessment of the role of quantum mechanical tunneling.

Reaction 1 plays a significant role as a test case for theoretical
analysis. The earliest computational study of reaction 1 in 1989
by Truong et al. applied MP2 and MP4 second-order and fourth-
order perturbation theory together with an empirical scaling of
correlation corrections (SAC) to quantify the barrier for this
reaction.19 The study of Chen et al. was based on Gaussian-1
theory and drew attention to possible bound intermediates in
the entrance and exit channels.20 They derived rate constants
via RRKM theory with a simple Wigner tunneling correction.
In 1994 Dobbs and Dixon applied MP2 theory and density
functional theory (DFT) to the geometries of the reactants,
products, and TS, followed by single-point quadratically
converged configuration interaction and coupled cluster calcula-
tions with single, double, and perturbative triple excitations,
QCISD(T) and CCSD(T), respectively.21 Rate constants were
derived via canonical transition state theory (TST) combined
with a Wigner tunneling model. Duncan and Truong applied
MP4 theory with DFT geometries and frequencies to derive rate
constants via canonical variational TST (CVTST) and included
a small-curvature tunneling (SCT) correction.22 Espinosa-Garcia
and Corchado constructed a potential energy surface (PES) from
MP2/SAC data and derived rate constants and kinetic isotope
effects (KIEs) via CVTST combined with a large-curvature
tunneling model.23 Espinosa-Garcia and co-workers have con-
tinued this theme with two further studies based on refined PESs
derived from CCSD(T) results at the double and triple-�
extrapolated to the infinite basis limit and from Gaussian-3 data,
respectively.24,25 Their 2000 PES was also employed by
Martinez-Nunez et al. in a semiclassical trajectory analysis.26

In 1999 Yu and Nyman conducted quantum scattering calcula-
tions, which inherently incorporate tunneling, based on their
MP2/SAC PES.27 Two experimental studies employed MP2 data
and one-dimensional Eckart tunneling to rationalize rate con-
stants for Cl with CH4 and deuterated methanes.28,29 Hartree-Fock
and MP2 calculations were used in a demonstration of on-the-
fly classical trajectories.30 Troya et al. applied MP4 theory to
points along the reaction coordinate for CVTST analysis and
fitted their data to a new PES for quasiclassical trajectory (QCT)
analysis.31 Reaction 1 continues to be a focus of theoretical
attention, and the past year has seen development of a new
PES,32 a VTST study,33 two QCT studies,34,35 and a quantum
scattering analysis.36

Tirtowidjojo et al. used Gaussian-2 theory to investigate
reaction 2.37 Use of MP2/6-31G(d) geometries and HF/
6-31G(d) frequencies led to a computed barrier of -1.6 kJ
mol-1 relative to reactants, which increased to +16.3 kJ mol-1

when QCISD/6-311G(d,p) values for these quantities were

Figure 2. Semilog plot of the bimolecular rate constants for CH3 +
Cl2 reaction versus 1000 K/T. Dotted circles: this work. Filled squares:
Timonen and Gutman, 1986.50 Star: Kovalenko and Leone, 1984.49

Open triangle: Dobis and Benson, 2001.51 Solid line: fit by modified
Arrhenius expression, E1a (see text).

Figure 3. Semilog plot of the bimolecular rate constants for CD3 +
Cl2 reaction versus 1000 K/T. Solid line: fit by modified Arrhenius
expression (eq E1b).
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employed. They did not calculate rate constants but compared
experimental values with their ab initio pre-exponential factor
to derive a fitted barrier of +0.8 kJ mol-1. Seetula applied MP2/
6-31G(d,p) theory to the TS and obtained an entropy of
activation 25 J K-1 mol-1 lower than experiment at 298 K,
which corresponds to an underestimation of the pre-exponential
factor by a factor of 20.9 Lee et al. applied CBSQ theory at
MP2/6-311G(d,p) geometries to characterize a CH3-Cl2 adduct
bound by 6.1 kJ mol-1, followed by a TS below this in energy.
The computed enthalpy of activation at 298 K was -11.4 kJ
mol-1 and was corrected upward by 9.6 kJ mol-1 for improved
agreement between TST and experiment.38 Drougas et al. used
the 6-311+G(3df,2p) basis set and applied CCSD(T) theory
at MP2 geometries to derive a reaction barrier of 5.2 kJ mol-1

and characterized complexes between the reactants and between
the products, bound by 3.6 and 9.3 kJ mol-1.39 They argued
that the former complex could be neglected and analyzed the
kinetics via RRKM modeling of decomposition of the
CH3Cl-Cl complex and via quasiclassical trajectories on a
LEPS surface constructed to include this complex and the TS.

To summarize, the kinetics of reaction 1 may be well-
reproduced by sophisticated calculations such as quantum
scattering and variational TST, which require extensive informa-
tion about the PES. The kinetics of reaction 2 have not been
studied to the same extent and have yet to be rationalized
quantitatively. Here we explore a methodology that could be
readily extended to larger systems, because it is focused on
stationary points on the PES. The calculations here use CCSD(T)
theory for high accuracy, with basis sets extrapolated to the
infinite limit. At this limit any basis set superposition error

(BSSE) is eliminated. The energies of stationary points for
reaction 2 should be more accurate than previous ones and in
particular enable definitive assessment of a bound complex and
a negative TS energy.

Methodology for Calculations. Stationary points and the
reaction path were investigated using spin-unrestricted QCISD
theory with the 6-311G(d,p) atomic basis set. The reactants,
loosely bound complexes, and TSs between these species and
the final products CH4 + Cl (reaction 1) and CH3Cl + Cl
(reaction 2) were characterized, and their geometries and
frequencies are summarized in Figure 4 and Tables 2 and 3.
These calculations were carried out with the Gaussian 03
program suite.40 The ab initio frequencies have been scaled by
a standard factor of 0.954,41 to account for anharmonicity. This
factor is very close to the value of 0.955 derived previously for
a variety of halomethanes and halocarbon radicals.42,43 The
intrinsic reaction coordinate was explored in the neighborhood
of the TS, and projected vibrational frequencies were scaled in
the same way to obtain the vibrational zero-point energy (ZPE)
near the saddle point.

Next, high accuracy energies were obtained at points along
the QCISD/6-311G(d,p) reaction coordinate via coupled cluster
theory. The Molpro 2002.6 program44 was used to compute spin-
unrestricted CCSD(T) energies with correlation consistent basis
sets, based on spin-restricted Hartree-Fock wave functions. The
aug-cc-pVnZ basis sets of Peterson et al.45 with n from 2 to 4
were employed for reaction 1, and the analogous aug-cc-
pV(n+d)Z basis sets for reaction 2.46 Results for the stationary
points are included in Tables 2 and 3. The energy at the infinite

Figure 4. QCISD/6-311G(d,p) structures, with distances in angstroms and angles in degrees. (a) D3h CH3; (b) HCl; (c) C3V CH3-HCl complex;
(d) C3V CH3-HCl transition state; (e) Td CH4; (f) Cl2; (g) C3V CH3-Cl2 complex; (h) C3V CH3-Cl2 transition state; (i) C3V CH3Cl.
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n or complete basis set limit, ECBS, was obtained via extrapola-
tion of these data as a function of n:47

En ) ECBS +A exp(-Bn)

Addition of the isotope-dependent ZPE yielded the vibra-
tionally adiabatic ground-state (VAG) potential energy surface,
including the barrier height and reaction enthalpy. These results
are plotted in Figures 5 and 6 where again an empirical

TABLE 1: Results and Conditions of the Experimentsa Used
To Measure the Bimolecular Rate Constants of the Reaction
R + Cl2 f products (R ) CH3 and CD3)

T/K p/Torb
[Cl2]/1013

molecule cm-3 k0/s-1c
k/10-12 cm3

molecule-1 s-1d

CH3 + Cl2 f CH3Cl + Cl
188e 1.0 0.6-10.0 16 1.72 ( 0.05
188 1.0f 1.6-8.7 12 1.61 ( 0.05
188 2.0 0.7-9.8 14 2.26 ( 0.15
203e 1.1g 1.3-11.4 18 1.63 ( 0.06
203 1.0 2.6-7.4 13 1.75 ( 0.09
203 2.1 2.2-14.1 12 1.80 ( 0.08
220e 1.0 0.6-9.4 19 1.55 ( 0.05
220 1.1 2.3-11.9 13 1.43 ( 0.08
221h 1.0 1.0-8.6 5 1.71 ( 0.06
244 1.0 1.9-16.9 15 1.67 ( 0.05
267 1.0 2.1-15.3 15 1.48 ( 0.07
267e 1.0 1.9-10.7 11 1.54 ( 0.05
298h 1.0 1.6-8.0 6 1.59 ( 0.05
298 0.6i 1.0-7.3 12 1.52 ( 0.03
301 5.1 1.6-11.4 10j 1.77 ( 0.05
317e 1.0g 0.9-10.5 14 1.57 ( 0.08
335 2.9 2.4-12.8 9j 1.91 ( 0.05
337e 1.0 1.4-11.0 11 1.59 ( 0.04
358 1.0 0.9-13.1 5 1.64 ( 0.04
383 5.4 1.6-13.1 11j 1.93 ( 0.06
453 7.7 2.5-14.3 14j 2.09 ( 0.11
496 6.0 2.0-9.5 25j 2.36 ( 0.11

CD3 + Cl2 f CD3Cl + Cl
188 1.0 0.7-10.4 11 2.61 ( 0.10
202 1.0 0.5-9.9 10 2.36 ( 0.07
220 1.0 0.9-8.8 10 2.13 ( 0.06
242 1.0 1.9-8.3 7 2.08 ( 0.05
267 1.1 1.5-10.7 6 2.11 ( 0.06
297 1.1 1.0-10.9 11 1.82 ( 0.07
300 5.1 1.9-11.7 9j 2.15 ( 0.10
302 5.1 3.6-14.5 10j 2.00 ( 0.06
333 1.1 0.9-10.6 7 1.81 ( 0.03
358 1.0 1.0-11.0 11 1.88 ( 0.06
385 6.6 1.8-16.8 14j 1.96 ( 0.12
420 6.9 2.0-12.5 14j 2.16 ( 0.07
452 7.6 4.1-12.0 21j 2.30 ( 0.09
455 7.6 4.3-15.7 19j 2.16 ( 0.15
500 8.1 1.8-11.1 37j 2.26 ( 0.13

a CH3COCH3 and CD3COCD3 used as precursors for CH3 and
CD3 radicals employing 193 nm radiation unless otherwise stated.
Range of precursor concentrations used: (3.5-8.8) × 1012 molecule
cm-3 for CH3COCH3, (0.9-3.0) × 1012 molecule cm-3 for
CH3NO2, and (1.7-17.4) × 1012 molecule cm-3 for CD3COCD3.
Estimated initial radical concentrations employed (0.7-3.0) × 1011

molecule cm-3. b Helium used as a buffer gas. c Pyrex-glass reactor
tube with 17 mm inner diameter (i.d.) coated with halocarbon wax
used unless otherwise stated. d Statistical uncertainties shown are
1σ; estimated overall uncertainty is (20%. e CH3NO2 (193 nm)
used as a precursor. f A few decay rates measured at 0.5 torr and 2
torr pressure; no dependence on pressure was observed. g A few
decay rates measured at about three times higher buffer gas pressure
(3 torr); no dependence on pressure was observed. h 2,4-Hexadiene
(193 nm) used as a precursor. i A few decay rates measured at about
five times higher buffer gas pressure (5 torr); no dependence on
pressure was observed. j Stainless steel reactor tube with 8 mm i.d.
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spin-orbit correction has been included in the atomic Cl energy.
In these plots, adducts between the products have been
neglected.

The imaginary vibrational frequency at the TS, which
corresponds to displacement along the reaction coordinate, is
important for assessing the width of the barrier and the extent
of quantum mechanical tunneling. Two approaches were tried
in the present work. First, the frequency was obtained at the
QCISD/6-311G(d,p) level, which corresponds to the curvature
in a classical (no ZPE) PES. A more realistic effective barrier
is found on the VAG PES, because it incorporates changes in
ZPE along the reaction coordinate, and the underlying classical
energy is derived from infinite-basis-set CCSD(T) results. The
region of the reaction coordinate close to the QCISD/
6-311G(d,p) TS (changes in reaction coordinate up to (0.2
amu1/2 bohr) was explored in more detail: projected ZPEs and
CCSD(T)/CBS energies were combined, and the maximum
found by interpolation. The curvature of this VAG PES was
assessed in an approximate manner. The reacting system was
treated as an effectively three-particle linear system ABC, with
A ) CH3, B ) H or Cl, and C ) Cl. Within the central force
approximation the energy changes in a small region close to
the saddle point of the VAG PES can be written as 1/2(k1x1

2 +
k2x2

2), where x1 is the extension of the A-B bond from the
saddle-point value, x2 is the extension of the B-C bond from
its value at the saddle point, and k1 and k2 are the stretching
force constants. The latter two quantities were obtained for each
isotope combination by fitting computed VAG PES points close
to the saddle point, where changes in the bond lengths were
up to about 0.15 Å. Solving for the two stretching frequencies
via the relations given by Herzberg (see page 173 in ref 48)
yields the imaginary mode for the linear ABC system. Develop-
ment of the VAG PES and solution for the imaginary frequency
was repeated for each isotope combination, and the results are
listed in Table 4, along with the barrier heights adjusted for
changes in ZPE.

Results and Discussion

Experimental Results. The measured bimolecular rate
constants for the CH3 + Cl2 and CD3 + Cl2 reactions are given
in Table 1 together with their statistical uncertainties ((1σ) and
the experimental conditions. The estimated overall uncertainties
of the measured rate constants are about (20%. These arise
mainly from the uncertainties in the determining the reactant
concentrations and from the uncertainties in the pseudo first-
order rate constants. Semilogarithm plots of the bimolecular rateT
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Figure 5. Sketch of the vibrationally adiabatic potential energy diagram
for CH3 + HCl f CH4 + Cl.
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constants for the CH3 + Cl2 and CD3 + Cl2 reactions versus
1000 K/T (Arrhenius coordinates) are shown in Figures 2 and
3. The rate constant for the CH3 + Cl2 reaction (reaction 2a)
was previously directly measured by Kovalenko and Leone at
ambient temperature using time-resolved IR luminescence,49 by
Timonen and Gutman over the temperature range 298-712 K
using a flow reactor coupled to a photoionization mass spec-
trometer,50 and by Dobis and Benson at ambient temperature
using very low pressure reactor (VLPR) technique.51 The results
of these measurements are shown in Figure 2 together with the
results of the current work. Current measurements are in
excellent agreement with the single temperature measurement
of Kovalenko and Leone and agree within the experimental error
with the earlier measurements of Timonen and Gutman.
However, the bimolecular reaction rate constant derived by
Dobis and Benson employing the VLPR technique for the CH3

+ Cl2 reaction at ambient temperature is about factor of 3 larger
than that obtained in this work and in the other previous
determinations. On the other hand, for the C2H5 + Cl2 reaction,
an even more pronounced difference exists between the results
of Eskola, Lozovsky et al.52 which are in good agreement with
previous determinations50 and that obtained by Dobis and
Benson. Their bimolecular rate constant at 298 K for the ethyl
+ Cl2 reaction is lower than the other values by a factor of 10
or more. In the pioneering experimental work on the methyl
radical reactions with Br2, Cl2, and BrCl, Evans and Whittle53

measured the kinetics of CH3 + Cl2 relative to the CH3 + Br2

reaction as a function of temperature between 321 and 472 K.
For the ratio k(CH3 + Cl2)/k(CH3 + Br2) they obtained 0.0359
and 0.0881 at temperatures 325 and 450 K, respectively.
Combination of current results with the available data for the
CH3 + Br2 reaction at these temperatures54 results in the ratios
of 0.048 and 0.067 at temperatures 325 and 450 K. Some
differences exist between k(CH3 + Cl2)/k(CH3 + Br2) ratios
obtained by Evans and Whittle and the ratios calculated from
the results of this work (CH3 + Cl2 reaction) and from the work
of Timonen, Seetula et al. (CH3 + Br2 reaction), in particular
in the magnitude of the positive temperature dependence of this
ratio. However, on average the agreement is good and there is
consistency between these studies.

All previous measurements were performed at ambient and
elevated temperatures and yielded positive temperature depend-
ences (positive apparent activation energies). In the current work,
the measurements were extended down to temperatures as low
as 188 K. The data show the change of the sign of the
temperature dependences at about 270-300 K and negative

temperature dependence (negative apparent activation energy)
at lower temperatures. The apparent activation energy for
the CH3 + Cl2 reaction is about 2.6 kJ/mol above ca. 270 K
and changes to about -0.9 kJ/mol at temperatures below ca.
270 K.

Reaction of D-substituted methyl radical, CD3 + Cl2 (Reac-
tion 2b) is faster than reaction 2a, CH3 + Cl2. Deuterium
substitution increases the rate constant, in particular at low
temperatures, where the effect reaches ca. 45% at 188 K. The
measurements also indicate the change of the sign of the
temperature dependence at about 300 K (Figure 3). There have
been no prior measurements of the kinetics of this reaction. For
the CD3 + Cl2 reaction the apparent activation energy above
ca. 300 K is about 1.7 kJ/mol, which changes to about -1.3
kJ/mol at temperatures below 300 K.

The experimental rate constants of the CH3 + Cl2 as well as
CD3 + Cl2 reactions are lower than the rate constants of the
reactions of larger hydrocarbon radicals in similar reactions
under the same conditions50,52 but larger than the rate constants
of halogenated methyl radicals.5,55 The temperature dependences
of these rate constants in Arrhenius coordinates (ln(k) vs 1/T)
are linear at temperatures 298-498 K and slightly negative for
the larger hydrocarbon radicals (except for tert-butyl radical
where there is no dependence), slightly positive for methyl (2.2
kJ/mol), and positive for the halogenated methyl radicals (8-22
kJ/mol).5,50,55 A similar negative temperature dependence as
mentioned above was measured by Eskola, Lozovsky et al. for
some larger hydrocarbon radicals (ethyl, n-propyl, n-butyl) also
at lower temperatures (200-298 K).52

The rate constants for reactions 2a,b obtained in this work
were fitted by the modified Arrhenius expression over the
experimental temperature range:

k2a ) 1.7 × 10-13(T/300 K)2.52 exp(5520 J mol-1/RT)

cm3 molecule-1 s-1 (E1a)

k2b ) 2.9 × 10-13(T/300 K)1.84 exp(4770 J mol-1/RT)

cm3 molecule-1 s-1 (E1b)

The solid lines in figures 2 and 3 correspond to equations
E1a,E1b.

Results of Calculations. The overall computed reaction
enthalpy for reaction 1, combined with an empirical spin-orbit
correction for atomic Cl, is -3.2 kJ mol-1 This is in good accord
with the experimental value of -5.07 ( 0.14 kJ mol-1, equal
to the difference between the CH4 and HCl bond dissociation
enthalpies at 0 K taken from the IUPAC recommendation56 and
the Active Thermochemical Tables.57 Any errors in the com-
puted bond strengths are therefore well-balanced and appear to
cancel along the reaction coordinate. Much of the discrepancy
in ∆rH0

0 arises from the ZPE of the out-of-plane vibrational
mode of CH3, where severe anharmonicity leads to a frequency
about 200 cm-1 higher than computed. If this is corrected, the
computed ∆rH0

0 becomes 1.2 kJ mol-1 more negative, i.e.,
closer to experiment.

The TS is computed to lie 11.9 kJ mol-1 above CH3 + HCl.
Essentially the same value, 11.7 kJ mol-1, was derived by Troya
and Weiss who applied similar energy calculations to those
performed here, combined with CCSD(T)/aug-cc-pVTZ geom-
etries and frequencies.34 Comparison with the VAG PES results
indicates that location of the TS at the QCISD saddle-point
geometry, rather than the local VAG PES maximum, introduces
a negligible error of less than 0.1 kJ mol-1 in the barrier. There
is also only a minor difference in geometry, with the VAG

Figure 6. Sketch of the vibrationally adiabatic potential energy diagram
for CH3 + Cl2 f CH3Cl + Cl.
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results for the C-H and H-Cl distances in the TS greater and
smaller than the QCISD data (Figure 4) by about 0.015 Å. The
curvature of the VAG PES is however significantly smaller than
in the classical QCISD PES, as reflected in the smaller imaginary
frequencies (Table 4).

The TS in reaction 1 is preceded by a complex, thought to
be bound by interaction between the HCl dipole and the CH3

quadrupole.31 The strength of this interaction is not known
experimentally. Our computed binding energy of 3.6 kJ mol-1

is slightly greater than the original G1 result of Chen et al.,20

2.6 kJ mol-1, but smaller than the value of 8.0 kJ mol-1 derived
by Troya and Weiss.34

The enthalpy of reaction 2 is more challenging computation-
ally. We obtain -108.8 kJ mol-1, in reasonable accord with
the experimental value of -104.3 ( 0.6 kJ mol-1 at 0 K, based
on the heats of formation of CH3,56 Cl,57 and CH3Cl.41

Extrapolation of basis sets without tight polarization functions
yielded a slightly worse result of -110.3 kJ mol-1. Consider-
ation of the CH3Cl and Cl2 bond strengths indicates that our
best calculations accurately describe the C-Cl bonding (un-
derestimated by 1.0 kJ mol-1, an error which is comparable to
the experimental uncertainty41 of 0.6 kJ mol-1), but that Cl-Cl
binding is underestimated by 5.5 kJ mol-1. Our result is an
improvement over prior calculations. The initial study by
Tirtowidjojo et al.37 employed G2 and related methods; the G2
value of ∆rH0 is -113.4 kJ mol-1. The CBSQ calculations of
Lee et al. and CCSD(T)//MP2/ 6-311+G(3df,2p) calculations
of Drougas et al. yielded ∆rH0 values of -135.9 and -126.4
kJ mol-1, respectively. These three results would become 3.5
kJ mol-1 more negative, i.e., further from experiment, if
spin-orbit coupling in Cl were taken into account.

Similarly to reaction 1, comparison of the classical QCISD
and interpolated VAG saddle points indicates the C-Cl distance
in the QCISD TS is about 0.04 Å too large and the Cl-Cl
separation is 0.02 Å too small. Neglect of the high level
interpolation causes an error in the barrier of 0.1 kJ mol-1.

Theoretical Calculations of the Rate Constants for Reac-
tions 1 and 2. The calculations of the rate constants for reactions
1 and 2 were performed based on the transition state theory
with 1D tunneling correction. In reaction 2, a slight correction
of the TS energy brings this energy to negative values; therefore,
the modified transition state theory was used.11,13

Reaction CH3(CD3) + HCl(DCl) (reaction 1). In reactions
1a-d, the calculated barriers are relatively large (9 to 14 kJ
mol-1) and are positiVe beyond any uncertainties of the
calculations. The only reason for the strongly curved Arrhenius
plots in this case is quantum tunneling, whose role increases at
low temperatures. At the highest temperatures of the experiment
(ca. 500 K), tunneling corrections are relatively small (about a
factor of 1.6-1.5 for reactions 1a,b and a factor of 1.33 for
reactions 1c,d) and are almost the same irrespective of the 1D
tunneling model used. However, since the estimated quantum
corrections at low temperatures are large (up to 1 order of

magnitude for reactions 1a-d at ca. 200 K), usual first-order
corrections (such as the Wigner tunneling correction58 and
similar corrections) are not applicable. Moreover, the expression
for tunneling through the infinite parabolic potential,59,60 used
in the original version of the modified transition state theory11

to calculate small tunneling corrections, is not applicable at low
temperatures due to divergence. To avoid this divergence, finite
potentials, such as the truncated parabolic61,62 and the Eckart
potential,63,64 were used to calculate the tunneling factors in
reactions 1 and 2.

There are several uncertain issues that should be clarified
when using finite height potentials, such as the truncated
parabola and the Eckart potential, to calculate 1D tunneling
corrections. One such issue is the imaginary frequency of the
transition state, which is used to approximate the widths of such
barriers. This frequency depends upon the choice of the 1D
potential along the reaction coordinate. The two extremes are
(i) choosing the profile of the electronically adiabatic PES and
assuming complete decoupling of the vibrational modes of the
“transition state” from the motion along the reaction coordinate,
and (ii) assuming that all vibrational modes of the TS are “fast
degrees of freedom” compared to the motion along the reaction
coordinate, and constructing the “vibrationally adiabatic” PES.
The latter case is analogous to the Born-Oppenheimer ap-
proximation for the separation of the motion of nuclei from
electronic motion in molecules. In this case, the zero-point
energy of the vibrational modes of the TS is added to the
electronically adiabatic PES.

One can argue that for reaction 1, where the imaginary TS
frequency is relatively large compared to the frequencies of the
“transitional modes” of the TS (i.e., the vibrational modes that
do not exist in the reactants and the modes whose frequency
undergoes significant changes in the course of reaction), the
first approximation seems to be more reasonable. It means that
for reaction 1 and the isotope analogues, better results are
expected when usual harmonic frequencies calculated on the
electronically adiabatic PES are used for the tunneling calcula-
tions. However, in reaction 2, with a relatively low harmonic
imaginary frequency, almost all the transitional modes are of
higher frequency, and therefore, are “fast” degrees of freedom.
The only low frequency bending mode of the TS (ca. 60 cm-1)
provides only a minor contribution to zero-point energy.
Therefore, using the “vibrationally adiabatic PES”, that is, the
electronically adiabatic PES plus the zero-point vibrational
energy for the calculation of the imaginary frequency of the
TS, is considered to be a more realistic approximation in this
case.

The second issue that should be addressed is related to the
presence of the shallow wells at the entrance and the exit of
the reactant and product valleys. The extreme choices here are
the calculation of the barrier height from the bottoms of these
wells, which results in the highest barrier, or using the cross-
section of the PES obtained by linear extension of the reaction

TABLE 4: Computed Barrier Heights and Imaginary Frequencies for the Vibrationally Adiabatic CCSD(T)/CBS Potential

reaction

calculated
forward barrier,

kJ mol-1

imaginary harmonic
frequency,

cm-1

imaginary vibrationally
adiabatic frequency,

cm-1

barrier used
in calculations,

kJ mol-1

CH3 + HCl f CH4 + Cl 11.9 1175i 1362i 11.9
CH3 + DCl f CH3D + Cl 14.1 892i 814i 14.1
CD3 + HCl f CHD3 + Cl 9.3 1163i 1464i 9.3
CD3 + DCl f CD4 + Cl 11.5 886i 849i 11.5
CH3 + Cl2 f CH3Cl + Cl 2.5 330i 474i 1.6
CD3 + Cl2 f CD3Cl + Cl 0.3 326i 553i -0.6
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normal mode beyond the quadratic potential,64 resulting in the
smallest barrier height. In 1D tunneling calculations this issue
is usually ignored, and the barrier height is usually taken relative
to the ground-state of the reactants. Such a choice justifies the
truncated parabola as a better representation of the potential
(compared to the Eckart potential) for tunneling calculations.
Too rigorous a consideration of these issues is, probably, not
justified in view of known limitations of the 1D tunneling
approach due to the multidimensional “corner cutting” effect
(e.g., ref 65 and references therein).

In the current calculations, we used an infinite parabolic
barrier (for relatively high temperatures), a truncated parabolic
potential, and a (symmetric) Eckart potential. We report the
results obtained with the truncated parabolic potential and note
that the calculations with the symmetric Eckart potential yielded
similar results (after some adjustment of the imaginary frequen-
cies).

The results of the calculations are shown in Figure 7. Dotted
lines represent calculations using TST without tunneling, and
the solid lines are the results obtained by the TST and 1D
tunneling corrections with the truncated parabolic potential based
on the harmonic imaginary frequencies of the transition states
listed in Table 4. The dashed lines were calculated using the
vibrationally adiabatic imaginary frequencies. No adjusted
parameters were used in these calculations. The agreement
between the calculations with the harmonic frequencies and the
experiment at 500 K is very good; the maximum deviation is
+14% for reaction 1d, within the experimental error. The
average kcalc/kexp at 500 K for all four isotopomer reactions 1a-d
is 1.01. Moreover, the calculations reproduce both the shape of
the curves as well as the absolute values of the rate constants
over the whole temperature range, 185-500 K. The maximum
deviation is ca. -25% observed at ca. 250 K for reaction 1d.
Such a good agreement is of course fortuitous, in view of the
sensitivity of the tunneling corrections to the imaginary frequen-
cies of the TSs, to the tunneling model and to the limitations of

the 1D models, as well as the accuracy of the theoretical
calculations. However, the excellent agreement observed at high
temperatures requires some comments. As was mentioned, the
tunneling corrections at 500 K are relatively small and are
expected to be calculated reasonably reliably. The results
obtained with the infinite parabolic potential and the truncated
parabolic potential are almost identical at these temperatures,
which indicates that the tunneling occurs at the top of the barrier;
presumably, multidimensional effects are not significant. Transi-
tion state theory provides an upper estimate for the rate constant.
Theoretical calculations usually overestimate the barrier. These
two factors impact the rate constant in the opposite directions,
and, apparently, if present, they cancel out for reaction 1.
Assuming that the transition state theory is accurate within a
factor of 1.5-2, one can estimate the barrier accuracy in the
current calculations as 1.7-3 kJ mol-1.

In the previous publication12 tunneling was dismissed based
upon an overly simplified model of tunneling through a
rectangular barrier and by the apparently successful rationaliza-
tion of the primary and secondary kinetic isotope effects (KIE)
with a classical approach. However, more realistic calculations
performed in this work for tunneling either through a truncated
parabolic or an Eckart barrier indicate that tunneling is important
already when using 1D tunneling models. Moreover, estimates
of the kinetic isotope substitution effects demonstrate that the
KIE is much less sensitive a parameter to establish the role of
tunneling by comparison with the absolute values of rate
constants. For example, the experimental value of k1b/k1d is ca.
9.2 at 200 K. The calculated primary isotope substitution effect
at 200 K is k1b/k1d ) 6.72 without tunneling (-27% compared
to the experimental value) and 11.29 with tunneling (+23%).
Apparently, no conclusion on the role of tunneling can be
reliably derived based just on the primary kinetic isotope
substitution effect. For the secondary kinetic isotope substitution
effect, k1a/k1b, the experimental value at 200 K is ca. 0.6. The
calculated value is k1a/k1b ) 0.39 (-35% compared to the
experiment) without tunneling, and k1a/k1b ) 0.66 (+10%)
with tunneling. In this case the agreement with experiment when
tunneling is taken into account is better. However, it is clear
that the sensitivity of the KIE to tunneling is much less than
the sensitivity of the absolute rate constants (such as a factor
of 1.6 or so compared to a factor of 10 to 20).

Reaction CH3(CD3) + Cl2 (reaction 2). The results of the
calculations together with the experimental data are shown in
Figure 8. In the case of reaction 2, contrary to reaction 1, no
agreement was achieved based on the results of the calculations
without some adjustments. First, at 500 K, where the tunneling
corrections are small (about 18% for both reactions 2a and 2b)
and are determined reliably, the predicted rate constant with
the calculated barrier of 2.5 kJ mol-1 (for reaction 2a) was ca.
24% smaller than the experimental rate constant. Therefore a
small reduction of the barrier height by 0.9 kJ mol-1, well within
the ab initio uncertainty, was made to fit the rate constant of
reaction 2a to the experimental data at high temperatures. Such
a reduction brought the position of the barrier for reaction 2b
to a negative value (-0.6 kJ mol-1), and therefore the modified
TST was used.11,13 Second, it was found that neither the
harmonic imaginary frequencies (330i and 326i cm-1) nor even
the vibrationally adiabatic (474i and 553i cm-1 for reactions
2a and 2b, respectively) were large enough to explain the shape
of the temperature dependences of the experimental rate
constants (Figure 8). Low imaginary frequencies indicate a wide
barrier and, subsequently, low tunneling probability. To explain
the shape of the curves in Figure 8 and the absolute values of

Figure 7. Rate constants for reactions 1a-d. Symbols: experiment.12

Solid circles, open circles, solid diamonds, open diamonds for reactions
1a (CH3 + HCl), 1b (CD3 + HCl), 1c (CH3 + DCl), and 1d (CD3 +
DCl), respectively. Lines: current calculations. Dotted lines: transition
state theory (TST) without tunneling. Solid lines: TST with 1D tunneling
through a truncated parabolic barrier, harmonic frequencies. Dashed
line: TST with 1D tunneling through a truncated parabolic barrier,
vibrationally adiabatic frequencies. Parameters: see Table 4.
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the rate constants at low temperature, an increase of the
imaginary frequencies to 600i-680i cm-1 was required. The
solid curves in Figure 8 show the results of the calculations for
the best fit of the data for reaction 2a (reduction of the barrier
by 0.9 kJ mol-1 and increase of the imaginary frequencies to
680 cm-1). To obtain a better fit of the rate constants of reaction
2b, a somewhat smaller reduction of the barrier and a compa-
rable increase in the imaginary frequency are required.

It should be noted, that a good agreement for reaction 2 can
be achieved by reducing the barrier in reactions 2a,b by 2.5-3
kJ mol-1 within the modified TST even without invoking
tunneling (i.e., using the harmonic imaginary frequencies which
provide only a minor tunneling correction, ca. 27% at 200 K),
with simultaneous reduction of the rate constant by a factor of
0.6. This is shown in the insert in Figure 8. As already
mentioned, the curvatures of the Arrhenius plots alone are not
sufficient to discriminate whether the negative temperature
dependences are caused by negative energies of the transition
states or by the enhanced tunneling. The barrier adjustment
which is required to explain the experimental data for reactions
2 (2.5-3 kJ mol-1) is within the expected ab initio accuracy.
The scaling of the rate constants by a factor of 0.6 is, probably,
also within the uncertainty of the transition state theory. In
addition, it should be noted, that in reaction 2, in contrast to
reaction 1, there is a very low frequency doubly degenerate
vibration of the transition state (ca. 60 cm-1), which is
completely active at the temperatures of interest. It can be
expected that such low frequency vibrations are highly anhar-
monic and are not calculated very reliably, which has direct
impact on the accuracy of the partition function of the transition
state.

One obvious difference between reactions 1 and 2 is that
reaction 2 is strongly exothermic. One can then speculate that
the abrupt drop in the PES profile after the saddle point due to

the large exothermicity might be a reason for the barrier to be
effectively thinner than expected based on the quadratic
decomposition at the saddle point. However, this requires an
accurate investigation of the PES in the region after the saddle
point, which was beyond the scope of the current work.

It should be noted that the adjustments made for reaction 2
are not uncommon and could be considered as minor based on
the status of the field. For example, in the most recent paper25

for the reverse reaction 1a through the process of calibration
the barrier energy was reduced by 8.8 kJ mol-1, from the
computed 18.8 kJ mol-1 to 10.0 kJ mol-1. This substantially
increases the thermal contribution, especially at low tempera-
tures. Simultaneously, the imaginary frequency of the transition
state was reduced from 1136i to 782i, which would substantially
reduce tunneling. These two contributions are strongly correlated
and could not be reliably separated based on the Arrhenius plot
curvature alone. For reaction 1, there is a perfect agreement of
our calculations with experiment at high temperatures (e.g., 500
K), where the tunneling corrections are relatively small (ca. 25%
for reactions 1c,d). However, this agreement can not be an
argument for the accuracy of the barrier energy calculations,
since the calculated rate constants are based on the transition
state theory, which has its own uncertainty. Tentatively, from
the agreement observed at high temperatures, we are estimating
that the probable absolute accuracy of the barrier height
calculations is better than 1.7-3 kJ mol-1.

Conclusions

Kinetic studies of the reaction of CH3 with Cl2 have been
extended down to 188 K using the laser flash photolysis/
photoionization mass spectrometry technique. The measurements
indicate that below room temperature the activation energy is
slightly negative, which changes to positive at higher temper-
atures. Similar behavior is found for the faster CD3 + Cl2

reaction which has been studied for the first time. These rate
constants are quantitatively rationalized in terms of an ab initio
potential energy surface with slight adjustment of the barrier
height. Transition state theory and 1-D tunneling models were
applied to the CH3 + Cl2 reaction, while a modified TST
approach was applied to the CD3 analogue where the adjusted
top of the vibrationally adiabatic barrier is slightly below the
energy of the reactants. Similar theoretical approaches were also
used to analyze the CH3 and CD3 reactions with HCl and DCl
whose barriers lie significantly above the energies of the
reactants. Good agreement with the rate constants and kinetic
isotope effects was obtained even in regimes where tunneling
was significant.
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