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#### Abstract

Computational investigations into the ground and singlet excited-state structures and the experimental groundstate absorption spectra of N -confused tetraphenylporphyrin tautomers $\mathbf{1 e}$ and $\mathbf{1 i}$ and N -confused porphines (NCP) 2 e and $\mathbf{2 i}$ have been performed. Structural data for the ground state, performed at the B3LYP/6$31 \mathrm{G}(\mathrm{d})$, B3LYP/6-31+G(d)//B3LYP/6-31G(d), and B3LYP/6-311+G(d)//B3LYP/6-31G(d) levels, are consistent with those performed at lower levels of theory. Calculations of the gas-phase, ground-state absorption spectrum are qualitatively consistent with condensed phase experiments for predicting the relative intensities of the $\mathrm{Q}(0,0)$ and Soret bands. Inclusion of implicit solvation in the calculations substantially improves the correlation of the energy of the Soret band with experiment for both tautomers ( $\mathbf{1}, 435 \mathrm{~nm}$ predicted, 442 nm observed in DMAc; 1i, 435 nm predicted, 437 nm observed in $\mathrm{CH}_{2} \mathrm{Cl}_{2}$. The $x$ - and $y$-polarized Q-band transitions were qualitatively reproduced for $\mathbf{1 e}$ in both the gas phase and with solvation, although the lowenergy absorption band in $\mathbf{1 i}$ was predicted at substantially higher energy ( 646 nm in the gas phase and 655 nm with solvation) than observed experimentally ( 724 nm in $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ ). Franck-Condon state and equilibrated singlet excited-state geometries were calculated for unsubstituted NCP tautomers $\mathbf{2 e}$ and $\mathbf{2 i}$ at the TD-B3LYP/ SVP and TD-B3LYP/TZVP//TD-B3LYP/SVP levels. Electronic difference density plots were calculated from these geometries, thereby indicating the change of electron density in the singlet excited states. Adiabatic $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ geometries of these compounds were also calculated at the TD-B3LYP/SVP level, and the results indicate that while $\mathbf{2 i}$ is a more stable ground-state molecule by $\sim 7.0 \mathrm{kcal} \mathrm{mol}^{-1}$, the energy difference for the $S_{1}$ excited states is only $\sim 1.0 \mathrm{kcal} \mathrm{mol}^{-1}$ and is $6.1 \mathrm{kcal} \mathrm{mol}^{-1}$ for the $S_{2}$ excited states.


## I. Introduction

The optical properties and photophysical behavior of porphyrins have been studied for quite some time and are reasonably well understood. ${ }^{1,2}$ Research in this area has been quite useful in understanding the dynamics of light-induced processes in the light-harvesting complexes (LHCs) and photosynthetic reaction centers in purple bacteria and green plants. ${ }^{3-5}$ The light-harvesting centers in green plants (LHCII) ${ }^{3}$ and purple bacteria ( $\mathrm{LH} 2^{4}$ and LH 1$)^{5}$ are comprised of various bacteriochlorophyll $a(\mathrm{BChl} a)$ pigments arranged in circular arrays. Structural data indicate ${ }^{6,7}$ that upon absorption of light, the efficient electronic energy transfer (EET) within LH1 and LH2 results from a combination of hopping and exciton coupling among the various BChla pigments. Events within the photosynthetic reaction center (PRC) in these organisms then proceed when the electronically excited "special pair" of bacteriochlorophylls initiates photoinduced electron-transfer (ET), through a series of fast intermediate steps, to a quinone acceptor. ${ }^{6}$ Bacteriochlorophylls are difficult to synthesize, ${ }^{8,9}$ and as a result, solar energy conversion schemes mimicking the LHC and PRC have typically utilized porphyrins as energy and electron donors in covalently bound ${ }^{10,11}$ and supramolecular multiporphyrin arrays. ${ }^{12-14}$

[^0]The optical properties ${ }^{8,9}$ of bacteriochlorophylls and the related chlorins are substantially different from those of regular porphyrins, and more relevant (and readily synthesized) analogs of BChl $a$ are therefore of considerable interest. N-confused porphyrins (NCPs) are attractive alternatives to porphyrins, chlorins, and bacteriochlorophylls in photonics applications because of their favorable optical properties and relatively facile synthesis, and they are therefore of increasing interest in the porphyrin community. ${ }^{15} \mathrm{NCPs}$ are porphyrin isomers having one of the pyrrolic nitrogens facing outside of the macrocycle and one $\mathrm{C}-\mathrm{H}$ group oriented inward toward the core. While differing from the parent porphyrin by the inversion of only two atoms, these porphyrins exhibit significantly different physical and chemical properties than normal porphyrins. Two N-confused tetraphenylporphyrin (NCTPP) tautomers (1e and 1i in Figure 1) are observed in solution. ${ }^{16,17}$ One tautomer (1e) has an external $\mathrm{N}-\mathrm{H}$ group and is favored in highly polar solvents such as DMF, presumably assisted by hydrogen bonding with the solvent. ${ }^{16 a}$ The second tautomer (1i) has two internal $\mathrm{N}-\mathrm{H}$ groups and is the preferred tautomer in aromatic and halogenated solvents. The absorption spectra of both tautomers are characterized by Soret and Q-bands which are significantly red-shifted from, and with larger extinction coefficients than, tetraphenylporphyrin ( $\mathrm{H}_{2} \mathrm{TPP}$ ). ${ }^{16,17}$ The red-shifted absorption bands and increased oscillator strengths have been attributed ${ }^{17}$ to a break in the degeneracy of the two sets of interacting orbitals (which are nearly degenerate in symmetric porphyrins) and that are commonly used to analyze porphyrin


Figure 1. Tautomeric forms of N -confused tetraphenylporphyrins (1e and $\mathbf{1 i}$ ) and N -confused porphines ( $\mathbf{2 e}$ and $\mathbf{2 i}$ ). $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D denote the nomenclature of the rings in the top left structure.
absorption spectra using the Gouterman four-electron, fourorbital model. ${ }^{18}$

Recently, we investigated the excited-state properties of NCPs $\mathbf{1 e}$ and $\mathbf{1 i}$ in solution using steady-state fluorescence and a combination of time-resolved fluorescence and absorption spectroscopies. ${ }^{17,19}$ The results of these experiments were then interpreted in terms of the Gouterman four-electron, four-orbital model ${ }^{18}$ using molecular orbitals obtained at the B3LYP/6-31G(d)//B3LYP/3-21G level of theory. For 1e, the unoccupied $a_{2}$ and $b_{2}$ orbitals were found to split to higher and lower energies, respectively, relative to the analogous and nearly degenerate $\mathrm{b}_{1 \mathrm{u}}$ and $\mathrm{a}_{\mathrm{u}}$ orbitals in $\mathrm{H}_{2}$ TPP, while the occupied $\mathrm{a}_{2}$ orbital was found to increase substantially in energy relative to the occupied $b_{2}$ orbital. The atypical nature of the absorption spectrum of $\mathbf{1 e}$ compared to a regular free-base porphyrin, with Q-band absorptions that increase in oscillator strength with decreasing energy, was interpreted within the context of those calculations to result from weakly allowed Q-band transitions. In tautomer $\mathbf{1 i}$, the degeneracy of the unoccupied $\mathrm{a}_{2}$ and $\mathrm{b}_{2}$ orbitals is also lifted, and the energy difference between the occupied $\mathrm{a}_{2}$ and $\mathrm{b}_{2}$ orbitals in $\mathbf{1 i}$ becomes significant. The changes in orbital energies in $\mathbf{1 i}$ are the opposite of what is observed in the reduced porphyrin tetraphenylchlorin $\left(\mathrm{H}_{2} \mathrm{TPChl}\right)$, for which the unoccupied $b_{2}$ orbital increases in energy and the $b_{2}$ orbital decreases, while the occupied $b_{2}$ is higher in energy than the $a_{2}$ orbital. The net result of these changes are similar spectral characteristics for both $\mathbf{1 i}$ and $\mathrm{H}_{2} \mathrm{TPChl}$, with the $\mathrm{Q}_{x}(0,0)$ transition in $\mathbf{1 i}$ becoming weakly allowed with a relatively large experimentally observed extinction coefficient.
In the current work, we sought to quantify this analysis using more precise computational methodologies, as well as to explain the observed transitions in the experimentally observed absorption spectra. Computational investigations of the electronic absorption spectra of regular porphyrins (and several derivatives) have included calculations ranging from semiempirical, ${ }^{20}$ single and multireference (MR) configuration interaction (CI), ${ }^{21}$ multiconfiguration second-order perturbation theory (CASPT2), ${ }^{22}$ and time-dependent density functional theory (TD-DFT). ${ }^{23}$ Excitation energies have also been calculated at the similarity transformed equation-of-motion coupled cluster and perturbation theoretical levels (STEOM-CC and STEOM-PT). ${ }^{24}$ The less expensive TD-DFT has been shown to be in better agreement with experiment than the more expensive $a b$ initio CI, CASPT2
or STEOM-CC calculations. ${ }^{25}$ Herein we report a series of TDDFT calculations, with application of the B3LYP functional, ${ }^{26}$ on NCTPP tautomers $\mathbf{1 e}$ and $\mathbf{1 i}$ and unsubstituted NCP tautomers $\mathbf{2 e}$ and $\mathbf{2 i}$ in the gas phase as well as with consideration of implicit solvation via different solvent dielectric constants, in order to approximate the experimental solutionphase spectra and evaluate the absorption features of $\mathbf{1}$ and $\mathbf{2}$. Electronic difference density plots were rendered in order to show the electronic changes which occur on excitation from the ground to the excited states. Furthermore, the Franck-Condon (FC) vertical excitation states of $\mathbf{2 e}$ and $\mathbf{2 i}$ were relaxed down along the $S_{1}$ and $S_{2}$ surfaces to obtain fully optimized excitedstate geometries. Single-point TD-B3LYP/TZVP//TD-B3LYP/ SVP calculations were also performed with all of the geometries to complete a potential energy surface of ground to excitedstate excitation for the NCP tautomers, $\mathbf{2 e}$ and $\mathbf{2 i}$.

## II. Computational Methods

The ground-state geometries of NCTPPs (1i and 1e) and NCPs ( $\mathbf{2 i}$ and $\mathbf{2 e}$ ) were optimized at the B3LYP/6-31G(d) level under $C_{1}$ symmetry using the Gaussian 03 software package. ${ }^{27}$ All of these structures were confirmed to be minima via vibrational frequency analyses; zero-point vibrational energy corrections were not scaled. Single-point energy calculations at the B3LYP/6-31+G(d) and B3LYP/6-311+G(d) levels were performed to obtain more accurate energies with the B3LYP/ $6-31 \mathrm{G}(\mathrm{d})$ geometries. In order to approximate the experimental condensed phase and to evaluate the effect of different solvents, we utilized the polarizable continuum model (PCM) ${ }^{28}$ implemented in Gaussian 03. Absorption spectra were then obtained at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) level in both the gas and solution phases. Electronic difference density calculations were computed at the TD-B3LYP/SVP level using the ground-state optimized geometries at B3LYP/SVP level in the Turbomole-5.80 suite ${ }^{29}$ of programs. To optimize the geometries of the singlet excited states at the TD-B3LYP/SVP level, the B3LYP/SVP optimized $S_{0}$ geometries were used as a starting point. The stationary points for the singlet excited states minima were confirmed by calculating the second derivatives by numerical evaluation of the analytical first derivative utilizing the NumForce module in Turbomole, thereby also providing the infrared (IR) spectra of the excited state. Using Turbomole, single-point energy calculations at the TD-B3LYP/TZVP//TDB3LYP/SVP level were performed on all of these structures in the gas phase. Single-point energy calculations for considering the effect of implicit solvation $\left(\mathrm{CH}_{3} \mathrm{CN}\right.$ and $\left.\mathrm{CH}_{2} \mathrm{Cl}_{2}\right)$ were computed in Gaussian 03 at the TD-B3LYP/6-31+G(d) level of theory using the geometries optimized at the TD-B3LYP/ SVP level of theory in Turbomole (see Supporting Information, Figure S16). The simulated spectra and plots of the density of states were obtained by using the GaussSum program. ${ }^{30}$

In comparing the theoretical and experimental work, we will designate the transitions yielding the experimentally observed bands as $\mathrm{S}_{0} \rightarrow \mathrm{~A}, \mathrm{~B}, \mathrm{C}$, etc., in order to distinguish between the computed transitions and the commonly referred to experimental transitions. Therefore, the transitions leading to the low energy $\mathrm{Q}_{y}(0,0)$ and $\mathrm{Q}_{x}(0,0)$ bands in the experimental spectrum, both of which are experimentally considered as arising from the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition but with different polarization, will be called the $\mathrm{S}_{0} \rightarrow \mathrm{~A}$ and $\mathrm{S}_{0} \rightarrow \mathrm{~B}$ transitions, respectively. Similarly, the transitions associated with the Soret or B-band will be called the $S_{0} \rightarrow \mathrm{C}$ transition and that of the N -band, the $\mathrm{S}_{0} \rightarrow \mathrm{D}$ transition.

TABLE 1: Experimental and Calculated Absorption Data for Free-Base Porphine $\left(\mathrm{H}_{2} \mathbf{P}\right)$ and Free-Base Tetraphenylporphyrin $\left(\mathrm{H}_{2} \mathbf{T P P}\right)^{a}$

| compound | Soret (nm) | Q-band (nm) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{Q}_{y}(1,0)$ | $\mathrm{Q}_{y}(0,0)$ | $\mathrm{Q}_{\mathrm{x}}(1,0)$ | $\mathrm{Q}_{x}(0,0)$ |
| $\mathrm{H}_{2} \mathrm{P}(\text { expt })^{b}$ | 398 (1.4) | 488 (0.237) | 529 (0.025) | 562 (0.064) | 619 (0.0058) |
| $\mathrm{H}_{2} \mathrm{P}$ (MRMP) ${ }^{c}$ | 400 (1.610) |  | 486 (0.0143) |  | 761 (0.0026) |
| $\mathrm{H}_{2} \mathrm{P}(\text { TD-DFT })^{d}$ | 379 (0.40) |  | 519 (0.00004) |  | 553 (0.00018) |
| $\mathrm{H}_{2} \mathrm{P}(\mathrm{DFT} / \mathrm{MRCI})^{e}$ | 404 (0.4846) |  | 521 (0.0014) |  | 639 (0.0007) |
| $\mathrm{H}_{2} \mathrm{P}$ (TD-DFT) ${ }^{f}$ | 363, 372 |  | 508 |  | 544 |
| $\mathrm{H}_{2}$ TPP (expt) ${ }^{\text {b }}$ | 418 (40.04) | 514 (1.89) | 548 (0.78) | 590 (0.53) | 648 (0.35) |
| $\mathrm{H}_{2} \mathrm{TPP}$ (TD-DFT) ${ }^{f}$ | 378, 392 |  | 540 |  | 577 |

${ }^{a}$ The values in parentheses represent the calculated oscillator strengths and experimental extinction coefficients, shown as $\varepsilon \times 10^{4} \mathrm{M}^{-1}$ $\mathrm{cm}^{-1}$. ${ }^{b}$ In benzene: Caughey, W. S.; Deal, R. M.; Weiss, C.; Gouterman, M. J. Mol. Spectrosc. 1965, 16, 415-427. Dorough, G. D.; Miller, J. R.; Huennekens, F. M. J. Am. Chem. Soc. 1951, 73, 4315-4320. Fonda, H. N.; Gilbert, J. V.; Coder, R. A.; Sprague, J. R.; Kamioka, K; Connolly, J. S. J. Phys. Chem. 1993, 97, 7024-7033. ${ }^{c}$ Hashimoto, T.; Choe, Y.-K.; Nakano, H.; Hirao, K. J. Phys. Chem. A 1999, 103, 1894-1904. ${ }^{d}$ Sundholm, D. Phys. Chem. Chem. Phys. 2000, 2, 2275-2281; Sundholm, D. Chem. Phys. Lett. 2000, 317, 392-399. ${ }^{e}$ Parusel, A. B. J.; Grimme, S. J. Porphyrins Phthalocyanines 2001, 5, 225-232. ${ }^{f}$ Zhang, Y.-H.; Ruan, W.-J.; Li, Z.-Y.; Wu, Y.; Zheng, J.-Y. Chem. Phys. 2005, 315, 201-213.

## III. Results and Discussion

A. Geometry Optimizations. The ground-state geometries of NCPs ( $\mathbf{1 i}, \mathbf{1 e}, \mathbf{2 i}$ and $\mathbf{2 e}$ ) were optimized at the B3LYP/6$31 \mathrm{G}(\mathrm{d})$ level of theory under $C_{1}$ symmetry. The geometries of $\mathbf{1 i}$ and $\mathbf{1 e}$ are consistent with experiment ${ }^{16 \mathrm{~b}}$ and those calculated earlier, ${ }^{17}$ with the N -confused A ring in $\mathbf{1 i}$ (Figure 1) being significantly canted out of the macrocyclic plane. The distortion from planarity in this NCP results from the steric congestion caused by the presence of the extra hydrogen in the middle of the ring. In contrast, the geometry of the macrocycle in $\mathbf{1 e}$ is largely planar. The phenyl rings in both compounds are twisted out of planarity, with dihedral angles ( $\tau$ ) ranging from 105 to $133^{\circ}$ for $\mathbf{1 i}$ and from 111 to $126^{\circ}$ for $\mathbf{1 e}$, and the phenyl rings are oriented in a geared relationship. The calculated B3LYP/ $6-31 \mathrm{G}(\mathrm{d})$ relative energies of $\mathbf{1 i}$ and $\mathbf{1 e}$, with $\mathbf{1 i}$ being more stable than 1e by $5.6 \mathrm{kcal} \mathrm{mol}^{-1}$, are similar to those obtained at the B3LYP/6-31G(d)//B3LYP/3-21G(d) level, ${ }^{17}$ for which 1i was found to be more stable than 1 e by $5.5 \mathrm{kcal} \mathrm{mol}^{-1}$. Singlepoint energy calculations using larger basis sets reduced this energetic preference for $\mathbf{1 i}$ only slightly, to $4.9 \mathrm{kcal} \mathrm{mol}^{-1}$ at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) level and 4.8 kcal $\mathrm{mol}^{-1}$ at the B3LYP/6-311+G(d)//B3LYP/6-31G(d) level. The preference for $1 \mathbf{i}$ has been previously ${ }^{17,31}$ attributed to the aromaticity of this tautomer, a feature that is not present in $\mathbf{1 e}$ because of the break in conjugation of the A ring (Figure 1).

The geometries of NCPs $\mathbf{2 i}$ and $\mathbf{2 e}$ are comparable to those reported earlier ${ }^{31}$ and also those of $\mathbf{1 i}$ and $\mathbf{1 e}$, except that distortion of the NCP macrocycle in the internally protonated tautomer occurs only at the A ring in $\mathbf{2 i}$. There are negligible deviations in geometrical parameters relative to previous studies as there were no constraints applied in the current geometry optimizations. The geometry of tautomer $\mathbf{2 e}$ is largely planar, similar to that of $\mathbf{1 e}$. The difference in the relative energies of NCPs $2 \mathbf{i}$ and $\mathbf{2 e}$ is greater than observed in the two NCTPP tautomers, where the energy difference is smaller because of the partial aromatic stabilization that results from the presence of the four phenyl groups in $\mathbf{1 e}$. Thus, tautomer $\mathbf{2 i}$ is more stable than internally protonated tautomer $2 \mathbf{e}$ by $9.0 \mathrm{kcal} \mathrm{mol}^{-1}$ at the B3LYP/6-31G(d) level. This energy difference was reduced to $6.9 \mathrm{kcal} \mathrm{mol}^{-1}$ with single-point energy calculations at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) and B3LYP/6-311+G(d)// B3LYP/6-31G(d) levels of theory. This value is slightly higher than those reported by Ghosh et al. ${ }^{31}$ using the VWN local exchange-correlation functional in conjunction with Perdew-Wang nonlocal corrections, in which $2 \mathbf{i}$ was found to be more stable
by $5.7 \mathrm{kcal} \mathrm{mol}^{-1}$. This discrepancy is attributed to their assumption of planarity for these NCPs, rather than $C_{1}$ symmetry in our computations.
B. Electronic Absorption Calculations and Comparison with Experimental Spectra. In order to understand the predicted absorption spectrum of $\mathrm{NCPs}(\mathbf{1} \mathbf{i}, \mathbf{1 e}, \mathbf{2 i}$, and $\mathbf{2 e})$, it is first instructive to review the experimental spectra of the analogous regular porphyrins (Figure 1), i.e., free base porphine $\left(\mathrm{H}_{2} \mathrm{P}\right)$ and free base tetraphenylporphyrin $\left(\mathrm{H}_{2} \mathrm{TPP}\right)$. The absorption spectra of free-base porphyrins are characterized by two distinct sets of absorption bands: (1) the low energy $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transitions ( Q -bands) that are nearly forbidden by parity rules as a result of the high $D_{2 h}$ symmetry ( $D_{4 h}$ symmetry in metalloporphyrins), and (2) the more intense, higher energy allowed $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition called the Soret or B-band. In the highly descriptive Gouterman four-orbital, four-electron model, ${ }^{18}$ the Q -band transitions are composed of linear combinations of the $\mathrm{b}_{1 \mathrm{u}}-\mathrm{b}_{2 \mathrm{~g}} / \mathrm{a}_{\mathrm{u}}-\mathrm{b}_{3 \mathrm{~g}}\left(\mathrm{Q}_{x}\right)$ and $\mathrm{b}_{1 \mathrm{u}}-\mathrm{b}_{3 \mathrm{~g}} / \mathrm{a}_{\mathrm{u}}-\mathrm{b}_{2 \mathrm{~g}}\left(\mathrm{Q}_{y}\right)$ transitions. The $\mathrm{Q}_{x}$ and $\mathrm{Q}_{y}$ transitions are traditionally assigned to the $1 \mathrm{~B}_{3 \mathrm{u}}$ and $1 \mathrm{~B}_{2 \mathrm{u}}$ electronic states, respectively. ${ }^{32}$ In free base porphyrins (i.e., $\mathrm{H}_{2}$ TPP), each Q-band transition further splits by vibronic coupling, and is consequently observed as a pair of bands with each primary band, $\mathrm{Q}_{x}(0,0)$ and $\mathrm{Q}_{y}(0,0)$, having a higher energy ( $\mathrm{Q}_{x}(1,0)$ and $\mathrm{Q}_{y}(1,0)$ ) vibrational overtone.

The Soret band, on the other hand, is an allowed transition that is comprised of a linear combination of the $a_{u}-b_{3 g}$ and $\mathrm{b}_{1 \mathrm{u}}-\mathrm{b}_{2 \mathrm{~g}}$ transitions. This band has been assigned by multiple computational groups to a combination of the $2 \mathrm{~B}_{2 \mathrm{u}}$ and $2 \mathrm{~B}_{3 \mathrm{u}}$ states. ${ }^{32 f, 33 b, f}$ Experimentally, the intensity of this peak is significantly larger than those of the Q-band transitions, with extinction coefficients on the order of $\sim 5 \times 10^{5} \mathrm{M}^{-1} \mathrm{~cm}^{-1}$ for the Soret band and $\sim(5-20) \times 10^{4} \mathrm{M}^{-1} \mathrm{~cm}^{-1}$ for the Q-bands.

Substitution of the four phenyl rings at the meso positions of the porphyrin macrocycle has a marked effect on both the experimental and calculated absorption spectra. Experimentally, ${ }^{33}$ the Q-bands are observed to red-shift significantly (Table 1), with the $\mathrm{Q}_{x}(0,0)$ band shifting from 616 nm in $\mathrm{H}_{2} \mathrm{P}$ to 648 nm in $\mathrm{H}_{2} \mathrm{TPP}$ and the $\mathrm{Q}_{y}(0,0)$ band shifting from 518 to 548 nm . The Soret band is likewise shifted, although not to such a great extent, occurring at 396 nm for $\mathrm{H}_{2} \mathrm{P}$ and 418 nm for $\mathrm{H}_{2}$ TPP. Of the various computational methods employed to study $\mathrm{H}_{2} \mathrm{P}$, only one study (TD-B3LYP/6-31G(d)) has also been used to examine the absorption spectrum of $\mathrm{H}_{2}$ TPP. ${ }^{34}$ In this work, although the absorption bands did not match exactly with experiment, the relative shifts in absorption as a function of


Figure 2. Experimental absorption spectra of $\mathbf{1 i}$ (red) in benzene and $\mathbf{1 e}$ (blue) in $N, N$-dimethylacetamide. The spectra are normalized for intensity of the Soret bands. The inset in the upper right shows an expanded view of the Q-band region. The N-bands in both solvents are at $350-380 \mathrm{~nm}$, and the Soret bands are at at $\sim 440 \mathrm{~nm}$.
meso phenyl substitution were shown to correlate very well. These data are important and indicate that the computed values of N -confused $\mathrm{H}_{2} \mathrm{P}$ and N -confused $\mathrm{H}_{2}$ TPP should by analogy correlate with one another, and will be useful in predicting the absorption spectrum of the yet-to-be prepared $\mathrm{NC}-\mathrm{H}_{2} \mathrm{P}$.

In $\mathrm{BChl} a$ and chlorins, the unoccupied $\mathrm{a}_{2}$ and $\mathrm{b}_{2}$ orbitals are nondegenerate and substantially split in energy as a result of the reduction in symmetry of the macrocycle. The accompanying energetic changes in the four Gouterman orbitals cause the $b_{1}-c_{2}$ and $b_{2}-c_{1}$ transition energies to become different, and together with the breakdown in parity rules from the changes in symmetry, lead to the $\mathrm{Q}_{x}$ transition gaining significantly in intensity. ${ }^{17,19,35}$ The $b_{1}-c_{1}$ and $b_{2}-c_{2}$ transition energies that comprise the $\mathrm{Q}_{y}$ transition, on the other hand, remain nearly equivalent, and this transition does not appreciably change in intensity. Several groups have investigated chlorin to computationally reproduce the effect that reduction of one pyrrole ring has on the computed absorption spectrum. The lower energy $\mathrm{Q}_{x}$ band was shown using MRMP theory to have a larger oscillator strength of 0.0215 at 700 nm and the $Q_{y} 0.0001$ at 512 nm , and 0.7938 at 389 nm in the Soret region, ${ }^{33 \mathrm{~d}}$ whereas calculations at the DFTMRCI level shifted the energies of the $\mathrm{Q}_{x}$ ( 626 nm with an oscillator strength of 0.10 ) and $\mathrm{Q}_{y}$ bands ( $541 \mathrm{~nm}, 0.06$ ), with the Soret band occurring at $390 \mathrm{~nm}(0.96) .{ }^{33 \mathrm{a}}$

The absorption spectra of the different NCP tautomers are distinctly different from one another, a property that appears to be solvent dependent and one that might be exploited for use in situations where a specific absorption band might be readily turned on or off. These spectra have been previously interpreted ${ }^{19}$ (qualitatively) in terms of the Gouterman four-electron, four-orbital model. ${ }^{18}$ The experimental absorption spectra of tautomers $\mathbf{1 i}$ (in benzene) and $\mathbf{1 e}$ (in $\mathrm{N}, \mathrm{N}$-dimethylacetamide, DMAc) are shown in Figure 2. In order to explore the origins of the transitions present in the absorption spectra of $\mathbf{1 i}$ and $\mathbf{1 e}$, as well as to predict the absorption spectra for $\mathbf{2 i}$ and $\mathbf{2 e}$, we performed calculations using time-dependent density functional theory (TD-DFT) ${ }^{36}$ at the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) level. All of the molecules under investigation have $C_{1}$ symmetry and therefore all of the states formally belong to representation A. In order to be consistent with the porphyrin literature for $D_{2 h}$ symmetry, we have assigned approximate symmetries to the states upon analysis of the orbitals involved in the transition. For some of the states, contributions of the different orbital-to-orbital transitions are too equivalent to assign
one irreducible representation to that particular state; hence, they are attributed to a linear combination of multiple irreducible representations.

The simulated absorption spectrum (Figure 3) for 1i, was constructed using the oscillator strengths calculated at the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) level of theory, fitted to a Gaussian distribution with a full-width at half-maximum (fwhm) of $1500 \mathrm{~cm}^{-1}$. The intensities of each band are reported relative to the largest peak in the Soret band region of the spectrum (i.e., $400-440 \mathrm{~nm}$ ). Two bands are observed in the low-energy Q-band region of the calculated absorption spectrum. Computationally, the lowest energy Q-band occurs at $\sim 646 \mathrm{~nm}$, with a second higher energy band having similar intensity centered at $\sim 581 \mathrm{~nm}$. These bands correspond to transitions arising from $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}\left(1 \mathrm{~B}_{2 \mathrm{u}}\right)$ and $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}\left(1 \mathrm{~B}_{3 \mathrm{u}}\right)$ excitations, respectively, and are assigned to the $\mathrm{Q}_{y}(0,0)$ and $\mathrm{Q}_{x}(0,0)$ bands observed in the experimental spectra, respectively. The oscillator strengths calculated for $\mathbf{1 i}$ are reasonably consistent with the experimentally determined extinction coefficients (Table 2). The vibrational structure of the excited-state surface cannot be determined with these calculations of the vertical excitations, and as a result, the vibronic overtones of the Q-bands will not be discussed.

A series of much more intense transitions are observed in the Soret band region which, when fit using the Gaussian broadening function, correspond to a large band centered at $\sim 405 \mathrm{~nm}$ with a relatively large shoulder at $\sim 420 \mathrm{~nm}$. The bands at 405 and 420 nm are attributed to $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{4}\left(2 \mathrm{~B}_{3 \mathrm{u}}\right)$ and $S_{0} \rightarrow S_{3}\left(B_{1 g}+B_{2 u}\right)$ excitations, respectively. A smaller cluster of transitions are observed in the $330-370 \mathrm{~nm}$ range and, when fit, appear to be analogous to the N -band observed in the experimental spectrum. The band maximum for the calculated Soret band transition is significantly blue-shifted from the experimental value of 437 nm , a fact that can be attributed to the lack of solvation in the gas-phase calculation. The experimental absorption spectra of NCPs are known to be solvent dependent, ${ }^{16 \mathrm{~b}, 17,19}$ and in order to account for this dependency, we performed calculations using the PCM model and the dielectric constant $(\varepsilon)$ for $\mathrm{CH}_{2} \mathrm{Cl}_{2}(\varepsilon \sim 8.9)$. The calculated spectrum is shown in Figure 3, and indicates a significant redshift for the Soret transition from $\sim 405$ to $\sim 425 \mathrm{~nm}$. The Q-band and N -band transitions were also observed to shift toward the red, to 584 nm for the $\mathrm{Q}_{x}(0,0)$ band and 655 nm for the $\mathrm{Q}_{y}(0,0)$ band, and from 350 to 361 nm for the N -band. The


Figure 3. Simulated absorption spectra of $\mathbf{1 i}$ in the gas phase (top) and using a dielectric continuum of $\varepsilon \sim 8.9$ (bottom) to simulate solvation by $\mathrm{CH}_{2} \mathrm{Cl}_{2}$. The calculated bands and oscillator strengths are shown as lines from the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) calculations, and the overall spectrum was obtained by fitting those lines to a Gaussian distribution with a full width at half-maximum of 1500 $\mathrm{cm}^{-1}$.

TABLE 2: Experimental and Calculated Absorption Data for N-Confused Tetraphenylporphyrin Tautomers 1e and 1i

| compound | solvent | Soret (nm) $\left(\varepsilon \times 10^{4} \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ | Q-band (nm) $\left(\varepsilon \times 10^{3} \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \mathbf{1}(\operatorname{expt})^{a}$ | $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ | 437 (15.9) | 539 (7.8) | 580 (10.8) | 665 (2.7) | 724 (10.4) |
| 1i (calcd) ${ }^{\text {b,c }}$ | $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ | 424 (100) |  | 584 (9.5) |  | 655 (11) |
| 1 i (calcd) ${ }^{\text {b,d }}$ | vacuum | 405 (100) |  | 581 (7.9) |  | 646 (7.7) |
| 1e (expt) ${ }^{a}$ | DMAc | 442 (11.9) | 550 (2.0) | 595 (6.1) | 644 (9.5) | 699 (12.4) |
| 1e (calcd ${ }^{\text {b,e }}$ | $\mathrm{CH}_{3} \mathrm{CN}$ | 426 (100) |  | 575 (2.1) |  | 686 (16) |
| 1 e (calcd) ${ }^{\text {b,e }}$ | vacuum | 415 (100) |  | 579 (3.6) |  | 702 (31) |

${ }^{a}$ See refs 16 and $18 .{ }^{b}$ Oscillator strengths are shown relative to the Soret band. ${ }^{c}$ Calculated using the PCM model with $\varepsilon \sim 8.9$.
${ }^{d}$ Calculated in the gas phase. ${ }^{e}$ Calculated using the PCM model with $\varepsilon \sim 38$.
calculated oscillator strengths in the PCM calculation were also found to be more consistent with the experimentally determined extinction coefficients (Table 2).

Similar calculations were also performed on 1e at the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) level, and these results are shown in Figure 4 as simulated spectra calculated with the computed oscillator strengths and fitted to a Gaussian distribution with a fwhm of $1500 \mathrm{~cm}^{-1}$. In the computed gas-phase spectrum, a prominent band is observed in the Q-band region at $\sim 702 \mathrm{~nm}$ corresponding to the $\mathrm{Q}_{x}(0,0)$ band, and with a relative oscillator strength of 31. A significantly smaller band (relative oscillator strength $\sim 3.6$ ) is observed at $\sim 575 \mathrm{~nm}$ that corresponds to the $\mathrm{Q}_{y}(0,0)$ band. These features correspond to transitions arising from $S_{0} \rightarrow S_{1}\left(1 B_{2 u}\right)$ and $S_{0} \rightarrow S_{2}\left(1 B_{3 u}\right)$ excitations, respectively. Two intense transitions and one weak transition were observed in the Soret band region, and these three calculated excitations contributed to the large transition centered at $\sim 415 \mathrm{~nm}$. This band is attributed to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ $\left(B_{1 u}+B_{2 u}\right), S_{0} \rightarrow S_{4}\left(B_{1 g}+B_{2 u}+B_{3 u}\right)$, and $S_{0} \rightarrow S_{5}\left(1 B_{1 u}\right)$ transitions. A series of smaller transitions, with similar intensity to the transition at 702 nm , are centered about 354 nm and are collectively attributed to the N -band absorption band. Consideration of implicit solvation using a PCM model with a dielectric constant similar to acetonitrile or nitromethane (i.e., $\varepsilon \sim 38$ ) results in a mild red-shift for the Soret band transition to $\sim 426$ nm , and a slight blue-shift for the low energy Q-band transitions to $\sim 686$ and $\sim 575 \mathrm{~nm}$. The N -band red-shifts from 354 to 363 nm upon solvation. The calculated oscillator strengths in both calculations, when scaled, are consistent with the experimentally determined extinction coefficients (Table 2).

The computed spectra are qualitatively similar to the experimental spectra with regard to the overall spectral shape and intensity pattern, particularly when fit to Gaussian distributions. A visual comparison between the Gaussian fits and the experimental spectra indicates that the computed spectra look remarkably similar to the experimental spectra without the vibronic overtones in the Q-band region. In general, the spectra calculated with consideration of the solvent's dielectric constant ( $\varepsilon$ ) more accurately simulate the experimental spectra. Thus, the computed absorption maximum for the $\mathrm{Q}_{y}(0,0)$ band of $\mathbf{1 i}$ is blue-shifted 78 nm in the gas phase and 69 nm in the $\varepsilon \sim 8.9$ dielectric continuum (i.e., $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ ). The $\mathrm{Q}_{x}(0,0)$ band is redshifted by $1-4 \mathrm{~nm}$ in the gas phase and in the solvent dielectric, while the Soret band is blue-shifted 32 nm (gas phase) and 12 nm (solvent dielectric). In the case of $\mathbf{1 e}$, the computed $\mathrm{Q}_{x}(0,0)$ band is red-shifted 3 nm to the red in the gas phase (from 699 to 702 nm ) and blue-shifted 13 nm in the solvent continuum. The computed $\mathrm{Q}_{y}(0,0)$ bands are also blue-shifted, to 579 nm (gas phase) and 575 nm (solvent dielectric), from the experimental value of 595 nm . Finally, the Soret band positions in this tautomer are blue-shifted by 22 (gas phase) and 11 nm (solvent dielectric) from the experimental value (442 nm). It
should be noted that although the qualitative aspects of the computed spectra are quite similar to the experimental spectra, the very low energy $\mathrm{Q}_{y}(0,0)$ band at 724 nm observed in nonpolar solvents such as $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ is not reproduced computationally. Thus, the $S_{1}$ energy of $\mathbf{1 e}$ would appear to be lower than that of $\mathbf{1 i}$, a fact that is not experimentally observed. It is not clear at this time why this single anomaly exists.

A comparison of the ratios of the Soret band and Q-band extinction coefficients in the experimental spectra with the relative oscillator strengths in the computed spectra indicate that they are quite similar. The experimental spectra show a relative ratio of 100:12:8.2 for the Soret $/ \mathrm{Q}_{x} / \mathrm{Q}_{y}$ band extinction coefficients in 1i, and a relative ratio of 100:18:6.8 for $\mathbf{1 e}$. In the computed spectra, the analogous ratios of the oscillator strengths using implicit solvation are 100:11:9.5 for $\mathbf{1 i}$ and 100:16:2.1 for 1e. With this information as a benchmark, we calculated the electronic structure and absorption spectra of the not-yetsynthesized NCP tautomers $2 \mathbf{i}$ and $\mathbf{2 e}$.

The molecular orbitals of the NCTPPs $\mathbf{1 i}$ and $\mathbf{1 e}$ (Figure 5), obtained in this study as well as those reported previously, ${ }^{17}$ are qualitatively similar to the orbitals for the NCP tautomers $\mathbf{2 i}$ and $\mathbf{2 e}$ (shown in Figure 6). In general, only the four frontier orbitals, LUMO+1 ( $\mathrm{b}_{2 \mathrm{~g}}$ ), LUMO ( $\mathrm{b}_{3 \mathrm{~g}}$ ), HOMO ( $\mathrm{b}_{1 \mathrm{u}}$ ), and HOMO-1 $\left(a_{u}\right)$, are considered in the four-electron, four-orbital model. Since the ring system is no longer planar in the N -confused porphyrins, the previously degenerate LUMO and LUMO +1 orbitals in porphyrins ( $\mathrm{e}_{\mathrm{g}}$ symmetry, as designated in $D_{4 \mathrm{~h}}$ ) are no longer degenerate. But the energetic ordering of these orbitals is not altered for the NCPs. Thus, if one approximates that the orbitals of $\mathbf{1}$ and $\mathbf{2}$ belong to the $D_{4 h}$ point group, then the frontier orbitals still maintain nominal $\mathrm{e}_{\mathrm{g}}, \mathrm{e}_{\mathrm{g}}$, $\mathrm{b}_{2 \mathrm{u}}$, and $\mathrm{a}_{1 \mathrm{u}}$ symmetries, respectively. The differences, however, occur between NCTPP and NCP when orbitals from the HOMO-2 level and lower in the energetic manifold are considered. Specifically, in the case of NCTPPs, contributions from the $\pi$ electrons of the phenyl ring are significant, and there are some differences in the orbital character deeper in the energetic manifold. Consequently, $\mathbf{1 i}$ has HOMO-2 and HOMO-3 orbitals which are of $b_{2 g}$ symmetry, while $\mathbf{1 e}$ instead has corresponding orbitals of $b_{2 u}$ and $b_{3 g}$ symmetry, respectively.

Similar to the computed spectra for $\mathbf{1 i}$ and $\mathbf{1 e}$, the calculated spectra for $\mathrm{NC}-\mathrm{H}_{2} \mathrm{P}$ tautomers $\mathbf{2 i}$ and $\mathbf{2 e}$ were fitted to Gaussian distributions using a fwhm of $1500 \mathrm{~cm}^{-1}$ (Figures 7 and 8, respectively). The absorption bands in these spectra (Table 4) are significantly blue-shifted from $\mathrm{NC}-\mathrm{H}_{2}$ TPP tautomers $\mathbf{1 i}$ and 1e, have less intense Q-band absorptions, and display a more pronounced solvent dependence. The computed $\mathrm{Q}_{y}(0,0)$ band for $\mathbf{2 i}$ in the gas phase is shifted 54 nm from that of $\mathbf{1 i}$ to 592 nm . This band is assigned to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition $\left(1 \mathrm{~B}_{2 \mathrm{u}}\right)$ and is less intense than the analogous computed band in $\mathbf{1 i}$ by a factor of 4 . The $\mathrm{Q}_{x}(0,0)$ band, assigned to a $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition $\left(1 B_{3 u}\right)$, is predicted to absorb at 534 nm , blue-shifted 47 nm



Figure 4. Simulated absorption spectra of $\mathbf{1 e}$ in the gas phase (top) and a polar solvent (i.e., $\varepsilon \sim 38$ for acetonitrile or nitromethane) (bottom). The calculated bands and oscillator strengths are shown as lines from the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) calculations, and the overall spectrum was obtained by fitting those lines to a Gaussian distribution with a full width at half-maximum of $1500 \mathrm{~cm}^{-1}$.
from the computed $\mathrm{Q}_{y}(0,0)$ band in $\mathbf{1 i}$. The $\mathrm{Q}_{y}(0,0)$ band is also less intense by a factor of $\sim 23$ than the analogous band in $\mathbf{1 i}$, and is not visible in the simulated spectrum (Figure 7). A distinct and intense shoulder on the Soret band is observed at $\sim 403$
nm that is assigned to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}\left(\mathrm{~B}_{1 \mathrm{~g}}+\mathrm{B}_{2 \mathrm{u}}\right)$ transition; a similar transition was also observed in the computed spectrum of $1 \mathbf{i}$ and was assigned to the $S_{0} \rightarrow S_{3}\left(B_{1 \mathrm{~g}}+B_{2 \mathrm{u}}\right)$ transition, but was not resolved because of its energetic proximity to the


Figure 5. Molecular orbital plots of the NC-TPP tautomers at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) level of theory in the gas phase.

Soret band. The Soret band in $\mathbf{2 i}$ is observed at $\sim 376 \mathrm{~nm}$, and is assigned to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{4}\left(\mathrm{~B}_{1 \mathrm{~g}}+\mathrm{B}_{3 \mathrm{u}}\right)$ transition. The characteristic N -band is observed at higher energy as a cluster of transitions at $\sim 320 \mathrm{~nm}$, and in this spectrum, the $\sim 320 \mathrm{~nm}$ band is more intense than the Soret band.

Consideration of implicit solvation $(\varepsilon \sim 8.9)$ using the PCM model for $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ causes the entire spectrum to red-shift as the electronic states become compacted as a result of their interaction with the solvent's dielectric field. Both Q-bands are observed to be slightly red-shifted, while the Soret band is redshifted by about 17 nm to a calculated peak at 394 nm . The $\mathrm{S}_{0}$ $\rightarrow \mathrm{S}_{3}$ transition that is observed as a low energy shoulder on the Soret band in the gas phase is no longer resolved, probably because of the pronounced shift in the Soret band. The N-band appears to have only moderate solvatochromism and is observed at the same energy as in the gas phase ( $\sim 320 \mathrm{~nm}$ ), but with lower intensity. It is interesting to note that compared to the red shoulder at 402 nm in the gas phase, the Soret band has an extremely sensitive solvatochromic shift. This can be explained by the differences in the character of these states. The shoulder, i.e., the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ transition, has similar excitations contributing to it in the gas phase as well as in $\mathrm{CH}_{2} \mathrm{Cl}_{2}$. On the other hand, the Soret band consists of two transitions, $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{4}$ and $\mathrm{S}_{0} \rightarrow$ $\mathrm{S}_{5}$. In the gas phase, these states have contributions from the ungerade symmetric transitions as well as the gerade symmetric transition (HOMO-2 to LUMO+1, $\mathrm{B}_{3 \mathrm{~g}}$ symmetry); therefore,


Figure 6. Molecular orbital plots of the $\mathrm{NC}-\mathrm{H}_{2} \mathrm{P}$ tautomers at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) level of theory in the gas phase.
both of these states are partially allowed, have significant oscillator strength, and are close to each other. On the contrary, solvation renders the $\mathrm{S}_{4}$ and $\mathrm{S}_{5}$ states to have completely distinct symmetries, ungerade and gerade (HOMO-2 to LUMO $+1, \mathrm{~B}_{3 g}$ symmetry) respectively, making the transition to the $\mathrm{S}_{4}$ state to be more allowed and conversely, the transition to the $S_{5}$ state is nearly forbidden. This solvation-induced difference is reflected in the ratio of the oscillator strengths of the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{4}$ and $\mathrm{S}_{0} \rightarrow$ $\mathrm{S}_{5}$ states, which is 2:1 in $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ and is $11: 1$ in the gas phase. This separation of symmetries is a possible explanation as to why the Soret band appears to be more sensitive toward solvation than the shoulder, i.e., the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ transition.

The absorption bands for 2 e are similarly blue-shifted from those of $\mathbf{1 e}$ in both the gas phase and the PCM calculations. The lowest energy band is observed at 653 nm in the gas phase, blue-shifted 49 nm from that of $\mathbf{1 e}$, and is attributed to the $\mathrm{Q}_{x}(0,0)$ band. This band is again assigned to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition $\left(1 \mathrm{~B}_{2 \mathrm{u}}\right)$ and is relatively more intense than the low energy band predicted for $\mathbf{2 i}$. Similar to $\mathbf{2 i}$, the $\mathrm{Q}_{y}(0,0)$ band, assigned to the $S_{0} \rightarrow S_{2}$ transition $\left(1 B_{3 u}\right)$, is predicted to absorb at 533 nm and is again very weak. Unlike the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition in $\mathbf{2 i}$, this band is visible in the simulated spectrum. The distinct shoulder visible on the red edge of the Soret band in the gasphase spectrum of $\mathbf{2 i}$ is not apparent in $\mathbf{2 e}$, as the $S_{0} \rightarrow S_{4}\left(B_{2 u}\right.$ $+B_{1 g}$ ) transition is again close to the Soret band. The Soret band itself has a maximum at $\sim 370 \mathrm{~nm}$ in the gas phase, and is assigned to the $S_{0} \rightarrow S_{6}\left(A_{g}+B_{3 u}\right)$ transition. The $N$-band cluster of transitions is observed at $\sim 318 \mathrm{~nm}$ in this spectrum, with an oscillator strength that is $57 \%$ of the Soret band. The spectrum calculated using the PCM model with acetonitrile as the solvent shows the $\mathrm{Q}_{x}(0,0)$ band is blue-shifted (i.e., $\sim 12$ $\mathrm{nm})$ when compared to the gas-phase spectrum. The $\mathrm{Q}_{x}(0,0)$ band is observed at 623 nm while the $\mathrm{Q}_{y}(0,0)$ band is weak and only barely visible at 530 nm . The Soret band is now dominated by the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{4}$ transition located at 392 nm , which is red-shifted by 18 nm from the gas-phase spectrum. This $\mathrm{S}_{4}$ state at the PCM level is the same state as observed for $S_{6}$ in the gas phase,


Figure 7. Simulated absorption spectra of $\mathbf{2 i}$ in the (top) gas phase and (bottom) nonpolar solvent (i.e., $\mathrm{CH}_{2} \mathrm{Cl}_{2}(\varepsilon \sim 8.9$ )). The calculated bands and oscillator strengths are shown as lines from the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) calculations, and the overall spectrum was obtained by fitting those lines to a Gaussian distribution with a full-width at half-maximum of $1500 \mathrm{~cm}^{-1}$.
with both composed of a combination of $\mathrm{A}_{\mathrm{g}}$ and $\mathrm{B}_{3 \mathrm{u}}$ symmetries. Finally, a small shoulder is observed on the red edge of the N -band, which is only slightly affected by the solvent's dielectric constant and is computed to occur at 321 nm .

The blue-shifted absorption bands in the unsubstituted NCPs $\mathbf{2 e}$ and $\mathbf{2 i}$ can be explained by the decreased density of states (DOS) of these tautomers relative to $\mathbf{1 e}$ and $\mathbf{1 i}$, a graphical representation of which is shown as a function of orbital energy


Figure 8. Simulated absorption spectra of $\mathbf{2 e}$ in the (top) gas phase and (bottom) polar solvent (i.e., $\varepsilon \sim 38$ for acetonitrile or nitromethane) (bottom). The calculated bands and oscillator strengths are shown as lines from the TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d) calculations, and the overall spectrum was obtained by fitting those lines to a Gaussian distribution with a full-width at half-maximum of $1500 \mathrm{~cm}^{-1}$.
in Figure 9. In these plots, the green lines represent the occupied orbitals and the blue lines represent the virtual orbitals. In the virtual orbital space, the N -confused tetraphenyl derivatives ( $\mathrm{NC}-\mathrm{H}_{2}$ TPP, 1e and 1i) have $\sim 150 \%$ greater DOS than that
of the two unsubstituted tautomers because of the presence of the four phenyl groups. The decreased DOS in $2 \mathbf{i}$ and $2 \mathbf{e}$ decreases the energy gap between the occupied and unoccupied orbitals and leads to the predicted blue-shifted absorption bands.


Figure 9. Density of states (DOS) for $\mathbf{1 e}$ (a), $\mathbf{1 i}$ (b), $\mathbf{2 e}$ (c) and $\mathbf{2 i}$ (d) plotted as a function of orbital energy (eV) at the B3LYP/6-31+G(d)// B3LYP/6-31G(d) level of theory in the gas phase. The green lines in the plots represent the occupied orbitals and the blue lines represent the unoccupied orbitals. The red line in each plot represents the distribution of the density of states as a function of orbital energy plotted using a fwhm of 0.3 eV .

In addition to the blue-shifted bands, NCP tautomers $\mathbf{2 i}$ and $\mathbf{2 e}$ have a distinctly weaker Q-band region than $\mathbf{1 i}$ and $\mathbf{1 e}$. This can be explained by the energy gap between the four frontier orbitals which contribute to $\mathrm{Q}_{x}(0,0)$ and $\mathrm{Q}_{y}(0,0)$ bands. The intensity of the Q-bands is affected by the energy gap between these orbitals as linear combinations of the energy gaps determine the $\mathrm{Q}_{x}(0,0)$ and $\mathrm{Q}_{y}(0,0)$ bands, as explained by the Gouterman model. ${ }^{18}$

In general, the lower energy Q-band is a combination of HOMO to LUMO and HOMO-1 to LUMO+1 excitations ( $\sim 10 \%$ contribution for $\mathbf{2 e}$ and $\sim 30 \%$ contribution for $\mathbf{2 i}$ ). The second Q-band is a combination of HOMO to LUMO+1 and HOMO-1 to LUMO transitions. The energy gap between the HOMO and LUMO orbitals is increased by about $4-6 \mathrm{kcal}$ $\mathrm{mol}^{-1}$ in the case of $\mathbf{2}$ relative to $\mathbf{1}$. The Q bands for the aromatic tautomers have comparable intensities, but the nonaromatic tautomers display a large difference between the intensities of the respective Q-bands. This observation is consistent with the experimental absorption spectra (Figure 2) and can also be addressed by the Gouterman model. ${ }^{18}$ From Table 3, it is clear that LUMO and LUMO +1 are more degenerate for the aromatic tautomers ( $\mathbf{1 i}$ and $\mathbf{2 i}$ ), which results in iso-energetic linear combinations, yielding similar or relatively comparable intensities of the Q-bands.

TABLE 3: Relative Energies of the Four Frontier Orbitals at the B3LYP/6-31+G(d)//B3LYP/6-31G(d) Level in the Gas Phase and Using the PCM Model for Implicit Solvation $\left(\mathrm{CH}_{3} \mathrm{CN} \text { for } 1 \mathrm{e} \text { and } 2 \mathrm{e} \text { and } \mathrm{CH}_{2} \mathrm{Cl}_{2} \text { for } 1 \mathrm{i} \text { and } 2 \mathrm{i}\right)^{a}$

|  | orbital | $\mathbf{1 i}$ | $\mathbf{1 e}$ | $\mathbf{2 i}$ | 2e |
| :--- | :--- | ---: | ---: | ---: | ---: |
| gas phase | LUMO+1 $\left(\mathrm{b}_{2 \mathrm{~g}}\right)$ | 70.4 | 78.5 | 71.8 | 82.2 |
|  | LUMO $\left(\mathrm{b}_{3 \mathrm{~g}}\right)$ | 67.9 | 65.4 | 69.1 | 66.6 |
|  | HOMO $\left(\mathrm{b}_{1 \mathrm{u}}\right)$ | 13.1 | 17.5 | 8.1 | 15.0 |
|  | HOMO-1 $\left(\mathrm{a}_{\mathrm{u}}\right)$ | 0.0 | 0.0 | 0.0 | 0.0 |
| PCM model | LUMO+1 $\left(\mathrm{b}_{2 \mathrm{~g}}\right)$ | 71.2 | 78.1 | 71.6 | 79.8 |
|  | LUMO $\left(\mathrm{b}_{3 \mathrm{~g}}\right)$ | 67.9 | 66.3 | 68.0 | 65.4 |
|  | HOMO $\left(\mathrm{b}_{1 \mathrm{u}}\right)$ | 13.8 | 16.8 | 7.8 | 15.2 |
|  | HOMO-1 $\left(\mathrm{a}_{\mathrm{u}}\right)$ | 0.0 | 0.0 | 0.0 | 0.0 |

${ }^{a}$ The energies of the orbitals are shown in $\mathrm{kcal} \mathrm{mol}^{-1}$ with respect to the HOMO-1 orbital energy.

Although marked differences exist between the predicted spectra of $\mathbf{2 i}$ and $\mathbf{2 e}$ and of $\mathbf{1 i}$ and $\mathbf{1 e}$, several characteristic features are nonetheless quite similar. For the internally protonated and aromatic tautomers $\mathbf{1 i}$ and $\mathbf{2 i}$, the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ transitions are quite prominent and are resolved as shoulders on the red edge of the Soret band. In addition, the $S_{0} \rightarrow S_{4}$ transition is the most intense transition and is mostly responsible for the Soret band. For the externally protonated tautomers $\mathbf{1 e}$ and $\mathbf{2 e}$,

TABLE 4: Calculated Absorption Data (TD-B3LYP/6-31+G(d)//B3LYP/6-31G(d)) for N-Confused Porphine Tautomers 2e and $\mathbf{2 i}$ in the Gas Phase and at the PCM Level (i.e., $\mathbf{C H}_{2} \mathbf{C l}_{2}$, and $\mathbf{C H}_{3} \mathbf{C N}$ )

| compound | solvent | N-band (nm) (oscillator strength) ${ }^{a}$ | Soret (nm) (oscillator strength) ${ }^{a}$ | Q-band (nm) (oscillator strength) ${ }^{a}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbf{2 i}$ | $\mathrm{CH}_{2} \mathrm{Cl}_{2}{ }^{b}$ | $323(48)$ | $393(100)$ | $594(3.0)$ |
| $\mathbf{2 i}$ | Vacuum $^{c}$ | $318(108)$ | $376(100)$ | $533(0.37)$ |
| $\mathbf{2 e}$ | $\mathrm{CH}_{3} \mathrm{CN}^{d}$ | $321(93)$ | $392(100)$ | $530(0.52)$ |
| $\mathbf{2 e}$ | vacuum $^{c}$ | $318(57)$ | $374(100)$ | $533(0.44)$ |

${ }^{a}$ The reported oscillator strengths are relative to the Soret band. ${ }^{b}$ Calculated using the PCM model with $\varepsilon \sim 8.9 .{ }^{c}$ Calculated in the gas phase. ${ }^{d}$ Calculated using the PCM model with $\varepsilon \sim 38$.
the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ shoulder is of lower intensity and cannot be resolved as a shoulder or a separate peak.
C. Difference Density Calculations. When an electronic transition from the ground-state to the excited-state has multiconfigurational character, visualizing the electronic distribution by examination of the molecular orbitals involved in the transition can be nontrivial. Electronic difference density calculations represent a way to overcome this problem, for which one can subtract the ground-state electron density $\left(\mathrm{S}_{0}\right)$ from the Franck-Condon electron density of the excited state, thereby providing a picture of the redistribution of the electron density after the vertical transition from the ground-state to any of the Franck-Condon excited states. Visualization of these difference density plots allows one to more readily determine the changes to the electronic features on the excited-state surface, and can provide an insight into the subsequent geometric changes occurring on the excited-state potential energy surface. We have recently utilized this methodology to interpret several different photochemical problems, ${ }^{37}$ but this approach has been used for a number of years. ${ }^{38}$ In the work discussed here, we performed calculations using the TD-B3LYP methodology within Turbo-mole-5.80 to complete difference density calculations, after first reoptimizing the ground-state structures of $\mathbf{2 e}$ and $\mathbf{2 i}$ at the B3LYP/SVP level of theory. In these calculations, NCP $\mathbf{2 i}$ is found to be stabilized by $7.3 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ relative to tautomer 2e. This energy difference is in good agreement with the calculations performed at the B3LYP/6-311+G(d)//B3LYP/6$31 \mathrm{G}(\mathrm{d})$ level, $6.9 \mathrm{kcal} \mathrm{mol}^{-1}$, as discussed above in section III.A.
The calculated difference density plots are depicted in Figure 10. In this figure, the green contours indicate where the electron density has moved to in the Franck-Condon singlet excited state, while the red contours show where the electron density has been depleted from the $S_{0}$ state. It is clear from this figure that the $S_{0} \rightarrow S_{1}$ transition in $2 \mathbf{i}$ mainly involves electronic changes in the N -confused A ring, as there is little change in the electron density on the other rings in the macrocycle. On the other hand, the change in electron density in the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition of $2 \mathbf{e}$ is delocalized on the entire macrocycle. Comparing the amount of delocalization in the two tautomers gives an indirect indication of the relative stabilities of the $S_{1}$ state in each tautomer, wherein tautomer $\mathbf{2 i}$ should have a higher energy $S_{1}$ state, relative to the corresponding $S_{0}$ state, than the more delocalized $S_{1}$ state of tautomer 2e, compared to its corresponding $\mathrm{S}_{0}$ state. This qualitative analysis is confirmed by comparison of the vertical excitation energies for the two transitions: 48.2 and $43.3 \mathrm{kcal} \mathrm{mol}^{-1}$ for $\mathbf{2 i}$ and $\mathbf{2 e}$, respectively, at the TD-B3LYP/SVP level. The changes in electron density upon vertical excitation also provide information regarding subsequent geometric changes for the $S_{1}$ state. In other words, we can predict with some confidence that relaxation of the $S_{1}$ state of $\mathbf{2 i}$ from its Franck-Condon state to its equilibrated excited-state geometry will require less distortion than the $S_{1}$ state of $\mathbf{2 e}$, as there appears to be less electron density movement upon $S_{1}$ excitation of $\mathbf{2 i}$.

Difference density plots corresponding to the $\mathrm{S}_{2}$ state are also shown in Figure 10 with the same isocontour value to have a comparative view of both the states. It is clear that there is significantly more electron density movement in the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition relative to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition. (Plots with lower iso-contour values corresponding to the $\mathrm{S}_{2}$ state are in the Supporting Information, Figure S9). The tautomer 2i has the transition localized again in the A ring, in particular at one of the internal $\mathrm{C}-\mathrm{C}$ bonds, but tautomer 2 e has the transition comparatively delocalized on all of the rings and bridges. This observation is similar as was noted in the case of $S_{0} \rightarrow S_{1}$ transition. In contrast to the discussion above in context of the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition, there is less reorganization of the electron density for the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition. This similarity is also reflected in the vertical excitation energies of the transition in both tautomers which are 53.7 and $53.5 \mathrm{kcal} \mathrm{mol}^{-1}$ for $2 \mathbf{i}$ and $\mathbf{2 e}$, respectively. These plots also indicate that the $S_{2}$ state (the $S_{0}$ $\rightarrow B$ transition) will be more similar in character to the $S_{0}$ state rather than the $S_{1}$ state (the $S_{0} \rightarrow$ A transition).

These plots also provide information about the significant change in the position of the $\mathrm{Q}_{x}(0,0)$ band of 2 e upon solvation whereas all of the other Q-bands do not have prominent solvation effects as shown in Table 4. Since there is no appreciable electron density change over the entire macrocycle of the externally protonated tautomer $\mathbf{2 i}$, a pronounced effect of the solvent reaction field on the position of the $\mathrm{Q}_{x}(0,0)$ and $\mathrm{Q}_{y}(0,0)$ bands is not observed. Conversely, a significant electron density difference is observed for the $\mathrm{Q}_{x}(0,0)$ band of $\mathbf{2 e}$, but not for the $\mathrm{Q}_{y}(0,0)$ band; therefore, only the $\mathrm{Q}_{x}(0,0)$ band has a significant energetic shift.
D. Optimization of the Excited States. In order to further characterize the excited-state potential energy surfaces for the two tautomers, both the $S_{1}$ and $S_{2}$ states of NCPs $\mathbf{2 i}$ and $\mathbf{2 e}$ were optimized at the TD-B3LYP/SVP level. After optimization, second derivatives were calculated numerically on the optimized geometries at the excited-state surfaces in order to confirm that each stationary point was a minimum on the respective potential energy surface. These frequencies represent the excited state's IR spectra and provide computed results with which to characterize transient IR experiments (see Supporting Information, Figures S10-S16). The optimized excited-state geometries, along with the optimized $\mathrm{S}_{0}$ geometries and their corresponding geometric parameters, are shown in Figure 11. The illustrated bond lengths are the ones that changed by $\pm 0.02 \AA$ or more in the $S_{1}$ state when compared to the $S_{0}$ ground state.

Comparison of the optimized $S_{1}$ and $S_{0}$ states for each tautomer yields root-mean-square deviation (rmsd) values of $0.04_{3} \AA$ for $2 \mathbf{i}$ and $0.05_{3} \AA$ for $2 \mathbf{e}$. These results indicate that the geometry of the $S_{1}$ state of $2 \mathbf{i}$ is more similar than 2 e in geometry to its corresponding $\mathrm{S}_{0}$ state, a conclusion that is in agreement with the qualitative discussion made earlier as determined by analyzing the difference density plots in Figure 10. The difference density plots indicated that upon $S_{0} \rightarrow S_{1}$ excitation, the major changes in electron density for $\mathbf{2 i}$ were


Figure 10. Electronic difference density plots for the $S_{1}$ state (top) and $S_{2}$ state (bottom) for (a) $\mathbf{2 i}$ and (b) 2e calculated at the TD-B3LYP/SVP level of theory. The green contours depict the accumulation of electron density in the excited state, and the red contours illustrate the loss of electron density from the $S_{0}$ ground state. The contour values are $\pm 0.001 \mathrm{au}$. (The N -confused A ring is in the northeast corner of each plot.)
localized mainly on the A ring, and indeed, the largest bond length changes in the $S_{1}$ state are also located mainly on this ring. Thus, the internal $\mathrm{C}-\mathrm{C}$ bonds on the A ring (C15-C18 and $\mathrm{C} 17-\mathrm{C} 18$ ) are elongated in the $\mathrm{S}_{1}$ excited-state as electron density is depleted in these bonds, whereas the $\mathrm{C} 16-\mathrm{C} 17$ and $\mathrm{C} 15-\mathrm{N} 4$ bonds are contracted in the A ring as a result of the increase in electron density along those bonds in $\mathrm{S}_{1}$. The external $\mathrm{C}-\mathrm{N}$ double bond $(\mathrm{C} 16-\mathrm{N} 4)$ is also elongated from 1.33 to $1.35 \AA$. Similar geometric changes, although less prominent, are also observed in the other three rings even though they were not obvious from the difference density plot.
For tautomer $\mathbf{2 e}$, the $S_{1}$ excited-state geometry of the entire macrocycle shows pronounced changes when compared to the ground-state geometry, again consistent with the difference density plot. Analogous to $\mathbf{2 i}$, the A ring has elongated internal $\mathrm{C}-\mathrm{C}$ bonds ( $\mathrm{C} 2-\mathrm{C} 3$ and $\mathrm{C} 3-\mathrm{C} 5$ ) and an elongated external $\mathrm{C}-\mathrm{N}$ bond $(\mathrm{C} 4-\mathrm{N} 12)$. Prominent changes also occur in the B and D rings, in which one internal $\mathrm{C}-\mathrm{N}$ bond elongates and another one contracts, both changes of which are readily visualized in the difference density plots. The meso-pyrrole $\mathrm{C}-\mathrm{C}$ bonds contract and elongate pairwise.
The two tautomers exhibit different modes of distortion relative to the macrocycle plane upon $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ excitation. Tautomer 2i becomes more distorted in the $\mathrm{S}_{1}$ state, with H32 moving above the plane of the macrocycle while H 25 and H27
move below the plane. In contrast, tautomer $\mathbf{2 e}$ becomes more planar in $\mathrm{S}_{1}$ with the out-of-plane hydrogen (H13) moving toward the plane of the macrocycle. These geometric distortions in the excited-state are consistent with the fact that, despite the small electron density changes for $\mathbf{2 e}$ upon excitation, the rmsd value of $0.4_{3} \AA$ found for this tautomer is quite high.

After exploring the $S_{1}$ state ( $S_{0} \rightarrow A$ ), we investigated the $S_{2}$ state ( $\mathrm{S}_{0} \rightarrow \mathrm{~B}$ ). Consistent with the difference density plots, we observed very minor changes in the optimized $S_{2}$ state geometries compared to the $S_{0}$ state geometries, indicating the $S_{2}$ states are more similar structurally in both cases to $\mathrm{S}_{0}$ than to the $S_{1}$ states. The rmsd values for these structures relative to the corresponding ground states are $0.02_{7}$ and $0.02_{0} \AA$ for tautomers $\mathbf{2 i}$ and $\mathbf{2 e}$, respectively. For tautomer 2i, the only noticeable change occurs at the internal C15-C18 bond of the A ring, which is elongated by $0.02 \AA$ as predicted from the difference density plot. For externally protonated tautomer $\mathbf{2 e}$, the internal $\mathrm{C}-\mathrm{C}$ bonds of ring B and D are changed significantly $(\sim \pm 0.02 \AA)$ as shown in Figure 11. Other less prominent changes occur at the $\mathrm{C}-\mathrm{C}$ bonds connecting the meso carbons to the pyrrole rings, an effect that is also suggested by the difference density plots. Interestingly, there is almost no change in the planarity of the macrocycle for $\mathbf{2 e}$ in $S_{2}$, while hydrogens H 32 , H 27 , and H 25 all become more planar for the internally protonated tautomer 2i. Because of this angular


Figure 11. Optimized (TD-B3LYP/SVP) geometries of $\mathbf{2 i}$ (top) and, $\mathbf{2 e}$ (bottom). Selected bond lengths are in angstroms ( $\AA$ ). The top number corresponds to the $S_{0}$ state, the middle number corresponds to the $S_{1}$ state, and the bottom number corresponds to the $S_{2}$ state. All of the selected bond lengths have more than $0.01 \AA$ change in one of the excited states when compared to the ground state.
distortion, tautomer $\mathbf{2 i}$ has a higher rmsd value than tautomer 2e even though there are more significant bond length changes in 2 e .

Several points become apparent when comparing the $\mathrm{S}_{0}$ ground-state and $S_{1}$ and $S_{2}$ excited-state geometries in $2 \mathbf{i}$ and $\mathbf{2 e}$. For 2i, the $S_{2}$ state is intermediate in structure between the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ state structures, although both excited-state structures are distorted from the ground state. In addition, the excitation in both states is localized on the A ring. In contrast, the $S_{0}$ ground-state and $S_{2}$ excited-state of $\mathbf{2 e}$ are structurally similar, while the $S_{1}$ geometry is different. Both excited-state structures for $\mathbf{2 e}$ do indicate movement of electron density over the whole NCP skeleton.
E. Energetics. Combining the TD-B3LYP/SVP results for the ground states' optimizations, vertical excitations and singlet
excited states' optimizations, ground and excited-state potential energy surfaces for $\mathbf{2 i}$ and $\mathbf{2 e}$ were then constructed (Figure 12). (We caution the reader, however, that there are many geometric differences between the respective surfaces, and it is difficult to render these details in a two-dimensional plot.) At this level of theory, the ground-state of $\mathbf{2 i}$ is lower in energy than $2 \mathbf{e}$ by $7.3 \mathrm{kcal} \mathrm{mol}^{-1}$, probably because of the resonance stabilization afforded to the former tautomer. Vertical excitation of each tautomer produces the Franck-Condon excited singlet state. The energy of this excitation is $48.2 \mathrm{kcal} \mathrm{mol}^{-1}$ for $\mathbf{2 i}$ and $43.3 \mathrm{kcal} \mathrm{mol}^{-1}$ for $\mathbf{2 e}$, and leads to Franck-Condon states that are 48.2 and $50.6 \mathrm{kcal} \mathrm{mol}^{-1}$ higher in energy than the $\mathbf{2 i}$ ground state. Relaxation on the $S_{1}$ surface proceeds for $2 \mathbf{i}$ with a relatively small structural change to an energy only 1.8 kcal $\mathrm{mol}^{-1}$ below the Franck-Condon state, while NCP 2e undergoes a larger structural reorganization and upon relaxation is $3.8 \mathrm{kcal} \mathrm{mol}^{-1}$ below the Franck-Condon state. The net result of these changes is that the equilibrated $S_{1}$ excited state of NCP $\mathbf{2 i}$ is lower in energy than the corresponding excited state of $\mathbf{2 e}$ by $\sim 0.5 \mathrm{kcal} \mathrm{mol}^{-1}$, indicating that the relaxed $\mathrm{S}_{1}$ states are almost isoenergetic when compared to the energy difference of $\sim 7.3 \mathrm{kcal} \mathrm{mol}^{-1}$ in the ground state. These results correlate well with the energy of the computed low energy Q-band absorption, for which we calculate a lower energy transition in $\mathbf{2 e}$ in both the gas and condensed phases.

The $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ vertical transitions are at 53.7 and 53.5 kcal $\mathrm{mol}^{-1}$ for $\mathbf{2 i}$ and $\mathbf{2 e}$, respectively. Relaxation of the FranckCondon $S_{2}$ state to the geometrical minimum on the $S_{2}$ surface proceeds with a very small amount of relaxation energy when compared to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition. The equilibrated $\mathrm{S}_{2}$ state minima for $2 \mathbf{i}$ and 2 e are located 0.4 and $1.5 \mathrm{kcal} \mathrm{mol}^{-1}$ lower than the corresponding Franck-Condon $S_{2}$ states, respectively. These values are about 5 -fold and 3 -fold smaller than the corresponding $S_{1}$ state energies of the $2 \mathbf{i}$ and $\mathbf{2 e}$ tautomers, respectively. Tautomer $\mathbf{2 e}$ has a larger amount of relaxation energy, again consistent with the greater amount of change in the electron density observed in the difference density plots. Unlike the nearly isoenergetic relaxed geometries on the $S_{1}$ surface, both the Franck-Condon and relaxed geometries on the $S_{2}$ surface are quite different from one another. The energetic difference between $\mathbf{2 i}$ and $\mathbf{2 e}$ is consistent with that observed on the ground-state surface, since the vertical exctation energy for each $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{2}$ transition is nearly identical. To check the accuracy of these calculations, we performed single-point energy calculations at the TD-B3LYP/TZVP//TD-B3LYP/SVP level of theory (also shown in Figure 12). Additional calculations were also performed at the TD-B3LYP/6-31+G(d) level of theory in Gaussian 03 using the geometries obtained from Turbomole, in order to compare energetics in the gas phase and in solution (see Supporting Information, Figure S16). These supplementary calculations also predicted that only the Franck-Condon $\mathrm{S}_{1}$ state and the equilibrated $S_{1}$ state of the externally protonated tautomer $\mathbf{2 e}$ are sensitive to solvation and undergo solventinduced changes in energy. Indeed, all of the other excited states are not affected by solvation.

With this information, it is interesting to posit as to whether the data from $\mathbf{2 i}$ and $\mathbf{2 e}$ can be extrapolated to the experimentally observed photophysical properties of $\mathbf{1 i}$ and $\mathbf{1 e}$. Unfortunately, the answer to this question is complex. The energetics of the $\mathrm{S}_{1}$ state of $\mathbf{2 i}$ and $\mathbf{2 e}$, similar to the computed absorption spectra $\mathbf{1 i} / \mathbf{i} \mathbf{i}$ and $\mathbf{1 e} / \mathbf{2} \mathbf{e}$, indicate that the relaxed excited-state of $\mathbf{1 i} / 2 \mathbf{i}$ is lower in energy than $\mathbf{1 e} / \mathbf{2 e}$. This result indicates that the $\mathrm{Q}(0,0)$ band in the fluorescence spectrum of $\mathbf{1 i}$ should be lower in energy than $\mathbf{1 e}$ with an energy difference between the two


Figure 12. Gas-phase energetics ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) obtained at the TD-B3LYP/SVP (black) and TD-B3LYP/TZVP//TD-B3LYP/SVP (red) levels for the ground and excited-state potential energy surfaces of $\mathbf{2 i}$ and $\mathbf{2 e}$.
of about $\sim 1.0 \mathrm{kcal} \mathrm{mol}^{-1}$, which is in complete agreement with the observed results (i.e., $\lambda_{\mathrm{Q}(0,0)} \sim 744 \mathrm{~nm}$ for $\mathbf{1 i}$ and 713 nm for $\mathbf{1 e}$ with $\Delta E \sim 1.6 \mathrm{kcal} \mathrm{mol}^{-1}$ ). Additionally, the smaller amplitude of structural displacement upon relaxation from the initially prepared Franck-Condon state argues that $\mathbf{1 i}$ should have a shorter excited-state lifetime and lower fluorescence quantum yield as a result of more rapid internal conversion, and this conclusion is also experimentally observed. From this discussion, it is clear that calculations on truncated NCPs 2 correlate well with the experiments performed on $\mathbf{1}$. Nonetheless, future calculations on the significantly larger $\mathrm{NC}-\mathrm{H}_{2} \mathrm{TPP}$ tautomers may reveal the role of the attached phenyl rings in the dynamics of the excited states.

## IV. Conclusions

In this work, we have computationally investigated the ground and singlet excited-state structures of two N -confused porphyrins, (1) the N -confused tetraphenylporphyrin tautomers $\mathbf{1 i}$ and $\mathbf{1 e}\left(\mathrm{NC}-\mathrm{H}_{2} \mathrm{TPP}\right)$ and (2) the unsubstituted analogs $\mathbf{2 i}$ and $2 \mathbf{e}$ $\left(\mathrm{NC}-\mathrm{H}_{2} \mathrm{P}\right)$. The absorption features for both sets of tautomers were computed in both the gas phase and with consideration of implicit solvation and the solvent dielectric constant with the PCM model. We observe good qualitative agreement between the computed spectra and the experimental spectra for $\mathbf{1 i}$ and 1e. The Soret and Q-band regions are consistent with experiment in terms of the relative band shapes, although the low energy $\mathrm{Q}_{y}(0,0)$ band is calculated to be higher in energy than is observed experimentally. The computed absorption spectra of $2 \mathbf{i}$ and $\mathbf{2 e}$ are similar to $\mathbf{1 i}$ and $\mathbf{1 e}$. However, two differences between the spectra of the two sets of tautomers are notable: (a) for $\mathbf{2 i}$ and $\mathbf{2 e}$, the Q-band region is greatly diminished in intensity compared to $\mathbf{1 i}$ and $\mathbf{1 e}$, and (b) a significant blue-shift is observed for all bands, similar to what is observed for porphine and tetraphenylporphyrin. These blue-shifted spectra are attributed to the larger density of states in the meso-phenyl substituted NCPs $\mathbf{1 i}$ and $\mathbf{1 e}$ (as shown in Figure 9).

The excited-state geometries of $\mathbf{2 i}$ and $\mathbf{2 e}$ were optimized at the TD-B3LYP/SVP level in order to determine the correct energetic ordering in the ground and excited states, and, through extrapolation, begin to understand the excited-state dynamics experimentally observed for $\mathbf{1 i}$ and $\mathbf{1 e}$. These calculations indicate that $\mathbf{2 e}$ undergoes a more correlated set of bond changes
upon relaxation from the initially prepared Franck-Condon state than $\mathbf{2 i}$, whose changes are largely limited to out-of-plane distortion of and changes in bond lengths for the N -confused A ring. Furthermore, the $S_{1}$ state is geometrically quite different than the $\mathrm{S}_{0}$ state; whereas, the $\mathrm{S}_{2}$ state is similar to the $\mathrm{S}_{0}$ state.

Future computational work will include calculations of the Soret states, in order to gain insight into the nature of the experimentally observed $\mathrm{S}_{1} \rightarrow \mathrm{~S}_{n}$ transient absorption spectra. Calculations to examine the excited-state solvent dependence are also underway and will be reported in due course.
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