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The current research on molecular-based devices built with highly unsaturated molecules is largely assisted
by computational techniques. These modern computational tools are intended to serve (i) to understand the
relation between the mechanism of charge transport and the chemical composition of the semiconductors and
(ii) to perform the molecular engineering needed to design new and more efficient organic materials. We
have studied the case of a rod-shaped conjugated molecule widely used in molecular electronics. The results
of multireference perturbation theory up to second order (MRMP2) and complete active space self-consistent
field calculations (CASSCF) are compared with the results provided by energy density functionals. Motivated
by the diverse accuracy of the results depending on the theoretical method selected, we have systematically
studied the physical origin of the discrepancies. We find that a subtle interplay between correlation effects
and the self-interaction energy mainly governs the results, which makes it thus difficult to anticipate the
quality of a method without knowing in advance its dependence on both effects. We thus encourage careful
testing of computational methods for the rational design and understanding of conjugated materials for charge
conduits.

1. Introduction

Electronic structure calculations for single molecules are
usually a prerequisite for the application of theoretical models,
such as the recent polaron formation model,1,2 to the under-
standing of electronic transport on molecular junctions because
they are key to interpret and/or estimate the charging processes
and conformational changes that may be induced on the
molecule acting as the molecular bridge. Two magnitudes that
quantify both effects for an organic molecular semiconductor
are the internal hole reorganization energy (λ•+) and torsional
barrier height (∆Etors) between stable conformers. The former
represents the energy gained by geometric relaxation after hole
arrival to the cation equilibrium structure and can be defined
as3-5

λ•+ )EM•+//M -EM•+ (1)

with EM•+ being the energy of the charged molecule (radical
cation, doublet) at its optimum geometry and EM•+//M being the
energy of the charged molecule but at the optimized geometry
of the neutral (singlet) molecule. The excess charge is known
to produce a geometry distortion over a section of the conjugated
core.6-8 On the other hand, ∆Etors is taken as the energy
difference between optimized structures of a planar (on) and a
perpendicular (off) conformation.9

Our main objective in this work is to elucidate the extent to
which theoretical methods are able to accurately predict the
magnitude of both properties. We are aimed at establishing
useful guidelines for a better interpretation of the results obtained
with different methods currently in use by finding, measuring,
and, if possible, correcting the causes behind their observed
deficiencies. In particular, by means of ab initio multiconfigu-
rational and density functional theory (DFT) calculations, we

will be able to analyze the influence of subtle electronic effects,
such as static correlation and self-interaction energy, on the hole-
transport properties of a semiconducting molecular wire. As a
molecular prototype10,11 for this study, we choose the rigid rod-
shaped conjugated molecule shown in Figure 1, an oligo(phe-
nylene ethylene) which has been throughly investigated during
the last years12,13 and for which experimental estimates of both
properties have recently become available. In fact, the gas-phase
experimentally determined hole reorganization energy of 1 (0.30
( 0.05 eV)14 is comparable to that of the bistriarylamine
derivative tetraphenyldiaminobiphenyl (TPD),15 a well-estab-
lished hole-transport material, and slightly higher than the values
found for oligoacenes16,17 or functionalized derivatives.18 On
the other hand, the torsional barrier height for the rotation of
the central arene ring of 1 is less than 0.03 eV,19 suggesting its
free rotation at room temperature and being a rather stringent
test for theoretical methods.

The conclusions achieved in this work should be applicable
to closely related molecules that may also be used as molecular
wires if charged or if they experience an externally applied
electric field. The application of an external electric field, as
normally found in molecular-based device applications, is not
expected to modify the calculated values of the parameters as
shown in previous studies of internal reorganization energies20

and torsional barrier heights21 and thus will not be studied here.
Admittedly, several derivatives of our prototype molecule may
be used as single-molecule junctions or self-assembled mono-
layers, either by terminating both ends by other chemical group
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Figure 1. Chemical structures of the 1,4-bis(phenylethynyl)benzene
derivative. The hydrogen atoms on the central core have been omitted
for clarity.

J. Phys. Chem. A 2008, 112, 10325–10332 10325

10.1021/jp802160b CCC: $40.75  2008 American Chemical Society
Published on Web 09/24/2008



(thiol, for instance) to allow the binding to a substrate or by
substituting the central benzene ring with a nitro or amino
groups. However, these functional modifications are expected
to produce only small changes in the referred properties.

The outline of the paper is the following. We start in section
2 by describing the methods used in the calculations. Section 3
is devoted to assess these methods on the benchmark molecule,
while section 4 analyzes the results in detail to propose further
corrections for greater accuracy. The conclusions will be finally
outlined in section 5.

2. Computational Methodology

2.1. Ab Initio Calculations. Complete active space self-
consistent field (CASSCF) calculations,22 as implemented in the
GAMESS package,23 were done to systematically introduce
static correlation effects.24 A calculation of this type is normally
termed CASSCF(N,M), where N and M are, respectively, the
numbers of electrons and the number of orbitals included in
the active space. This wave function may be further used as
the reference function for a second-order perturbation correc-
tion,25 which is thus referred to as a CASSCF(N,M)-MRMP2
calculation.26,27 Unfortunately, large active spaces are beyond
the current computational capabilities of most codes due to the
very demanding scaling of the calculations with respect to the
active space, despite the computational strategies currently
pursued to apply these methods more efficiently to large
systems.28-30 Hence, a truncated active space must always be
chosen in order to reduce as much as possible the number of
the corresponding configuration state functions (CSF) but still
include those which are most important for the problem at hand.
Therefore, a pair of meaningful active spaces of fully π character
were selected according to the relative energies and the character
of the occupied orbitals and their complementary virtual orbitals,
obtained at the Restricted Hartree-Fock (RHF) level. We first
built a nearly minimal space (4,4) by adding to the highest
occupied and lowest unoccupied molecular orbitals (HOMO and
LUMO, respectively) the (H-1)OMO and (L+1)UMO orbitals.
We also considered next a larger (12,12) active space formed
by all of the energetically close active valence π orbitals. The
relevant occupied molecular orbitals are shown in Figure 2. Note

that extending the active space would need the inclusion of
deepest orbitals lying energetically more than 1 eV below the
last orbital shown. Furthermore, the next Bu and Ag orbitals
cannot be strictly considered part of the π space since they
represent combinations of the p orbitals of the acetylenic groups
and thus lie in the plane of symmetry of the molecule. Since
analytical gradients are only available for the CASSCF method,
the perturbation is thus treated as a single-point correction. The
cc-pVDZ basis sets were used according to the frozen core
calculations performed; the accuracy of the calculation is not
expected to significantly vary upon further basis set extension.31,32

2.2. Density Functional calculations. 2.2.1. Choice of
Functional. Regarding the Kohn-Sham (KS) calculations in
DFT,33,34 as implemented in the ORCA package,35 the expres-
sion we adopt here to systematically introduce the exact
exchange HF-like energy (Ex

HF) in a general fashion is

Exc
hybrid[F])wHFEx

HF + (1-wHF)Ex[F]+Ec[F] (2)

where Ei[F] represents the exchange (i ) x) or correlation (i )
c) density functional. Note that for wHF ) 0, we recover the
local density approximation (LDA) or semilocal frameworks
as the generalized gradient approximation (GGA) and further
extensions therein (meta-GGA). This evidences a hierarchy of
methods, each one representing higher developments that
incorporate more ingredients constructed from the density.36 On
the other hand, when wHF ) 1, a direct coupling between a
correlation functional and the HF-like operator is obtained. The
corresponding hybrid versions result from variation of wHF in
eq 2.37-40 Among the available expressions for exchange, we
select the B8841 and the extended X42 functionals, both
belonging to GGA, which are coupled to the LYP correlation
functional.43 The PBE44 and TPSS45,46 exchange-correlation
functionals are also considered, the latter probably being the
most modern exponent of a meta-GGA expression. Table 1
presents the detailed composition of the exchange-correlation
functionals used in this work. B3LYP-based47,48 results are also
included since this functional is surely the most used within
present day computational applications. Very dense and not-
pruned grids for numerical integration of the exchange-correlation
functionals were always used.

A further step in the complexity of the hybrid functionals
has been recently introduced with remarkable results.49,50 A
double-hybrid scheme, in the sense that both the exchange and
correlation functionals are combined with exact expressions
taken from ab initio theories, is thus proposed

Exc
double-hybrid[F])wHFEx

HF + (1-wHF)Ex[F]+wPT2Ec
PT2 +

(1-wPT2)Ec[F] (3)

where both Ex
HF and Ec

PT2 are evaluated now with the orbitals
arising from the solution of the DFT-based one-electron
equations. The Ec

PT2 perturbative term has the form

Ec
PT2 ) 1

4∑ia ∑
jb

((ia|jb)- (ib|ja))2

εi + εj - εa - εb
(4)

where ij and ab refer to occupied and virtual spin orbitals,
respectively, and ε are the corresponding orbital energies. The
semiempirically obtained values for wHF and wPT2

49,51 are also
gathered in Table 1. The analytic gradients for this perturbatively
corrected density functionals are also recently available.52 Note
that double-hybrids belong to a higher level in the hierarchy
than GGA or meta-GGA.

We remark that for the double-hybrid functionals, all electrons
should be correlated to be consistent with the original derivation

Figure 2. Contour plots of the highest occupied molecular orbitals at
the RHF ground-state optimized geometry; their symmetry label and
their relative energy (in eV) with respect to the HOMO level are also
included.
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of the method. Therefore, we need to include extra functions,
designed for treating core-core and core-valence correlation
effects;53 consequently, the cc-pCVDZ extension of the cc-
pVDZ basis sets54 was then employed. The resolution-of-the-
identity (RI) approximation55-57 was also invoked for the
double-hybrids to reduce the computational cost; this is,
however, not expected to introduce any meaningful numerical
error.58

2.2.2. Empirical Parameters and Exchange Kernels within
the PBE Model. We present here a summary of some of the
existing modifications of the PBE exchange functional, which
is known to satisfy as many formal properties and limits as
possible for a GGA-based expression. The closed form of this
functional prompted us to study the influence of other manipula-
tions to improve agreement with experiments. In PBE, an
enhancement factor Fx[F] over the local exchange energy
density, εx

LDA ) -CxF(r)1/3, allows one to express the functional
as

Ex
PBE[F])∫ F(r)εx

LDAFx[F]dr (5)

with

Fx
PBE[F]) 1+ κ- κ

1+ (µ/κ)s2
(6)

written in terms of the dimensionless density gradient s )
|∇ F(r)|/[2(3π2)1/3F(r)4/3]. Note that if Fx[F] ) 1, we recover the
exchange-only LDA approximation (LDAx). The original values
for the parameters (κ ) 0.804 and µ ) 0.21951) were derived
by imposing well-known constraints.44 Other authors have
proposed the same form but with values of κ and µ empirically
fitted to a chosen database.59,60 We will focus here exclusively

on κ, which is tightly related to the fulfilment of the Lieb-Oxford
inequality61 and does not need a related change of any other
parameter in the PBE correlation counterpart. An early modi-
fication (revPBE62) sets κ ) 1.245 by relaxing the Lieb-Oxford
boundary. It should be also interesting to explore if a more
drastic change in κ will largely impact the performance of the
model.63 Additionally, we will also assess if the use of a different
enhancement factor, Fx[F] ) 1 + κ - κe-(µ/κ)s2 but keeping
unchanged κ ) 0.804, has any influence (RPBE64). Note that
other physically motivated functional forms are also available;65-68

however, the conclusions are not expected to differ significantly.

3. Results and Discussion

The reorganization energies often depend significantly on the
computational method applied,69,70 whether Hartree-Fock (HF),
Møller-Plesset perturbation theory up to second order (MP2),
or density functional theory (DFT) is selected. Additionally,
when multiconfigurational methods (CASSCF) are used, the
completeness of the active space might also impact the accuracy
of the results. Note that in the calculation of λ•+, we are
neglecting embedding or intermolecular effects.71-73 Table 2
gathers the values for the hole (radical cation) reorganization
energy, λ•+, and the energy difference between the planar and
highly twisted form, ∆Etors, of 1. First, HF is found to
overestimate charge-induced geometrical deformations and thus
the value of λ•+ also; on the other hand, the torsional barrier
height is not so severely overestimated. The CASSCF(4,4)
calculations give excellent predictions for both λ•+ and ∆Etors,
which practically match the experimental values. To further
assess the influence of the active orbitals, we also examine the
larger (12,12) active space, which leads to about 2 × 105 spin-
adapted configuration state functions. This space is approxi-
mately of the same size as that previously used in other studies
on all-trans linear oligoenes,74,75 short oligothiophenes,76,77 and
porphyrins.78 Interestingly, increasing the active space leads to
a rapid convergence of both properties. However, the MP2
correction to both active spaces lacks accuracy, contrary to what
would have been expected. The conclusion which seems to arise
is that correlation effects must be delicately taken into account
for these materials. Nonetheless, the MP2-corrected calculations
are done at the corresponding CASSCF-optimized geometry;
thus, the additional degree of freedom needed to accommodate
the charge-induced or conformational distortions is lost. Ad-
ditionally, the values now largely depend on the size of the
active space. We have also performed single-reference MP2
single-point calculations at the HF-optimized geometries with
similar results. Therefore, as a byproduct of our study, we think
that the MP2-based results should be treated with some caution,
as indicated also by other studies,16,79,80 while the CASSCF
results of Table 2 can be confidently considered as more reliable.

TABLE 1: Detailed Composition of the
Exchange-Correlation Functionals Used along This Work

type functional wHF
a wPT2

b Ex[F] Ec[F]

LDA
LDAx 0 0 Slater -
LDA 0 0 Slater VWN

GGA
B 0 0 B -
BLYP 0 0 B LYP
B3LYP 0.20 0 B LYP, VWN
BHHLYP 0.50 0 B LYP
HF-LYP 1.00 0 - LYP
PBEx 0 0 PBE -
PBE 0 0 PBE PBE
PBE0 0.25 0 PBE PBE
PBEHH 0.50 0 PBE PBE
HF-PBE 1.00 0 - PBE
XLYP 0 0 X LYP
X3LYP 0.22 0 X LYP

meta-GGA
TPSSx 0 0 TPSS -
TPSS 0 0 TPSS TPSS
TPSS0 0.25 0 TPSS TPSS
TPSSHH 0.50 0 TPSS TPSS
HF-TPSS 1.00 0 - TPSS

double-hybrid
B2-PLYP 0.53 0.27 B LYP
B2T-PLYP 0.60 0.31 B LYP
B2K-PLYP 0.72 0.42 B LYP

a Weight of the HF-like exchange (hybrid functional). Formal
scaling by N4, without further approximations, where N is the
number of basis functions. b Weight of the perturbative term
(double-hybrid functional). Formal scaling by N5, without further
approximations, where N is the number of basis functions.

TABLE 2: Computational Estimates of Hole Reorganization
Energies (λ•+, in meV) and the Torsional Barrier Height
(∆Etors, in meV) As Calculated by Various Ab Initio
Methodsa

method λ•+ ∆Etors
b

HF 389 39.0
CASSCF(4,4) 276 27.9
CASSCF(4,4)-MRMP2 78 35.1
CASSCF(12,12) 276 23.6
CASSCF(12,12)-MRMP2 417 47.5
exp.c 300 ( 50 28.3 ( 0.2

a All quantities are referred to the cc-pVDZ basis sets. b Taken
from ref 124. c Taken from refs 14 and 19, respectively.
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The results from the ab initio calculations will be compared
next with those from DFT. We used various combinations of
the functional form given by eq 2. The corresponding values
for the hole reorganization energy, λ•+, and the torsional barrier
height, ∆Etors, are given in Table 3. We observe that pure
functionals (wHF ) wPT2 ) 0) belonging to the first three levels
of the hierarchy (LDA, GGA, and meta-GGA) lead to rather
similar values for both magnitudes. The use of different
approximations for the exchange-correlation functional within
each level (compare, for instance, the BLYP and PBE values)
does not appreciably change the results. If the LDA calculations
are treated as a baseline, it is true that a progressive improvement
is achieved through the hierarchy, and, in fact, GGA (meta-
GGA) is slightly better than LDA (GGA), but major break-
throughs are not obtained. We see that the final values (TPSS)
are still affected by a large error (about 150 meV) with respect
to the experimental value, even considering its large uncertainty
of (50 meV. Analyzing now exchange-only DFT calculations
(LDAx, B, PBEx, and TPSSx), we see how the results are only
marginally affected after adding the corresponding correlation
functional in a self-consistent fashion. The fact that the type of
correlation functional does not improve the results is in full
agreement with previous works on charged oligoacenes69 and
twisted dimeric systems,81-83 where it was also shown that the
properties of π-conjugated systems are controlled by the weight
of HF-like exchange. Thus, the main factor affecting the results
is given by wHF, as can be easily seen in Table 3. The fact that
the error in the description of both properties becomes smaller
as wHF increases indicates a systematic error as the cause of
the deviations. Furthermore, Table 4 shows that nothing
significant is achieved through empirical manipulation of the
PBE-based kernel, at the risk however of violating the
Lieb-Oxford boundary. Figure 3 depicts how the values of λ•+

smoothly evolve with the parameter wHF. Particularly, the
uniform evolution allows us to perfectly fit the data to a
quadratic polynomial, whose optimum values for the hole
reorganization energies are listed in Table 5 taking into account
the experimental uncertainty. Unfortunately, the inclusion of
higher and higher values of wHF did not help to improve the
torsional barrier height since convergence was not achieved, as
shown in Figure 4. We see that for quantitative predictions of
hole reorganization energies within the experimental uncertain-
ties, the fraction of HF-like exchange needed is 70% at least,
which is considerably higher than what is regularly employed
in conventional hybrid functionals. Obviously, increasing the
exact exchange weight might deteriorate the accuracy for
thermochemical and other ground-state properties. On the other
hand, HF-KS solutions (HF-LYP, HF-PBE, and HF-TPSS) give
a qualitatively correct description (an upper limit) of the charge-
transport parameters, which is not surprising given the afore-
mentioned features. Note that a HF-KS approach is known to
give poorer results than semilocal functionals in common
applications. Therefore, it seems difficult to negotiate the need
for different values of wHF in different situations.84 Finally, the
orbital-dependent functionals combining second-order perturba-
tion theory (PT2) and hybrid-like functionals do not lead to
better results. Actually, the results (compare, for instance, the
B3LYP and B2-PLYP values) do not vary much with respect
to simpler and less costly hybrids.

4. Analysis of the Results

4.1. Self-Interaction Error and Fermi-Amaldi Correc-
tions. The self-interaction error (SIE), caused by the all-
pervasive interaction of an electron with itself, is known to be
at the origin of some shortcomings which plague DFT.
Particularly, an important effect of the SIE for the field of
conjugated molecules is the overstabilization of delocalized
states,85-87 which indeed manifests in difficulties88 for predicting
a whole set of important magnitudes such as (i) reaction paths
and energy barrier heights, (ii) torsion energy profiles and
breaking of π conjugation, and (iii) polarizabilities, conductance,
and other electric properties. Unfortunately, although SIE is
easily defined for a one-electron system,89 the corresponding
extension in terms of the electronic density to larger systems is
not so straightforward.90 Note that most of the attempts to correct
the SIE are made on an orbital-by-orbital framework,91-96

including the pioneering self-interaction correction (SIC)
scheme,97 which is an all time-consuming process with only
partial success.98 The detailed description of these schemes is
beyond the scope of the present paper. Hence, despite its simple
appearance, it is hard to remove the SIE in practice. Thus, we
will prefer to circumvent this feature by looking at the effects

TABLE 3: Computational Estimates of Hole Reorganization
Energies (λ•+, in meV) and the Torsional Barrier Height
(∆Etors, in meV) As Calculated by Various DFT Methodsa

type functional λ•+ ∆Etors

LDA
LDAx 86 120
LDA 86 121

GGA
B 95 105
BLYP 94 114
B3LYP 131 92.7
BHHLYP 197 69.9
HF-LYP 341 39.1
PBEx 97 107
PBE 90 112
PBE0 136 87.8
PBEHH 192 67.4
HF-PBE 350 39.6
XLYP 90 115
X3LYP 128 94.4

meta-GGA
TPSSx 112 104
TPSS 101 110
TPSS0 141 85.6
TPSSHH 198 66.6
HF-TPSS 354 40.4

double-hybrid
B2-PLYP 130 76.6
B2T-PLYP 142 73.5
B2K-PLYP 160 68.0

exp.b 300 ( 50 28.3 ( 0.2

a All quantities are referred to the cc-pCVDZ basis sets. b Taken
from refs 14 and 19, respectively.

TABLE 4: Computational Estimates of Hole Reorganization
Energies (λ•+, in meV) and the Torsional Barrier Height
(∆Etors, in meV) As Calculated by Various PBE-based
Modelsa

functional λ•+ ∆Etors

PBE (κ ) 0.804) 90 112
PBE (κ ) 0.4) 88 118
PBE (κ ) 4.0) 97 99
revPBE 93 109
RPBE 90 108
exp.b 300 ( 50 28.3 ( 0.2

a All quantities are referred to the cc-pCVDZ basis sets. b Taken
from refs 14 and 19, respectively.
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of the SIE on the energy differences relevant to charge transport,
complementing other investigations of a more theoretical
nature.99-101

Certainly, as we are concerned in this work with ground-
state energy differences, the features of the functional derivatives
of the exchange-correlation models are of less importance.102

Thus, we concentrate next in an alternative but simple approach
to correct the values obtained for nonhybrid LDA, GGA, and
meta-GGA functionals. We write the energy density functional
of the system as

Eν[F]) Ts[F]+∫ F(r)ν(r)dr+U[F]+Exc[F] (7)

where Ts[F] is the kinetic energy functional, ∫F(r)ν(r)dr is the
interaction of the density with the external potential ν(r), and
U[F] is the classical repulsion energy between the density and
itself

U[F]) 1
2∫ F(r)F(r′)

|r- r′|
dr′dr (8)

The Fermi-Amaldi (FA) correction,103 the earliest attempt to
correct the self-interaction energy, simply uses an N electron
average of the electron-electron repulsion energy

Exc
FA[F])-NU(FN) (9)

where N is the total number of electrons. The main advantage
of this correction rests on two salient features, (i) its simplicity,
although elegant in nature, and (ii) that it can be applied with
unmodified versions of the most common codes. On the other
hand, this correction is known to be nonsize-consistent,104 as
are all of the functionals explicitly depending on the total

number of electrons,105 which might affect the scaling of the
results with the size of the system. Note that the effect of the
SIE on the bond length alternation of increasingly longer
oligoenes has been recently recognized.106

Table 6 reports the Fermi-Amaldi-corrected values for λ•+

and ∆Etors. Whereas the correction works amazingly fine for
the hole reorganization energy, the same is not true for the
torsional barrier height. Therefore, given this state of results,
the SIE seems to truly dominate the value of λ•+, and even the
crude Fermi-Amaldi correction is able to significantly decrease
the error introduced by local (LDA) or semilocal (GGA and
meta-GGA) functionals. The controversial behavior of this
correction is attributed to a subtle difference between the two
energy magnitudes. The value of λ•+ is greatly influenced by
the existing singly occupied orbital, which is known to engender
a large and systematic SIE.107 The final value of ∆Etors, since
all of the orbitals are doubly occupied, relies however on an
accurate balance of the intrapair and interpair correlation effects,
as we will see next.

4.2. Static Correlation Energy Corrections. We explore
now the connections between static correlation energy (SCE)
and the properties of conjugated molecules, as pioneered again
by the study of some conjugated oligomers.108 We first recognize
that it is not a simple issue to give a clear separation between
electron correlation effects, as was historically stated.109 The
nonstatic correlation energy, also called dynamic or short-range,
arises from the tight interactions between pairs of electrons. The
computational determination of this correlation energy is done
with high accuracy by most of the existing correlation
functionals.110-112 Furthermore, the last generation of functionals
is believed to be close to the accuracy limit that can be achieved
by expressions derived within the GGA or the meta-GGA
frameworks.113-115 Once we admit this feature, the remaining
correlation contribution is driven by degeneracies or near-
degeneracies of the system, which indeed imply the use of a
multiconfigurational wave function. An unambiguous definition
for the SCE is thus to include in such a wave function all CSFs
which arise from all possible occupancies of the active orbitals,
that is, through the well-established multiconfigurational quan-
tum chemical methods.

Figure 3. Evolution of the hole reorganization energy as a function of the HF-like exchange for various DFT-based models. The experimental
value is indicated by a solid line with the experimental uncertainty given by the dashed lines.

TABLE 5: Optimal Value of wHF for Hole Reorganization
Energies

functional wHF

BLYP-based 0.871 ( 0.163
PBE-based 0.859 ( 0.148
TPSS-based 0.846 ( 0.149

a All quantities are referred to the cc-pCVDZ basis sets.
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Hence, for a given basis set and a selected active space, we
have

SCEab initio )ECASSCF(N,M) -EHF (10)

where ECASSCF(N,M) and EHF are, respectively, the CASSCF(N,M)
and HF total energies, which translates into the following
contribution for ∆Etors when the largest active space is used

∆Etors
SCEab initio

)∆Etors,CASSCF(12,12) -∆Etors,HF )-15.4meV

(11)

Let us think next about the equivalent working hypothesis in
DFT. As a first-order estimate, it is customary to quantify the
SCE as

SCEx
DFT )Ex[F]-Ex

HF (12)

since Ex
HF represents the exact-exchange energy, and Ex[F], the

exchange energy contribution to the DFT energy (see eq 2), is
believed to represent effectively not only exchange but also
molecular static correlation. The underlying reasons behind this
definition are well-established in the literature.116-119 The
corresponding transcription to ∆Etors is

∆Etors
SCEx

DFT
)∆Etors,x[F]-∆Etors,x

HF (13)

which amounts (in meV) to 65.6, 68.4, and 64.8 for the B, PBEx,
and TPSSx exchange functionals, respectively. Comparing
∆Etors

SCEab initio with ∆Etors
SCEDFT, we see that eq 12 leads to an

overestimation of the SCE contribution to the torsional barrier
height by an almost constant quantity of about 80 meV (≈2
kcal/mol, twice the so-called “chemical accuracy”), which is
on the same order as the global error obtained by nonhybrid
functionals (see Table 3). Thus, the difference

εSCE ) SCEab initio - SCEx
DFT (14)

represents the correction to eq 12 needed to remove any spurius
SCE contribution to the DFT energy. The correction to the
torsional barrier reads, accordingly

∆εtors
SCE )∆Etors

SCEab initio
-∆Etors

SCEx
DFT

(15)

Equation 15 can be used to correct a functional with wHF )
0. We now look for a correction valid also when wHF * 0. If
the overestimation of the torsional barrier height is found to
linearly decrease after the introduction of a higher wHF, we may
revert the reasoning and correct the values obtained with a
hybrid functional by (1 - wHF)∆εtors

SCE. The final values (SCE-
corrected) are thus obtained as

∆Etors,SCE )∆Etors - (1-wHF)∆εtors
SCE (16)

and are presented in Table 7. Remarkably, the torsional barrier
height predicted by all of the DFT methods ranges between 25
and 34 meV, in close agreement with the experimental result.

We now extend the previous set of ideas to the other
parameter (λ•+) entering into the model, which is mainly affected
by the self-interaction error (SIE), as established in the preceding
section. It is also known that the SIE haphazardly mimics static
correlation effects.120-122 For an electron pair, the SIE introduced
by local or semilocal functionals can partly compensate for the
lack of static correlation energy between two electrons. Once
we establish this connection, we thus borrow the same procedure
derived above for ∆Etors to correctly account for SCE-derived
contributions. In such a way, the corrected λ•+ is calculated as

λSCE
•+ ) λ•+ - (1-wHF)∆ελ

SCE (17)

where ∆ελ
SCE is given by

∆ελ
SCE ) λSCEab initio

•+ - λSCEx
DFT

•+ (18)

with

λSCEab initio
•+ ) λCASSCF(12,12)

•+ - λHF
•+ (19)

λSCEx
DFT

•+ ) λEx[F]
•+ - λEx

HF
•+ (20)

Comparing the last two quantities, we see how the SCE
contribution to the hole reorganization energy is underestimated
by DFT methods by about 180 meV (≈4 kcal/mol), which is
again on the same order as the global error obtained by
nonhybrid functionals (see Table 3). The corrected values are

Figure 4. Evolution of the torsional barrier height as a function of the HF-like exchange for various DFT-based models. The experimental value
is indicated by a solid line.
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collected in Table 7, all ranging between 264 and 287 meV, in
perfect agreement with the experimental result. Although
somehow striking, the ambivalent character of the SIE, being
at the same time a resilient error and mimicking some correlation
effects, comes again to light123 in the context of a charge-
transport mechanism.

5. Concluding Remarks

We have investigated by means of ab initio multiconfigura-
tional and DFT calculations the influence of subtle electronic
effects, such as static correlation and self-interaction energy,
on the hole-transport properties of a semiconducting molecular
wire. Since the self-interaction error of the unpaired electrons
is known to mimic static correlation effects in DFT, many
fundamental properties of conjugated molecules are expected
to be affected as well. We expect that the same entanglement
between these physical effects holds true in other organic
materials. The extent to which the hole reorganization energies
and torsional barrier heights are expected to be influenced by
these effects when calculated by DFT mainly depends on a
correct description of the static correlation energy. It has been
shown that the magnitude of the modifications needed by DFT
calculations to correctly account for this depends on two factors,
namely, the weight of the HF-like exchange introduced into the
hybrid functionals and the difference between the results
obtained by nonhybrids and CASSCF(N,M) calculations. To
arrive at this conclusion, we have first isolated the exchange
functionals as the source of the discrepancies found, with better
results for higher weights of the HF-like exchange.

There are few other promising attempts to correct DFT results
which might improve the agreement with respect to experimental
values, namely, empirical localized orbital correction models
and averaged self-interaction corrections. We think, however,

that a more systematic way of eliminating the SIE-related
problems would involve the use of an exact-exchange model
coupled with a compatible correlation functional, which may
represent a major step forward for further applications in organic
electronics and nanotechnology. Note that, independent of the
above prescriptions for DFT calculations, the multiconfigura-
tional calculations seems to be a robust method by themselves
for accurate calculations on conjugated molecular systems and
are rather a time investment; thus, SIE-corrected DFT calcula-
tions will be reasonable as long as the computational cost is
still significantly smaller than that of the multiconfigurational
correlated calculations.
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Phys. Lett. 1995, 240, 283.
(59) Becke, A. D. J. Chem. Phys. 1996, 85, 7184.
(60) Xu, X.; Goddard, W. A., III. J. Chem. Phys. 2004, 121, 4068.
(61) Lieb, E. H.; Oxford, S. Int. J. Quantum Chem. 1981, 19, 427.
(62) Zhang, Y.; Yang, W. Phys. ReV. Lett. 1996, 80, 890.
(63) Odashima, M. M.; Capelle, K. J. Chem. Phys. 2007, 127, 054106.
(64) Hammer, B.; Hansen, L. B.; Nørskov, J. K. Phys. ReV. B 1999,

59, 7413.
(65) Adamo, C.; Barone, V. J. Chem. Phys. 2002, 116, 5933.
(66) Wu, Z.; Cohen, R. E. Phys. ReV. B 2006, 73, 235116.
(67) Madsen, G. K. H. Phys. ReV. B 2007, 75, 195108.
(68) Perdew, J. P.; Ruzsinszky, A.; Csonka, G. I.; Vydrov, O. A.;

Scuseria, G. E.; Constantin, L. A.; Zhou, X.; Burke, K. Phys. ReV. Lett.
2008, 100, 136406.

(69) Sancho-Garcı́a, J. C. Chem. Phys. 2007, 331, 321.
(70) Bromley, S. T.; Illas, F.; Mas-Torrent, M. Phys. Chem. Chem.

Phys. 2008, 10, 121.
(71) Bromley, S. T.; Mas-Torrent, M.; Hadley, P.; Rovira, C. J. Am.

Chem. Soc. 2004, 126, 6544.
(72) Torras, J.; Bromley, S.; Bertran, O.; Illas, F. Chem. Phys. Lett.

2008, 457, 154.
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(123) Gräfenstein, J.; Kraka, E.; Cremer, D. Phys. Chem. Chem. Phys.

2004, 6, 1096.
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