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Assessing the Performance of Density Functional Theory for the Electronic Structure of
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The performance of three common combinations of density functional theory has been evaluated for the
geometries and relative energies of a commonly-employed model complex of the salen ligand [salen =
bis(salicylaldehydo)ethylenediamine] with the d>-metals Ti(IT), V(IIT), Cr(IV), Zr(IT), Nb(III), and Mo(IV).
High-level ab initio methods including complete active-space third-order perturbation theory have been
employed both as benchmarks for the density functional theory results and to examine the multireference
character of the low-lying electronic states in these systems. The strong multireference character of the systems
has been clearly demonstrated. All of the functionals examined provide geometries that are typically within
0.2 A least root mean square deviation from the benchmark geometries. The performance of the density
functionals for the relative energies of the low-lying electronic states is significantly worse, providing
qualitatively different descriptions in some instances. Of the systems explored, no significant difference is
observed in the multireference character or in the reliability of the density functional results when comparing

3d vs 4d transition-metal systems.

Introduction

Salen [bis(salicylaldehydo)ethylenediamine] and salen-type
ligands currently comprise one of the most important classes
of synthetic ligand systems in the context of homogeneous
catalysis, where complexes of 3d- and 4d-metals with salen or
salen-type ligands have seen numerous applications in asym-
metric catalysis.'~> With the growing demand for enantiomeri-
cally-pure compounds by the pharmaceuticals and fine-chemicals
industries, it is not surprising that heterogeneous catalysis via
immobilized salen complexes has also been the focus of an
extensive amount of research.> The design of an appropriate
immobilization scheme can be greatly aided by knowledge of
the underlying catalytic mechanism, as it has been demonstrated
that different immobilization schemes may greatly impact the
catalytic activity of immobilized molecular catalysts.* Further-
more, the nature of the molecular support may have significant
electronic effects upon the immobilized catalysts. Although the
development of improved immobilized salen catalysts could be
greatly assisted by theoretical insight, theoretical studies of
metal—salen catalysts have been somewhat limited. Indeed, with
the exception of the Mn(salen) catalysts that have been so
extensively studied over the preceding decade,> 2! few metal —salen
systems have seen extensive theoretical investigation. One cause
for concern in the theoretical modeling of metal salens is that
two of the most common density functional theory (DFT)
methods have yielded significant discrepancies when applied
to Mn—salen systems.'® Furthermore, recent work in our group
has highlighted the difficulties in applying conventional methods
of electronic structure theory to particular metal—salen
systems.?>?3

As pointed out by Davidson in 1991, “The theory of
transition-metal chemistry has lagged behind the quantum theory
of organic chemistry because quantitative wave functions are
more complicated.” In particular, the general reliability of DFT
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methods?~27 for mixed organic—inorganic systems remains an
open question. Although benchmark studies of DFT methods
for transition-metal systems exist, these have been limited to
metal ions,?8 to transition-metal homo-2>3? and heterodimers,3!-32
and to systems with a limited number of small ligands.’3-3
Although certainly useful in their own regard, such benchmarks
neglect the differing character of the bonding in such systems
and of that in the saturated or nearly-saturated metal—ligand
systems that are of the most chemical interests (such as in
metal—ligand catalyst systems). Furthermore, recent work
indicates that systematic errors in popular DFT methods may
become increasingly problematic as the size of the system
increases.3¢

Although the strong dynamical and nondynamical correlation
effects present in metal—ligand systems combined with the
difficulties of selecting appropriate references make the ap-
plication of multireference methods’’—? extremely challenging
for many metal—ligand systems, single-reference formalisms
cannot be expected to provide reliable results for such systems.
This is not to say, however, that single-reference methods will
necessarily fail for metal—ligand systems. The increasingly
popular DFT approaches have provided reliable results for many
metal—ligand systems,?’2931:4043 glthough there are certainly
many exceptions to this as well.2>-31:43-46 In practice, great care
must be taken to ensure that the functional employed provides
reliable results for a particular system when DFT is going to
be employed for theoretical studies. This can be done either by
comparison against reliable experimental data or, in the absence
of experimental results, by comparison against results from
reliable ab initio calculations. If DFT does indeed provide
adequate results, the application of DFT to metal—ligand
catalyzed reactions can provide a great deal of chemical insight
and understanding.

This work extends to the d>-metals our previous efforts>>23
to systematically examine the ability of DFT to describe the
electronic structure of metal—salen systems; in particular, we
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consider Tidl)—, V{II)—, Cr(IV)—, Zr(Il)—, Nb(IIl)—, and
Mo(IV)—salens. The geometries and relative energies from DFT
are benchmarked against those from high-level ab initio methods
capable of accurately treating the multireference nature of the
systems. Although the primary purpose of this work is to assess
the applicability of DFT to these challenging systems and not
to examine in depth the chemical properties of any particular
system that has been employed experimentally, several of the
metals examined here have been employed previously in
metal—salen catalyzed chemical transformations. V(IIT)—salens
have potential application as molecular batteries*” and have been
employed as catalysts in the electroreduction of molecular
oxygen.*3 Bakac and Guzei have studied hydrogen atom
transfer reactions in mixed Cr(IV)/Cr(V)—salen systems.’!
Metal—salen complexes of Zr(II) have been employed as highly
efficient and enantioselective catalysts for Baeyer—Villiger
oxidation reactions.’>>3 Chiral Nb(II)—salen complexes have
recently been employed in asymmetric sulfoxidation reactions>*
with promising results and Mo(IV)—salens have been employed
as catalysts in asymmetric olefin epoxidations.’® The intended
goal of the systematic investigation presented here is to provide
a detailed examination of the electronic properties and of the
performance of DFT for the d?>-metal salens, establishing insight
into how both may vary in relation to the formal oxidation state
and size of the metal center. It is anticipated that the results
presented will inform future applications of DFT to the
theoretical investigation of metal—salen catalyzed chemical
transformations.

Theoretical Methods

The theoretical approach is similar to that of our previous
studies of metal—salen systems.?>?3 All DFT calculations were
performed with Jaguar 5.5.%° The computations were performed
using three of the most common combinations of exchange and
correlation functionals: the combination of Becke’s 1988
exchange functional®’ with Perdew’s 1986% functional for
correlation referred to as BP86, the combination of Becke’s 1988
exchange functional with the Perdew—Wang 1991 functional
for correlation® referred to as BPW91, and the combination of
Becke’s three-parameter hybrid functional®® with the correlation
functional by Lee, Yang, and Parr®! referred to as B3LYP.
Unless otherwise stated, all DFT calculations employed the
pseudospectral implementation of DFT®? and a fine grid as found
in Jaguar 5.5, the Los Alamos basis sets and corresponding
effective core potentials of Hay and Wadt (LANL2DZ) for all
transition-metal atoms,®®> and a 6-31G* basis for all other
atoms.®* Geometries were completely optimized [root mean
square (RMS) gradient 103 au] for the lowest singlet, triplet,
and quintet states using each functional. The nature of the
stationary points was verified by computing analytic frequencies.

Geometries were also optimized (RMS gradient 1073 au) at
the complete active-space self-consistent field (CASSCF)38 level
with MOLPRO 2006.1.%5 Unless otherwise stated, the converged
BP86 geometries were employed as a starting point for these
optimizations. Active spaces for CASSCF calculations were
chosen by examination of the configuration interaction (CI)
vector from large CAS-CI* computations performed in a
configuration interaction singles and doubles (CISD)3 natural
orbital basis. Starting orbitals for the CASSCF calculations were
generated from CASSCF natural orbitals computed in the
smaller STO-3G®-%8 basis. The STO-3G CASSCEF calculations
employed a CISD natural orbital guess. Such an approach has
been shown to give reliable convergence for CASSCF calcula-
tions on other metal—salen systems, when more conventional
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Figure 1. Two of the most common model systems for metal—salen
catalysts.

approaches have failed to do so0.?> The active spaces and
optimized states for each system will be described in the
discussion, employing the notation from our previous work.??
Single-point energy corrections were computed at the CASSCF-
optimized geometries at the complete active-space second-order
and third-order perturbation theory (CASPT2 and CASPT3) with
MOLPRO 2006.1. Due to limitations on the number of
correlated orbitals in the CASPT3 program, CASPT3 computa-
tions were performed with the lowest o orbitals frozen and
combined as corrections to the internally contracted CASPT2
calculation. All wavefunction-based computations employed a
LANL2DZ basis for all second transition-row metals and a
6-31G* basis for all other atoms. All single-point calculations
employed the frozen-core approximation using a small-core,
defined as 1s2s2p3s and 1s2s2p3s3p3d4s for first and second
transition-row metals respectively.

Optimized geometries were compared and the least root mean
squared deviations (LRMSD) in molecular geometries were
computed using the Visual Molecular Dynamics (VMD) pro-
gram.® Molecular orbital isosurfaces (contour value of 0.05)
were generated using MOLEKEL.” Information about the
multireference nature of the electronic states has been provided
by examination of the leading determinants (and coefficients)
from the CASSCF CI expansions.

Results and Discussion

Two of the common model systems employed in previous
theoretical studies of metal—salen systems are depicted in Figure
1. Although model 2 most nearly delineates the full salen ligand
and has been employed in limited studies by previous authors,
the truncated model 1 has certainly been the most routinely
applied in previous theoretical studies of metal—salen com-
plexes. Given that the truncated model 1 is the most routinely
applied in theoretical investigations, this work examines the low-
lying electronic states for the systems of the form model 1 [X
=none, Y = none, M € {Ti(Il), VL), Cr(IV), Zr(Il), Nb(III),
Mo(IV)}]. None of the M(salen) complexes studied contain any
symmetry elements, and therefore all calculations were per-
formed in C; symmetry. The salen ligand does, however, form
a pseudo-square-planar coordination sphere around the central
metal atom. The definition of appropriate active spaces for the
construction of the CASSCF wave functions requires a certain
amount of chemical insight, and thus it is useful to consider
the important properties of the electronic structure of metal—salen
systems before proceeding further. The four coordinating atoms
[O, N, N, O] induce a well-known splitting of the metal d-orbital
energy levels. Two typical d-orbital splitting diagrams for
square-planar coordination presented in the literature are
displayed in Figure 2. The degenerate (nearly degenerate for
the case of nonsymmetrical coordination) d,. and d,. orbitals
are typically considered to be the lowest in energy and this is
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Figure 2. Two commonly presented d-orbital splitting diagrams for a
square-planar coordination geometry.

typically true in the weak-field case. The d,; and d,. orbitals
are followed closely by the d.2 orbital, and these are energetically
well separated from the d,, and the much higher lying d—y?
orbitals. Strong ligand fields, mixing of the s and d.> orbitals,
or strong metal—ligand covalency have been shown to result
in a flipping of the ordering of the d,; and d,, orbitals and the
d,2 orbital.”!="3 This splitting will play heavily into the construc-
tion and interpretation of the active spaces discussed below, as
the metal d-orbitals most likely to contribute to the electronic
structure will be the low-lying d.;, d,;, and d2 orbitals. To
ascertain the important electronic effects of the salen ligand and
further divulge the chemistry taking place in the metal—salen
systems, RHF/6-31G* wave functions were constructed (con-
sisting of 55 doubly occupied molecular orbitals) at the BP86
I'A optimized geometries and the occupied orbitals were
localized via Edmiston—Ruedenberg (ER) localization.”* The
anticipated o bonds occurring in the salen ligand are observed
along with the N and O lone pairs involved in dative bonding
with the central metal atom. Each O atom has an additional
lone pair that is not involved in any bonding interactions. The
most important features observed for the electronic structure
are the doubly-occupied d,. orbital and the presence of six s-type
orbitals on the salen ligand: two representing C—O s bonds,
two representing C—N s bonds, and two C—C—C (three-
center—two-electron) st bonds hereafter referred to as Rzry and
Ry, These are displayed in Figure 3 from the ER localized
orbitals of Ti(I)—salen. Given the d? electronic configuration
(at least in the formal oxidation picture) and the expected near-
degeneracies of the metal d-orbitals low-lying singlet and triplet
states are anticipated arising from different d-orbital occupations.
The quintet states are expected to be higher in energy, arising
from mixing of the various d-orbital occupations with either
ligand 7 — sr* excitations or 7 — d ligand-to-metal excitations
with the latter becoming increasingly important as the formal
oxidation state of the metal center is increased. The construction
and interpretation of the active spaces for each system and the
nature of the low-lying electronic states will be discussed in
detail in the following sections.

3d-Metals

Ti(II)—Salen. The relative energies for Ti(Il)—salen from
the various density functionals in Table 1 reveal the anticipated
near-degeneracy of the lowest singlet and triplet states, with
the quintet states considerably higher (>60 kcal mol™!) in
energy. As has been observed in other metal—salen systems,?
the hybrid B3LYP overstabilizes the high-spin triplet and quintet
states relative to “nonhybrid” functionals (BP86 and BPW91).
The relative energies from BP86 and BPWO1 are nearly identical
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Figure 3. Localized 7 orbitals of the salen ligand and the localized
Ti(Il) d,, orbital from a HF/6-31G* calculation of the singlet state of
Ti(Il)—salen.

TABLE 1: Relative Energies (kcal mol™!) for the
Low-Lying Electronic States of Ti(II)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOIl
I'A 13.24 17.76 23.53 10.40 4.27 4.26

2'A 16.01 18.23 24.24
31A 26.65 23.47 27.94
1BA 0.00 0.00 0.00 0.00 0.00 0.00
2’A 223 4.79 3.28
3’A 8.18 11.74 9.71
IPA 68.67 67.15  66.85

(never differing by more than 0.30 kcal mol™!). This is
consistent with previous observations that the spin-state splittings
are dominated by the exchange treatment.?>?> CAS-CI computa-
tions including up to 14 electrons in 13 orbitals reveal a similar
picture of nearly degenerate singlet and triplet states with a much
higher-lying quintet state. The three lowest singlet and triplet
states appear energetically well separated from remaining
electronic states and have been optimized at the SA-CASSCF(2/
3)/6-31G*[1'A,2'A,3'A,13A,23A,33A] level of theory, where
(SA-) indicates that the CASSCF optimizations were preformed
with state averaging over the relevant electronic states and the
states in brackets are those included in the state averaging. All
of the states appear to be well described by an active space
consisting of two electrons in the three lowest-lying (d2, d,,,
and d,.) d-orbitals. The active space is depicted in Figure 4 from
the SA-CASSCEF optimization of the 1'A state and the relative
energies for all states are included in Table 1. The CASSCF
results reveal three triplet states below 10 kcal mol~! followed
by three low-lying singlet states below 30 kcal mol~!. The
inclusion of dynamical correlation reduces the splitting of the
lowest singlet and triplet states (23.53 kcal mol~! at the SA-
CASSCEF level) to 17.76 kcal mol™! at the CASPT2 level and
13.24 kcal mol~! at the CASPT3 level. This is coherent with
previous observations that corrections for dynamical electron
correlation tend to stabilize low-spin electronic states. Overall,
a consistent picture of the lowest singlet and triplet states of
Ti(II)—salen is provided by all methods.

The optimized geometries of the 1'A and 1A state from DFT
and CASSCEF are overlaid in Figure 5. The geometries from all
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i

Figure 4. Isosurface plots of the d2 (lower), d,. (center), and d,. (upper)
CASSCEF orbitals that comprise the active space for Ti(IT)—salen.

methods are visibly very similar and this is confirmed by the
LRMSD values included in Table 2. The DFT geometries never
differ by more than 0.035 A and are all within 0.2 A LRMSD
of the CASSCF optimized geometries. In consensus with
previous results,? the geometries from BP86 and BPWO1 are
nearly indistinguishable. B3LYP provides geometries that are
overall closer to the CASSCF geometries, although marginally
SO.

The multireference character of the low-lying electronic states
has been explored by examination of the leading determinants
from the SA-CASSCF computations. The determinants and
coefficients for Ti(I[)—salen (included in Table 3) reveal the
strong multireference nature of the states examined. The ground
state is dominated by the anticipated (d2)a(d,;)o electronic
configuration, but with a surprisingly small leading coefficient
of 0.827 and a very large contribution (0.562) from the
(dyr)ou(dy,)a configuration. With the exception of the 1'A state,
all of the states investigated exhibit even stronger nondynamical
effects (smaller leading coefficients) than the 13A ground state.
Even for the 1'A state, the leading coefficient (0.905) is
significantly smaller than would be expected for well-behaved
single-reference systems. The low-lying singlet states are
dominated by the closed-shell (d2)? and (d,;)> configurations
with surprisingly little contribution from the complementary
(dy;)* configuration. Despite the large nondynamical effects
present in Ti(Il)—salen, the DFT approaches provide very
reasonable agreement with our best results. For this case, BALYP
geometries are closer to those from CASSCF (LRMSD < 0.159
A), and relative energies in very good agreement with CASPT3
results (AE < 2.84 kcal mol™1).

V(III)—Salen. CAS-CI computations for V(IIT)—salen reveal
an electronic structure very similar to that for the isoelectronic
Ti(IT)—salen presented above. The three lowest singlet and triplet
states were optimized at the SA-CASSCF(2/3)/6-
31G*[1'A,2'A3'A,13A,23A,33A] level of theory employing the
active space depicted in Figure 6 from the SA-CASSCF
optimization of the 13A state. The relative energies for these
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Figure 5. Overlay of the optimized geometries for the 1'A (top) and
13A (bottom) states of Ti(Il)—salen from different levels of theory.
The theoretical methods include CASSCF (black), B3LYP (green),
BPS86 (blue), and BPWI1 (mauve).

TABLE 2: LRMSD(;&) in Molecular Geometries for the 1'A
and 13A States of (Lower Triangular) Ti(II)— and (Upper
Triangular) Zr(II)—Salens

CASSCF B3LYP BP86 BPWI1

CASSCF 0.129 0.147 0.143 CASSCF
0133  0.141 0.138
B3LYP  0.159 0.029 0.025 B3LYP
= 0.100 0.017  0.015 =)
£ BP86 0175  0.021 0011 BP86 3
0.116 0.035 0.004
BPW91  0.173  0.019 0.003 BPW91
0.112 0.035  0.005

states from all multireference computations along with the
relative energies from DFT for the 14, 13A, and 1°A states are
included in Table 4. The CASPT?3 results predict the anticipated
3A ground state for the system. The singlet state is predicted to
lie slightly more than 20 kcal mol~! higher in energy, a value
that is remarkably well matched by the B3LYP results.
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TABLE 3: Leading Determinants from SA-CASSCF
Calculations on the Low-Lying Electronic States of
Ti(II)—Salen

state determinant coefficient
I'A (d2)? 0.9050
(d)? —0.4094
2'A (d2)? 0.7071
(dy.)? —0.7071
3'A (d2)a(d,)p 0.6022
(d2)pd,)o —0.6022
(d)? 0.4917
(dy.)? —0.1752
13A (d2)ou(d,;)o 0.8272
(dw)a (dy)o 0.5619
23A (d2)o(dy)o 0.6811
(dyr)ol(dy ) o 0.6784
(d2)ou(d,,)o —0.2753
33A (dy)ou(dy)o 0.7077
(d2)o(dy)o —0.7066

TABLE 4: Relative Energies (kcal mol™!) for the
Low-Lying Electronic States of V(III)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOI

1'A 20.71 23.56 30.71 2029 1448  14.85
2'A 20.74 23.06 31.03
3'A 26.28 28.50 35.84

I°A 0.85 0.00 0.00 0.00 0.00 0.00
2’A 0.00 0.44 1.02
3%A 5.53 7.95 9.24
PA 3534 3923  38.29

Interestingly, the 13A and 23A states [split by approximately 2
kcal mol~! in Ti(Il)—salen] are nearly degenerate in V(II[)—salen
with the CASPT3 results flipping the state ordering relative to
the CASPT2 and CASSCEF results. The states are labeled with
respect to the ordering observed in the SA-CASSCF computa-
tions. All multireference approaches place the 1A and 23A states
within 1 kcal mol ™! of each other, which is within the anticipated
error bars for the results. A similar effect is observed for the
1'A and 2!'A states as well, being separated by only 0.03 kcal
mol~! at the CASPT3 level of theory. Again, corrections for
dynamical electron correlation tend to stabilize the 1'A state
relative to the 13A state. Although BP86 and BPW91 predict
the correct ordering of the electronic states, both functionals
predict the 1'A state to be more stable than that observed in
our most reliable results. Overall, B3ALYP provides superior
agreement with CASPT3 for the relative energies in V(III)—salen.

The optimized geometries of the 1'A and 1°A states of
V(III)—salen are overlaid in Figure 7. The DFT geometries for
both states are nearly indistinguishable, in both cases being more
planar than the corresponding CASSCF geometry. Overall, the
differences between the DFT and CASSCF geometries are
slightly larger than those observed in Ti(II)—salen. The LRMS-
Ds presented in Table 5 reveal the B3LYP geometries to be
somewhat closer to the CASSCF geometries than are those from
BP86 or BPWY1, although the difference is clearly negligible.
All of the functionals examined perform similarly in comparison
to CASSCEF for the geometries of both the 1'A and 13A states.

The leading determinants from the SA-CASSCF computations
are presented in Table 6. The 1'A and 2!A states are demon-
strated to be qualitatively similar to the corresponding states in
Ti(II)—salen, with somewhat increased multireference character.
Relative to Ti(I)—salen, the weight of the leading determinant
is smaller and the weight of the second determinant is larger
for both states. This is in contrast to the low-lying triplet states,
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Figure 6. Isosurface plots of the d.2 (lower), d,; (center), and d,, (upper)
CASSCEF orbitals that comprise the active space for V(IlI)—salen.

which become increasingly single-reference with the increased
oxidation state. The leading coefficients (0.969, 1.000, and
1.000—note the use of a small active space) are closer to what
would be expected for well-behaved single-reference systems.
Being very similar to Ti(I)—salen, B3LYP provides geometries
and relative energies that are closer to our best results than are
the BP86 and BPW91 results (LRMSD < 0.200 A, AE <
0.42 kcal mol™1).

Cr(IV)—Salen. The increased formal oxidation state in
Cr(IV) leads to strong mixing of the metal d-orbitals with the
Rur orbitals of the salen ligand, providing an electronic structure
distinctly different from that observed in Ti(II)— and V(III)—salen
above. CAS-CI computations for Cr(IV)—salen reveal the strong
mixing of the metal and ligand orbitals as well as the increased
nondynamical correlation effects which result. The three low-
lying singlet and triplet states observed in the previous systems
are significantly split as a consequence, giving rise to a low-
lying singlet and a low-lying triplet state. The computations
further demonstrate the existence of two nearly-degenerate low-
lying quintet states. These states were optimized at the SA-
CASSCF(6/6)/6-31G*[1'A,13A,15A,25A] level of theory with
an active space consisting of the ligand Rzt orbitals and the
four lowest-lying Cr d-orbitals. These are depicted in Figure 8
from the SA-CASSCF computation of the 1A state. The SA-
CASSCEF orbitals clearly reveal the strong mixing of the ligand
Rz and Cr d,; and d,; orbitals. The orbitals have been labeled
in the figure based upon the dominant d-orbital character. The
multireference results reveal nearly degenerate 13A, 14, and
25A states with small corrections to the relative energies for
dynamical electron correlation. It should be noted that the
presence of intruder states required the use of a level shift (0.3)
in the CASPT2 computations.
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Figure 7. Overlay of the optimized geometries for the 1'A (top) and
13A (bottom) states of V(III)—salen from different levels of theory.
The theoretical methods include CASSCF (black), B3LYP (green),
BP86 (blue), and BPW91 (mauve).

TABLE 5: LRMSD(A) in Molecular Geometries for the 1'A
and 13A States of (Lower Traingular) V(III)— and (Upper
Triangular) Nb(III)—Salens

CASSCF B3LYP BP86 BPWI1

CASSCF 0326 0399 0401  CASSCF
0441 0067  0.064
B3LYP 0.194 0093 0085 B3LYP _
g 0.200 0454 0457 g
S BP86 0.216 0.034 0.021  BP86 2
0.209 0.019 0.007
BPW91 0.211 0.028  0.008 BPW91
0.207 0015 0.006

That the electronic structure of Cr(IV)—salen is dissimilar
from the previous systems is obvious from the relative energies
predicted by DFT. The DFT approaches provide qualitatively
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TABLE 6: Leading Determinants from SA-CASSCF
Calculations on the Low-Lying Electronic States of
V(II)—Salen

state determinant coefficient
1'A (d2)? 0.8737
(d)? —0.4697
2'A (d2)? 0.7070
(dy.)? —0.7070
31A (d)? 0.7392
(dy)? —0.4777
(d2)a(d,)p 0.3020
(d2)pd,)o —0.3020
(d2)? 0.2071
1’°A (dy)ou(dy)o 0.9694
(d2)ou(d,,)o 0.2455
23A (d2)o(dy)o 1.0000
33A (d2)ou(d,,)o 1.0000

TABLE 7: Relative Energies (kcal mol™!) for the
Low-Lying Electronic States of Cr(IV)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOI
1'A 55.14 55.85 60.25 2471 1934 19.87

I°A 0.00 0.00 0.00 4.31 0.00 0.00
PA 8.48 0.19 0.61 0.00 11.52 9.81
2°A 13.51 1.11 0.88

TABLE 8: Leading Determinants from CASSCF
Calculations on the Low-Lying Electronic States of
Cr(IV)—Salen

state determinant coefficient
I'A R R)0(d)B(dy)B(d -2 0.3109
(R’ (Rm2)B(dr)o(dy)o(d2—y2) 8 0.3109
(d2)*(Rm)B(d)aldy)od-y2)B —0.2430
(d2)*(Rm)o(d)B(dy)B(de- ) —0.2430
(R (Rm)*(d.)? —0.2257
(R)A(Rm)*(d2-y2)? 0.2135
IPA (R1)*(R7m2)*(d,)ou(d.r) o —0.3498
(Ror1)*(d2-y?)X(dy) o(dsr) ot 0.3346
(Rnl )2(d22)2(dyz)0~(dxz)a 0.2781
(R (Rm)f(d)a(dy)ol(dey2)a 0.2737
(de—y2)A(d2)*(d,)o(d)a —0.2701
(d2)2(Rrp)f(d)o(dy)a(d 2 2o —0.2190
1°A (R7t)X(Rz)o(dy)o(d ) o d2-y2) o 0.4885
(Rm)*(de)a(Rory)a(dy)ou(d2) o —0.4142
(de—2)* R a(Rm)o(dy)o(d2)a 0.3996
(d2)* (R o(dy)ou(d,)a(d—y2)o —0.3920
(Rozy)a(d,)(Rmz)o(d ) o(de—y2)a(d2) o —0.2788
(Rmp)a(d.)B(Ra)o(dy)ol(de—y2)a(d2)o —0.2759
(d)o(R)B(R)0(dy)0o(d - 2)a(d2) o 0.2581
2°A (R72)X(d) Rz )ou(d,) o (dy2-y2) 0.4377
(R)*(d,)ad,)old - 2)a(d2)o —0.4004
(d2)*(Rrpaud,,)o(dy)ou(d - 2o —0.3757

different descriptions of the electronic state ordering for this
system, as can be observed from the relative energies in Table
7. All functionals predict the 1°A state to be significantly lower
in energy than in the previous systems, with B3LYP predicting
a 1°A ground state. BP86 and BPW91 again provide a very
similar description of the electronic state ordering, with relative
energies differing by no more than 1.71 kcal mol~!. Unlike in
the Ti(I[)— and V(III)—salen systems presented above, the BP86
and BPWO1 functionals provide relative energies somewhat
closer to our best results than those from B3LYP. However,
the performance of all functionals is markedly worse for the
relative energies of Cr(IV)—salen than for the other 3d?-metal
salens presented above. Although strong mixing of the Rz
orbitals with the Cr d,; and d,, orbitals is clearly evident from
Figure 8, the resulting CI coefficients (included in Table 8)
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Rj*r1

TABLE 9: LRMSD (A) in Molecular Geometries for the
1'A, 134, and 15A States of (Lower Triangular) Cr(IV)— and
(Upper Triangular) Mo(IV)—Salens

Rn"‘ \ d.‘ 2

Figure 8. Isosurface plots of the orbitals comprising the active space for Cr(IV)—Salen.

J. Phys. Chem. A, Vol. 112, No. 29, 2008 6747

TABLE 11: Leading Determinants from SA-CASSCF
Calculations on the Low-Lying Electronic States of
Zr(IT)—Salen

CASSCF B3LYP BP8 BPW9Il state determinant coefficient

CASSCF 0.150  0.160  0.160 CASSCF 1'A (d2)? 0.9093
0.084 0.097 0.093 (dxz)z —0.4077

B3LYP 0.131 0.026  0.023  B3LYP 2'A (dz)? 0.7071

. . . 2 —_

_ 0.140 0.016  0.016 _ . (d-"z)z 0.7071
S 0174 = 3'A (d2) 0.778
5 BPS6 0.140 0.025 0.006  BPS86 § (dw)? —0.544
0.134 0.023 0.005 (dy)? —0.210

0.198 0.034 1’°A (d2)ou(dy)o 0.9922

BPW91 0.137 0.020  0.006 BPWI1 23A (d2)o(dy)o 1.0000
0.133 0.017  0.008 33A (de)a(dy)o 0.9874

0.183 0.030 0.018 (d2)a(d,)o 0.1580

TABLE 10: Relative Energies (kcal mol™!) for the
Low-Lying Electronic States of Zr(II)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOI

1'A 9.69 13.59 15.00 9.69 6.48 6.32
2'A 16.13 17.67 18.70
31A 3265 33.24 28.79
1°A 0.00 0.00 0.00 0.00 0.00 0.00
A 2343 26.58 15.52
3¥A 3854 41.47 25.44
IPA 68.51 6645  66.26

reveal the extremely strong multireference character of the
electronic states. The leading coefficients are never larger than
0.4885 for all of the states explored. It should be noted that the
use of natural orbitals from the SA-CASSCF density matrix
(as opposed to “state specific” natural orbitals), although
providing for a consistent set of molecular orbitals for describing
the electronic structure of all states, could serve to enhance both
the mixing of the active-space orbitals as well as the number
of important electronic configurations. Such effects are antici-
pated to be moderate and do not detract from the comparison
of the geometries and relative energies to those from the DFT
approaches. Surprisingly, the DFT approaches provide geom-
etries closer to the CASSCF geometries than was observed for
Ti(II)— or V{II)—salen. This can be clearly seen from Figure

9 and from the LRMSD values in Table 9. Although B3LYP
provides geometries that are somewhat closer to CASSCF than
are those from BP86 and BPWO1, all of the functionals provide
similar agreement for the geometries of Cr(IV)—salen.

4d-Metals

Zr(II)—Salen. CAS-CI computations on Zr(II)—salen reveal
a similar electronic structure to that of Ti(II)—salen presented
above. The relative energies computed at the SA-CASSCF(2/
3)/6-31G*[1'A,2'A,3'A,13A,23A,33A] level are included in
Table 10 and compared to those from DFT. The active-space
orbitals form the SA-CASSCF optimization of the 1'A state
are depicted in Figure 10. It is generally assumed that complexes
of 4d metals exhibit smaller nondynamical correlation effects
and larger electronic state splittings.”> However, the splitting
of the lowest singlet and triplet states is apparently slightly
smaller for Zr(II)—salen than for Ti(II)—salen (9.69 vs 13.24
kcal mol™! using CASPT3). Somewhat surprisingly, the
singlet—triplet splitting from B3LYP is identical to the CASPT3
result. The nonhybrid, generalized gradient approaches (BP86
and BPWO1) slightly underestimate the stability of the triplet
state compared to the B3LYP and the high-level CASPT3
results.

The overlays of the optimized 1'A and 13A geometries are
displayed in Figure 11. Again, the geometries provided by all
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Figure 9. Overlay of the optimized geometries for the 1'A (left), 13A (center), and 1°A (right) states of Cr(IV)—salen from different levels of
theory. The theoretical methods include CASSCF (black), B3LYP (green), BP86 (blue), and BPW91 (mauve).

-9
=

Figure 10. Isosurface plots of the d.2 (lower), d,. (center), and d,.

(upper) CASSCF orbitals that comprise the active space for
Zr(IT)—salen.

functionals agree very well with those from CASSCF. The
comparison is similar to that witnessed in Ti(I)—salen, as is
evident from the LRMSD values in Table 2. As has been
observed previously in other metal—salen systems,” DFT
predicts a slightly larger out-of-plane puckering of the central
metal atom when compared to the CASSCF results.

The leading determinants from the SA-CASSCF computation
are presented in Table 11. The triplet state are all predicted to
be strongly single-reference (leading coefficients of 0.999, 1.000,
and 0.987 respectively). In contrast, the singlet states remain

S,
%

Figure 11. Overlay of the optimized geometries for the 1'A (top) and
13A (bottom) states of Zr(Il)—salen from different levels of theory.
The theoretical methods include CASSCF (black), B3LYP (green),
BP86 (blue), and BPW91 (mauve).

strongly multireference and the coefficients are very similar to
those observed in Ti(I)—salen above.

Nb(III)—Salen. The relative energies from all methods for
the low-lying electronic states of Nb(III)—salen are included
in Table 12. CAS-CI computations reveal a very similar
electronic structure to Zr(II)—salen above, with three low-lying
singlet and triplet states well described by the same 2-in-3 active
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TABLE 12: Relative Energies (kcal mol~!) for the
Low-Lying Electronic States of Nb(III)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOI

1'A 19.78 19.57 18.30 1.39  13.37  14.00
2'A 20.71 20.83 18.99
3'A 29.42 29.50 29.77

I°A 0.00 0.00 0.00 0.00 0.00 0.00
2’A 12.75 13.21 9.62
3%A 25.45 23.63 13.11
PA 47.09 57.81 57.07

TABLE 13: Leading Determinants from SA-CASSCF
Calculations on the Low-Lying Electronic States of
Nb(III)—Salen

state determinant coefficient
1'A (d2)? 0.8083
(d)? —0.5855
2'A (d2)a(dy)p 0.7070
(d2)B(d)o —0.7070
31A (d)? 0.7633
(d2)? 0.4340
(dy)? —0.4034
(d2)Bd,)o 0.1821
(d2)a(d,)p —0.1821
(d2)a(d,)p —0.1821
1’°A (“)o(d)a 0.9960
23A (“2)0(dy)o 0.9882
33A (4)a(dy:) o 0.9957

TABLE 14: Relative Energies (kcal mol~!) for the
Low-Lying Electronic States of Mo(IV)—Salen Computed at
Various Levels of Theory

CASPT3 CASPT2 CASSCF B3LYP BP86 BPWOI

1'A 23.21 21.98 19.26 1647 1475  14.96
2'A 22.34 22.80 19.40
3'A 31.34 30.50 3272

I°A 0.00 0.00 0.00 0.00 0.00 0.00
2’A 7.52 7.99 1.91
3°A 33.84 35.58 3272
PA 26.12 3201 31.08

TABLE 15: Leading Determinants from SA-CASSCF
Calculations on the Low-Lying Electronic States of
Mo(IV)—Salen

state determinant coefficient
1'A (d2)? 0.7622
(d)? —0.6459
2'A (d2)a(dy)p 0.7071
(d2)B(d)o —0.7071
31A (d)? 0.7601
(d2)? 0.5542
(dy)? —0.3182
1’°A (d2)ou(d,,)o 0.9982
23A (d2)o(dy)o 1.0000
33A (dy)ou(dy)o 0.9982

space (depicted in Figure 12). With the exception of the 33A
state, the SA-CASSCF(2/3)/6-31G*[1'A,2'A,31A,13A,23A,33A]
relative energies are not changed by much upon correction for
dynamical correlation via CASPT2 and CASPT3. From the
leading coefficients (Table 13), all of the singlet states are
observed to be strongly multireference. Although the open-shell
2'A state is not anticipated to be well described by a single
reference function, the leading coefficients for the strongly
closed-shell 1'A and 3'A states are quite small (0.808 and 0.763
respectively). Overall, the leading determinants for Nb(III)—salen
in Table 13 reveal a much stronger multireference character than
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Figure 12. Isosurface plots of the d2 (lower), d.. (center), and d,.
(upper) CASSCF orbitals that comprise the active space for
Nb(III)—salen.

those for the iso-electronic Zr(II)—salen presented in Table 11.
The BP86 and BPWO1 values for the gap between the lowest
singlet and triplet states are in reasonable agreement with the
CASPT3 results, whereas B3LYP greatly underestimates this
energy difference (1.4 vs 19.8 kcal mol™!). Due to the strong
nondynamical correlation effects in Nb(III)—salen, the agree-
ment between BP86/BPWO91 and CASPT3 appears to be
fortuitous. Although we do not report multireference results for
the 1°A state, the DFT results are in agreement that it is much
higher in energy (~50 kcal mol™!) than the low-lying singlets
and triplets considered.

The optimized geometries for the 1'A and 13A states of
Nb(II)—salen are overlaid in Figure 13 and the LRMSD values
are tabulated in Table 5. As can be easily observed either by
comparing the geometries for Zr(I)—salen in Figure 10 to those
in Figure 12 here or by comparing the LRMSD values from
Table 2 to those from Table 5, the overall agreement in the
molecular geometries is significantly worse for Nb(III)—salen
than for Zr(II)—salen. The maximum LRMSD [0.147 A in the
case of Zr(I)—salen] is now 0.457 A. The geometries from
BP86 and BPWYI1 are nearly identical, being very close
(LRMSD < A) to the CASSCF geometry for the 13A state.
However, none of the functionals employed provide reasonable
agreement with the CASSCF geometry for the highly multi-
reference 1'A state. Although the B3LYP 1'A geometry is
closest to that from CASSCF, the LRMSD of 0.326 A remains
quite large. All of the functionals predict the 1'A state to possess
a significant out-of-plane distortion relative to the CASSCF
geometry.

Mo(IV)—Salen. The relative energies from all methods for
Mo(IV)—salen are included in Table 14, being qualitatively
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Figure 13. Overlay of the optimized geometries for the 1'A (top) and
I3A (bottom) states of Nb(IIT)—salen from different levels of theory.
The theoretical methods include CASSCF (black), B3LYP (green),
BP86 (blue), and BPWO91 (mauve).

similar to those of the iso-electronic Zr(II)— and Nb(III)—salens
presented above. All of the density functionals provide very
similar descriptions of the electronic state ordering. Although
all functionals place the 1A state much lower in energy than
that observed in Zr(II)— and Nb(III)—salen, the DFT approaches
along with large CAS-CI computations predict the 1°A state to
be fairly well separated from the low-lying singlet and triplet
states. The lowest singlet and triplet states are all seemingly
well described by the same three-in-two active-space (see Figure
14) employed for the previous systems, and the SA-CASSCF(2/
3)/6-31G*[1'A2'A,3'A,13A,23A,33A] relative energies are in-
cluded in Table 14. Dynamical correlation corrections are small
except for the 23A state. The 13A—1'A splitting predicted at
the SA-CASSCEF level is slightly larger than that observed in
Nb(III)—salen or than that predicted by DFT. Unsurprisingly,
the B3LYP functional predicts a slightly larger splitting than
the BP86 and BPWO91 approaches.

Figure 14. Isosurface plots of the d.2 (lower), d,. (center), and d,.
(upper) CASSCF orbitals that comprise the active space for
Mo(IV)—salen.

The leading determinants from the SA-CASSCF computations
are presented in Table 15 for the lowest singlet and triplet states.
Just as in Zr(II)— and Nb(III)—salen, the singlet states appear
highly multireference and the triplet states are all strongly single-
reference. The 1'A state becomes increasingly multireference
moving from Zr(II)—salen to Mo(IV)—salen. The weight of the
leading (d.2)? determinant becomes increasingly smaller [being
0.909, 0.808, 0.762 for Zr(Il)—, Nb(III)—, and Mo(IV)—salen,
respectively]. At the same time, the substantial weight of the
(d.,)? configuration becomes increasingly larger [being —0.408,
—0.586, and —0.646 for the same systems].

The optimized geometries for the 1'A and 13A states of
Mo(IV)—salen from the various levels of theory are depicted
in Figure 15 and the computed LRMSD values are presented
in Table 9. The CASSCF molecular geometries (especially for
the 1'A state) are noticeably more planar than those from the
DFT approaches. As can be observed from the LRMSD values
in Table 9, the BP86 and BPW91 geometries are nearly identical
and are very similar to those provided by the B3LYP functional.
All of the DFT approaches provide geometries that are
significantly different from the CASSCF geometries, although
less so for the 13A state than for the 1'A state.

Conclusions

The results presented here clearly establish strong nondy-
namical correlation effects in the d>-metal salen systems. With
the exception of Cr(IV)—salen, all of the systems examined were
found to posses a 13A ground state. The 1'A states were
observed to lie 10—30 kcal mol~! higher in energy, with the
singlet—triplet splitting increasing with increasing formal oxida-
tion state at the metal center. The 1'A states were observed to
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Figure 15. Overlay of the optimized geometries for the 1'A (top) and
13A (bottom) states of Mo(IV)—salen from different levels of theory.
The theoretical methods include CASSCF (black), B3LYP (green),
BPS86 (blue), and BPWI1 (mauve).

become increasingly multireference with the increasing oxidation
state (based upon both decreasing Cp and increasing C;
coefficients), in contrast to the 13A states becoming increasingly
single-reference. With the exception of Cr(IV)—salen, all of the
systems were well described by a relatively small 2-in-3 active
space. Interestingly, the 4d metal—salens exhibit similar non-
dynaical correlation effects as the corresponding 3d system. The
leading coefficients from the SA-CASSCF computations are
similar in each.

The results from three commonly-employed density func-
tionals were benchmarked against those from CASSCF and
CASPT3. Given the strong multireference character of many
of the states examined, the generally reasonable performance
of DFT is surprising. With the exception of the Nb(III)—salen
system, all three functionals provide geometries that are typically
within 0.2 A LRMSD of the corresponding CASSCF geometry.
The performance for relative energies was observed to be
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somewhat worse, with B3LYP providing relative energies closer
to the CASPT3 results than BP86 or BPW91 for all systems
studied except Nb(IIT)—salen. As has been observed in our
previous work, the choice of the exchange functional remains
the central concern when selecting an appropriate DFT approach
for metal—ligand systems such as these. The results from BP86
and BPWO1 are nearly identical for all systems. With the
exception of Nb(III)—salen, B3LYP was found to provide
relative energies superior to those from BP86 or BPWO91. Both
the BP86 and BPWO91 approaches tend to underestimate the
relative stability of the high-spin 13A states. Although none of
the functionals employed provided reliable results for Nb(III)—salen,
B3LYP was observed to provide geometries and relative
energies closer to our benchmark values for the remainder of
the systems examined.
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