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Performance of Numerical Basis Set DFT for Aluminum Clusters
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We have investigated and compared the ability of numerical and Gaussian-type basis sets combined with
density functional theory (DFT) to accurately describe the geometries, binding energies, and electronic properties

of aluminum clusters, Al;,XH, (X = Al, Si; n =

0, 1, 2). DFT results are compared against high-level

benchmark calculations and experimental data where available. Properties compared include geometries, binding
energies, ionization potentials, electron affinities, and HOMO—LUMO gaps. Generally, the PBE functional
with the double numerical basis set with polarization (DNP) performs very well against experiment and the
analytical basis sets for considerably less computational expense.

1. Introduction

There has been considerable interest in the structure and
reactivity of metal clusters and nanostructures for use as building
blocks of new materials, particularly those with closed electronic
shells due to their high stability.!~* Experimental studies of the
ionization potentials,>® electron affinities (or electron detachment
energies of Al, ™), !! static polarizabilities,'? dissociations, '3~ 13
and reactivities 31017 of aluminum clusters have identified Al;3
as a particularly stable structure which has also been supported
by a range of theoretical studies.'373% This stability has been
attributed to the fact that Aljz has 39 valence electrons and
therefore is only one electron short of being closed shell in the
jellium model.’! In fact the Al;3~ anion and Alj»Si clusters,
which have 40 valence electrons and are therefore closed shell,
are even more stable than Al;3.7711:32740 A number of experi-
mental*!' and theoretical*>~*° studies have shown that a hydrogen
atom can also stabilize the Al;sz cluster by providing the
necessary additional electron to form a closed-shell aggregate.

Density functional theory (DFT) has been applied widely to
the study of metal clusters and nanostructures with varying
degrees of success. Clearly the choice of functional plays an
important role in the accuracy of a given result. A recent study
by Han et al.*” investigated the performance of a small number
of functionals and analytical basis sets for the description of
the geometric and electronic properties of Al;z and Alj3H.
However, numerical basis sets can offer some significant
advantages over analytical basis sets, particularly in terms of
computational efficiency.

As with Gaussian-type basis sets, numerical basis functions
are expressed as the product of a radial function and a spherical
harmonic. The numerical part is obtained by numerically solving
the atomic DFT equations, which along with the —([J*/2) terms
(required for the evaluation of the kinetic energy) are represented
as a set of cubic spline coefficients, thereby making them
piecewise analytic. This representation makes the generation
of analytic energy gradients much easier. Furthermore, Delley
reports>® that molecules can be dissociated exactly into their
constituent atoms (within the DFT context), thereby minimizing
or even eliminating basis set superposition error (BSSE). These
sets are computationally efficient, a feature which arises from
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the confinement of the atomic basis sets (from which the
numerical basis set is constructed) within a cutoff value r.. Strict
localization of the basis set within r. is ensured via a soft-
confinement potential, and the derivatives at r. are continuous.
The basis sets implemented in DMol® were constructed specif-
ically for use in DFT calculations.

Systematic studies concerning the performance of numerical
basis sets within DFT are scarce. It is intended that the present
study will complement and extend the work of Han et al.*’ by
studying the performance of a numerical and two analytical basis
sets with the PBE and PWO91 functionals against high-level
theoretical and experimental values, for the description of Al;3
and Al}»Si, their monocations, monoanions, and simple hydrides
of these clusters.

Another feature we are interested in investigating is the effect
of electronic occupation scheme on calculated properties of
aluminum clusters. Generally, quantum chemistry packages use
by default a Fermi occupation of orbitals, appropriate for
application to covalently bonded systems; however, computa-
tional codes designed for application to metallic systems often
provide a smearing or thermal occupation option to aid with
convergence. The DMol® program enables the application of
either standard Fermi occupations or, alternatively, a thermal
occupation procedure, which uses a finite-temperature Fermi
function to compute fractional occupation of orbitals, generally
deemed suitable for metallic systems, and is sometimes neces-
sary to achieve convergence of the density. In this study we
present results for Alj,XH, (X = Al, Si; n = 0, 1, 2) clusters
obtained with several density functionals with analytical basis
sets and Fermi occupations, and with a numerical basis set using
both Fermi occupations and thermal occupations. Results are
compared with CCSD and G3(MP2)-RAD values and available
experimental and theoretical values from the literature.

2. Theoretical Methods

Standard density functional theory and ab initio calculations
were performed using the DMol3,>® Gaussian 03,%! and MOL-
PRO%2 computer programs. Geometries for Aljs, Alj»Si, and
their respective monocations and monoanions were calculated
with the PBE’® and PWO9I%* functionals using the DNP,
6-31G(d,p), and 6-311G(d,p) basis sets, and at the CCSD/6-
31G(d,p) level, which provides a benchmark level for geometries
in the absence of experimental data. Calculations with the
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6-31G(d,p) and 6-311G(d,p) basis sets were performed in
Gaussian, while calculations in DMol® were performed with the
double numerical polarized (DNP) basis set. Each of these basis
sets include a d-type polarization function on heavy atoms and
a p-type polarization function on hydrogen. The DNP basis set
is comparable in size to the Gaussian-type 6-31G(d,p) basis set.
It was previously shown that an all-electron basis set with the
addition of d functions is essential for a proper description of
high-valence Al atoms.>

Binding energies and adiabatic ionization potentials (IPs) and
electron affinities (EAs) were evaluated at each level used for
geometry optimization and compared with values obtained with
a modified form of the high-level G3(MP2)-RAD procedure.’¢
Modifications in the present study include the use of CCSD/6-
31G(d,p) geometries and unscaled PBE/6-31G(d,p) zero-point
vibrational energy corrections. For a small number of systems
where we were unable to obtain CCSD/6-31G(d,p) geometries,
the corresponding PBE/6-31G(d,p) geometry was used for the
G3(MP2)-RAD calculation.

In all DMol? calculations, atom-centered grids were used for
the numerical integration with the “Fine” option that includes
about 2000 grid points for each atom and a real-space cutoff of
10.0 A was imposed for numerical integration. Self-consistent-
field (SCF) convergence criterion was set to the root-mean-
square change in the electronic density to be less than 2.7 x
107 eV. The convergence criteria applied for geometry
optimization were 2.7 x 107* eV for energy, 0.054 eV/A for
force, and 0.005 A for displacement. The thermal occupation
option in DMol3, which uses a finite-temperature Fermi function
to compute fractional occupations by mixing virtual orbitals into
the occupied space, is often necessary to achieve SCF conver-
gence in metallic systems. Therefore, we have performed the
DMol? calculations both with Fermi occupations (PBE/DNP and
PW91/DNP) and with the thermal occupation level set at 0.136
eV (BLYP/DNP(thermal), PBE/DNP(thermal), and PW91/
DNP(thermal)). All energies determined in the present study
have been corrected for zero-point vibrational energy. Aluminum
and silicon atoms were calculated using the unrestricted
nonsymmetrical formalism.

3. Results and Discussion

A. Assessment of Al;;X Geometries. The Alj; and Al;,Si
clusters have been studied extensively by both theoretical and
experimental procedures. However, in this study we wish to
compare the performance of Delleys Double Numerical basis
set with polarization (DNP)°% against analytical basis sets (6-
31G(d,p) and 6-311G(d,p)) for the description of Al;»X clusters
and their interaction with hydrogen. Further to this we will also
present results that compare the effect of the thermal occupation
procedure versus the standard Fermi occupation. Table 1
presents calculated structural properties for Als, Alj»Si, and
their respective monocations and monoanions, calculated with
the PBE and PW91 functionals using the DNP, 6-31G(d,p), and
6-311G(d,p) basis sets, and at CCSD/6-31G(d,p), which provides
a benchmark level for geometries in the absence of experimental
data. For comparison, we also provide results for BLYP/DNP
with thermal occupations, which we have used in a previous
study,*® and theoretical values from the literature '9726-3243.45
where available. Also included are mean absolute deviations
(MADs), mean deviations (MDs), and largest deviations (LDs)
from the CCSD/6-31G(d,p) level in the core—vertex bond
lengths obtained with the DFT procedures.

As can be seen from the mean absolute deviations in Table
1, all levels give good overall performance for core—vertex
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distances compared to CCSD/6-31G(d,p). It is also clear that
there is relatively little difference in the performance of the PBE
and PWO1 functionals with each of the respective basis sets.
The PW91/6-311G(d,p) level performs best with a MAD of
0.003 A, closely followed by the PBE/6-311G(d,p) and PBE/
6-31G(d,p) levels. The PBE/DNP and PW91/DNP levels using
Fermi occupations give performances almost identical to PW91/
6-31G(d,p) and perform only slightly less well than PBE and
PWO91 with the larger 6-311G(d,p) basis set. Generally all of
the procedures slightly underestimate the core—vertex distances
obtained at CCSD/6-31G(d,p); however, our values are similar
to those obtained in earlier studies.!?2!:2326,32734,36,37,39.43.45

It can be seen from Table 1 that some methods give structures
with different symmetries when the thermal occupation proce-
dure is used. These methods also exhibit the largest MADs and
LDs from CCSD/6-31G(d,p). Generally, these larger deviations
occur for the open-shell systems and relate to the fact that
inclusion of thermal occupations leads to fractional occupations
of the HOMO, which in turn reduces the impact of Jahn—Teller
distortions in several structures (Al;z*, Aljs, AlLSit, and
Alj»Si7). Consequently, this leads to a shortening of the
“distorted” bond(s) and optimization to higher symmetry
structures. The BLYP/DNP(thermal) procedure offers the poor-
est agreement with the CCSD/6-31G(d,p) level and is also the
only procedure that systematically overestimates the core—vertex
distances of these species.

B. Assessment of Al;;X Energies. Table 2 presents energetic
data for Alj3 and Al,Si calculated at a range of DFT levels
and compared with G3(MP2)-RAD as well as theoretical and
experimental >~!'1:134! values from the literature. The G3(MP2)-
RAD level provides a benchmark for energies in this study and
has previously®® been found to give good overall performance
for energies in the G2/97 test set. G3(MP2)-RAD essentially
corresponds to the URCCSD(T)/G3MP2large//B3LYP/6-31G(d)
+ ZPVE energies, obtained using additivity approximations;
however, we have modified the standard G3(MP2)-RAD
procedure for this study to include CCSD/6-31G(d,p) geometries
and unscaled PBE/6-31G(d,p) zero-point vibrational energies.>’

With the exception of BLYP/DNP(thermal), there is generally
very close agreement in the DFT binding energies (BEs) for
Alj; and Al,Si species regardless of basis set or occupation
scheme. In particular, our PBE and PW91 binding energies for
Al;3 are in excellent agreement with our benchmark G3(MP2)-
RAD level, with deviations of —0.44 to +0.19 eV, while for
Al}5Si the deviations range from —0.80 to —0.30 eV. Excluding
BLYP/DNP, all of our theoretical values for the binding energy
of Al;z are higher (0.39—1.02 eV) than the experimental value
of Ray et al.,!> which may indicate that the experimental value
is slightly low. The theoretical values of Calleja et al.?® and
Kumar et al.’” using PBE with pseudopotential and PW91 with
plane-wave basis sets, respectively, are slightly higher than our
calculated values. However, the binding energies obtained by
LDA methods are somewhat higher than our values, reflecting
the known overbinding of these methods compared to GGA
procedures.32-33.3536.3843 There is only a relatively small basis
set effect, with the 6-31G(d,p) values being 0.24 eV higher than
the 6-311G(d,p) values while the DNP (Fermi) values are in
fact only ~0.11 eV higher than the 6-311G(d,p) values.
However, binding energies at the BLYP/DNP level are generally
5—6 eV lower than the values obtained with PBE and PW91.

There have been relatively few studies of Al;»X clusters at
the CCSD level due to the computational expense, particularly
for open-shell systems such as Aljs. In the study of Alj3™ by
Dolgounitcheva at al.?® single-point energies at the CCSD(T)/
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TABLE 3: Structural (A) and Energetic (eV) Properties of Al;zH Isomers

PBE/DNP PBE/ PBE/ CCSD/
(thermal) PBE/DNP 6-31G(d,p) 6-311G(d,p) 6-31G(d,p) literature
AljzH (Atop)
state A A A A
H binding energy (eV) 2.21 2.49 2.51 2.47 248+ 2.67,2.72,42.88,2.82/2.88,¢
3.03,72.56,:2.74) 2.92 ¥ 3.09
Enomo-Lumo (€V) 1.64 1.62 1.56 1.55 0.92, 1.56, 1.30,% 2.16," 1.46, 2.53/
symm Cl Cl Cl Cl
AlL—H (A) 1.597 1.596 1.601 1.600 1.57,¢ 1.57,41.59!
Al—Aly (A) 2.705 2.591 2.592 2.590 2.68,¢2.79¢
Al;H (Bridge)
state 1A 1A, 1A, 1A, 1A,
H binding energy (eV) 2.40 2.68 271 2.67 2687  3.2403.0243.28¢3.10/2.58¢
2.65,12.62,12.64/
Exomo-Lumo (€V) 1.74 1.74 1.72 1.72 1714 177/ 1.44,2 2.35,0 1.67,i 2,77
symm Cyy Cyy Gy, Gy, Cy,
Al,—H (A) 1.800 1.800 1.805 1.801 1.767 1.76,€ 1.79¢
Al—Aly (A) 2.617 2.617 2.620 2.624 2.627 2.68,¢2.80¢
AlysH (Hollow)
state 1A, 1A, 1A, 1A,
H binding energy (eV) 2.42 2.71 2.73 2.69 2.73¢ 3.01,23.36¢
Esomo-tomo (eV) 1.91 1.90 1.88 1.88 1.86¢
symm (& Cs, Cs, Cs, Gy,
Al,—H (A) 1.954 1.955 1.955 1.952 1.943 1.94,41.94¢
Al.—Alyy (A) 2.653 2.653 2.658 2.661 2.673 2.80,42.67¢
Al;,SiH (Atop)
state 2A! 2A! 2A' 2A' 2A!
H binding energy (eV) 1.77 1.75 1.78 1.75 1.60¢
Enomo-Lumo (eV) 1.29 1.58 1.57 1.57
symm Cy Cy Cy C C,
Al,—H (A) 1.604 1.604 1.609 1.605 1.582
Sic—Alyg (A) 2.693 2.673 2.673 2.678 2.683
Al,SiH (Hollow)
state 2A, 27! 27! 27!
H binding energy (eV) 1.49 1.27 1.33 1.30 1.104b
Enomo-Lumo (V) 1.58 0.47 0.50 0.51
symm Cyy Cs C Cs
Al,—H (A) 1.919 1.856, 1.979, 1.979 1.899, 1.900, 2.011 1.994, 1.901, 1.901
Sic— Al (A) 2.652 2.609, 2.609, 2.609 2.621,2.621, 2.889 2.624,2.624,2.894
Al3H, (Atop, Atop)
state 2A, 2A, 2A, 2A, 2A,
H binding energy (eV) 2.37 2.38 2.42 2.37 2.444¢ 2.38k
Enomo-Lumo (V) 1.99 1.75 1.74 1.74
symm Dsq G Ci @ Ci
AlL,—H (A) 1.594 1.594 1.597 1.596 1.576
Sic—Aly (A) 2.653 2.645 2.646 2.651 2.649
Al},SiH, (Atop, Atop)
state 1A, A1 1A AL, A1
H binding energy (eV) 2.28 2.28 2.31 2.28 2.30
Enomo-Lumo (eV) 2.06 2.05 2.03 2.03
symm Dsq Dsq Dsq Dsq Dsy
Al,—H (A) 1.594 1.593 1.596 1.594 1.575
Sic—Aly (A) 2.628 2.626 2.630 2.635 2.627
MAD 0.017 0.013 0.010 0.008
MD 0.000 —0.007 —0.003 0.000
LD —0.034 —0.034 +0.038 +0.034

2 G3(MP2)-RAD energy. ” PBE/6-31G(d) geometry. ¢ Khanna and Jena.* ¢ Kawamura.** ¢ Duque et al.¥ / VWN/AVDZ from Han et al.*’
¢ BLYP/AVDZ from Han et al.¥’ " B3LYP/AVDZ from Han et al.*’ { PBE/AVDZ from Han et al.¥’ / PBEO/AVDZ from Han et al.*’ ¥ Jung and

Han.*® ! Charkin et al.*

There is essentially no basis set effect on the HOMO—LUMO
gap using the PBE and PWO91 functionals with Fermi occupa-
tions; however, the inclusion of thermal occupations leads to a
slight increase (~0.25 eV) in the gap compared to the corre-
sponding Fermi values. This can again be related to the fact
that the thermal occupation procedure effectively mixes some
virtual orbitals into the occupied space, so that the resulting
LUMO is generally higher in energy than for the case of Fermi
occupation. Our calculated values for the HOMO—LUMO gap*®
of Al;3 are somewhat larger than the PW91 value of Kumar et
al.,” but all of the values support the previous findings that the
Alys cluster is quite stable. At both BLYP and PBE levels, the

HOMO—-LUMO gap of Al;,Si is predicted to be slightly higher
than that for Al;3 and the values obtained are in close agreement
with those of LSDA calculations of Gong®* and the PW91 plane-
wave ultrasoft pseudopotential results of Kumar and co-wor-
kers373% while the SCF-LCAO-MO value predicted by Khanna
et al.® is significantly larger.

Table 2 also presents ionization potentials (IPs) and electron
affinities (EAs), compared with experimental and other
theoretical?0-21:24.25:32,33.39.43 yalues where available. As for the
binding energies there is very close agreement between the PBE
and PWOI levels, while a partial cancellation of errors leads to
a slightly improved performance by BLYP/DNP(thermal).
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Figure 1. Isomers of Al;sH and Al;,SiH.

We note that Cox et al.> suggest that the experimental IP of
Aly3 is slightly below 6.42 eV; however, Schriver et al.® interpret
the IP for Al;s to actually be slightly greater than 6.4 eV. Our
BLYP/DNP value is below 6.4 eV; however, the only other
theoretical value below 6.4 eV that we are aware of is the LDA-
DVM-Xa value of Cheng et al.?! In comparison, our G3(MP2)-
RAD, PBE, and PW91 values, calculated for the 3B electronic
state of Aly3™, are all greater than 6.4 eV and in close agreement
with the B3LYP theoretical value of Charkin et al.*® Other
theoretical values from the literature are generally higher than
our results,20:24.32.33.37.43

Generally our calculated IPs for Al;»Si (Al;pSit in the 2Ay,
electronic state) are slightly higher than the corresponding values
for Alj; and fall within the experimental range of Akutsu et
al.> and are close to the theoretical value of Charkin et al.”
However, for the procedures using thermal occupations, the IP
of Al;»Si is predicted to be lower (~0.2 eV) than that for Al;s.
This can be related to the fact that the thermal occupations
procedure generally has a larger effect in lowering the energy
of open-shell species than that of closed-shell species. When
thermal occupations are used, the energy of the system (A) is
calculated as

A=, TS

hermal

where Upermar 1S the electronic energy with fractional occupa-
tions, T is the electronic energy, and S is the entropy; therefore,
A is a free energy.®” While Uypermal is greater than the electronic
energy without fractional occupations (Unothermal), the entropic
contribution lowers A relative to Uyothermal-

The effect of thermal occupations on the IP of Al;3 appears
to be relatively small due to the fact that both Aljz* and Alj;
are open-shell species and are lowered in energy to a similar
extent. In comparison, while Al;»Si" is lowered in energy, the
closed-shell Al;»Si remains unchanged by the inclusion of
thermal occupations and so the IP for this system is lowered.

Gantefor et al.” were able to obtain estimates of the vertical
electron affinity®! using photodetachment spectroscopy of cold
cluster anions. They found that the first band of Al;3~ lies at an
extraordinarily high energy. This result is in agreement with
the jellium model which predicts shell closing for Al;3~ with
40 valence electrons. They also note that the adiabatic electron
affinity (EA) can only be determined from these spectra if the
vibrational structure of the electronic ground state is resolved
and the 0—0 vibrational transition identified. However, recent
interpretations®? of photoelectron spectra assign the maximum
of the photoelectron yield to the vertical detachment energy
(vDE) while the onset threshold of the photoelectron yield is
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assigned to the adiabatic electron affinity. Clearly, if the structure
of the neutral cluster and its anion are very similar, then the
EA and vDE should also be very similar. However, if there is
a significant difference in the structures, then there will also be
a significant difference between the vDE and EA of the cluster.
Table 1 indicates that there are slight differences in the structures
of Aljsz and Alj37; however, the experimental values of EA and
vDE range from 2.6 to 3.75 eV. Only our BLYP/DNP electron
affinity is in close agreement with the low-lying experimental
value of Gantefor et al.,” while our PBE and PWO1 values,
calculated for the lAg state of Alj37, are in closer agreement
with the experimental value of Taylor et al.® However, the
experimental value of Li and Wang!! is significantly higher than
all three of our theoretical values. Likewise, the experimental
vDE value of Cha et al. is significantly higher than our
theoretical values.

Not surprisingly, the EA of Al},Si is significantly lower than
that of the Al;s, reflecting the closed-shell nature of the Al;,Si
(A115Si™ in the 2A; ¢ electronic state). In Al;,Si the extra electron
has to go into the higher energy lg jellium orbital; however,
for Al;3 the extra electron completes the 2p level, giving a stable
closed-shell electronic configuration. There is generally very
close agreement between all of the DFT levels for the EA of
Al;»Si. However, thermal occupations has a significant effect
on lowering the energy of Al;»Si~, leading to an ~0.25 eV
increase in the calculated EA values.

It is clear from Table 2 that the DNP numerical basis set
generally gives comparable energies with the larger 6-311G(d,p)
analytical basis set using both PBE and PW91, as well as
offering good performance with respect to G3(MP2)-RAD and
available experimental values. Therefore, we recommend the
PBE/DNP level as a computationally cost-effective procedure
for the investigation of aluminum clusters.

C. Assessment of Al;;XH,, Geometries and Energies. Due
to the similarity in the results obtained with PBE and PW91
for the Al;»X clusters, we have limited our assessment of basis
sets and occupations for the hydrogenated clusters to the PBE
functional. Table 3 presents key data for the atop, bridge, and
hollow isomers of AljsH, the atop and hollow isomers of
Al}»SiH, and the lowest energy isomers of Al;3H, and Al;,SiH,,
compared with available theoretical and experimental data from
the literature. #3749 Structures for the isomers of Al;sH and
Al;»SiH are depicted in Figure 1.

As can be seen from Table 3, the PBE functional with each
of our basis sets gives good agreement for the geometries of
the Al;XH, clusters compared with the benchmark CCSD/6-
31G(d,p) level. The PBE/6-311G(d,p) level gives the smallest
MAD, closely followed by PBE/6-31G(d,p). The MAD for PBE/
DNP with Fermi occupations is slightly higher than that for
PBE/6-31G(d,p) but is still quite acceptable, while that for PBE/
DNP(thermal) is slightly higher again. Close inspection of Table
3 reveals that the DFT procedures tend to slightly overestimate
the Al—H bond lengths and slightly underestimate the X.—Al,
distances, relative to CCSD/6-31G(d,p). Likewise, our calculated
Al—H bond lengths for Al;3H are generally slightly longer than
the literature values and our Al.—Aly distances for Al;sH are
generally shorter for all three isomers. There is only a relatively
minor basis set effect on the geometries of the Al;;XH,, clusters,
which is demonstrated by a marginal increase in the X.—Al,
distances for a small number of systems.

Open-shell structures again generally exhibit higher symmetry
at the PBE/DNP(thermal) level than for the procedures using
Fermi occupations. As discussed earlier, this is due to mixing
of virtual orbitals into the occupied space, which lowers the
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Figure 2. Low-energy isomers of AljsH>and Al;,SiH,at PBE/DNP level.

effects of Jahn—Teller distortions. Consequently, the HOMO—
LUMO gaps for the open-shell hydrogenated systems at PBE/
DNP(thermal) are generally different from that of the corre-
sponding Fermi optimized systems. For Al;»SiH (hollow) and
Al;j3H; there is an ~0.25 increase in the calculated HOMO—LUMO
gap, however, for Al;,SiH (atop) thermal occupations leads to
an ~0.3 eV decrease in the HOMO—LUMO gap.

The preferred location of hydrogen adsorption on the Al;
cluster has involved some debate and seems to depend greatly
on the level of theory used, with the bridge and/or hollow sites
generally considered the preferred locations.*3~#° However, early
theoretical studies of Alj3H isomers appear to have only
considered structures in which the Al;3 cluster was constrained
to icosahedral symmetry or showed minimal distortion of the
cluster. Khanna and Jena® note that Al;; reacts strongly with
hydrogen and found, using DFT calculations within the local
density approximation (LDA), that the binding energy for
hydrogen in the bridge site of Al;sH was greater than that for
the atop position. However, Mafianes et al.*3 found using the
local spin density approximation (LSDA) that the atop and
bridge structures were saddle points and that the lowest energy
structure had the hydrogen in a hollow position. The generalized
gradient approximation (GGA) calculations of Kawamura et al.*
(PW91/plane-wave pseudopotentials) indicated that the bridge
and hollow structures for Alj3H are very close in energy.
However, as we reported previously,*® the lowest energy isomer
for Al;3H at the BLYP/DNP level is a significantly distorted
Al;3 cluster (root-mean-square deviation from 7, symmetry is
0.421) with the H atom in an atop position and the binding
energy of H to the cluster being 2.88 eV. Han et al.*’ also found
the distorted atop position to be lowest in energy at the BLYP/
aug-cc-pVDZ level, with a hydrogen binding energy also of
2.88 eV. Both studies find binding to the bridge and hollow
sites to be ~0.2 eV lower than the atop position. The B3LYP
study of Charkin et al.* also identified distorted isomers of
Alj3H lower in energy than the more symmetric structures and
found the distorted atop structure to be lowest in energy.

In the present study with PBE, all levels predict that the bridge
and hollow isomers of Al;3H are the most stable and are almost
degenerate in energy, while the atop isomer is found to be
slightly higher in energy. Our results are in agreement with the
PBE/aug-cc-pVDZ results of Han et al.,*” who report a binding
energy for hydrogen in the hollow, bridge, and atop sites of
2.64,2.62, and 2.48 eV, respectively, compared with our values
of 2.73, 2.71, and 2.5 eV, respectively, at the PBE/6-31G(d,p)
level. We also note that the PBE levels with Fermi occupations
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give excellent agreement with the benchmark G3(MP2)-RAD
level for the binding energy of H in Al;3H isomers. Generally,
the literature values using LDA (VWN and SVWN) give greater
binding energies for hydrogen to Al;3 than our PBE and
G3(MP2)-RAD procedures. Reinforcing the predicted stability
of Alj3H (hollow), all PBE levels predict that the HOMO—LUMO
gap for the hollow isomer is the largest, with the atop the lowest.
However, the values for all three isomers are higher than the
experimental estimate (~1.4 eV) of Burkart et al.*!

As for Alj3H, addition of hydrogen atom to Al;»Si is found
to proceed without a barrier. However, for Al;»SiH, the atop
isomer is found to be lowest in energy and the cluster exhibits
very little structural distortion. Likewise, there is relatively little
distortion from Cj, symmetry for the higher energy hollow
structure. We were unable to locate local minima corresponding
to the bridge structure of Al;»SiH. The calculated Al1—H bond
length for the atop isomer of Al;,SiH is found to be marginally
longer than Al—H in Al;3H (atop) at all levels investigated,
while for the hollow isomer, the AlI—H distances are generally
slightly shorter than the corresponding values in Al;3H (hollow).

Similarly, the hydrogen binding energies for Al;»SiH are
substantially lower than the corresponding values for Al;sH.
This difference in binding energy reflects the fact that Al;,Si
already has a completed valence electronic shell and therefore
has less affinity for hydrogen atom compared to Al;3, where
the single electron of the H atom completes the valence shell
of the cluster. The HOMO—LUMO gaps for the atop and hollow
isomers of Al»Si are lower than the corresponding values for
Aljs.

There is essentially no basis set effect on the binding energies
of hydrogen in the selected Al;2XH, clusters, with DNP
performing equally well as the larger and more expensive
6-311G(d,p) basis set. However, inclusion of thermal occupa-
tions does appear to have an effect on the binding energies of
several systems involving open-shell species. For example, the
binding energies for hydrogen in the isomers of Al;3H are ~0.3
eV lower using the PBE/DNP(thermal) level compared to PBE/
DNP(Fermi) due to the energy lowering effect on the open-
shell Al cluster. Thermal occupations also lowers the energy
of Al;xSiH (hollow), resulting in an increase in the binding
energy for hydrogen relative to the corresponding Fermi
calculation. In the case of Al;sH, where the two open-shell
species (Alj3H, and Aljs) are lowered in energy to a similar
extent, there is a cancellation of the effect.

D. Al;;XH; Isomers. Screening of structural isomers of
Al XH, (X = Al, Si) was carried out at the PBE/DNP level,
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and the five lowest energy structures are shown in Figure 2,
with the binding energy per hydrogen and HOMO—LUMO gap
(in parentheses) and with a schematic of the nomenclature used
to describe each adsorption site. Assessment of effects due to
basis set and electronic occupation scheme was only performed
on the lowest energy isomer of Al;3H, and Al;,SiH, (Table 3).

As indicated in Table 3 and Figure 2, the lowest energy
structure for Alj3H» has the hydrogen atoms in opposing atop
positions (atop(1)—atop(4)). The calculated binding energies per
hydrogen atom are only slightly less than that for a single
hydrogen in the atop position of Al;3H, using Fermi occupations.
The fact that the binding energy of the second hydrogen is less
than that of the first (—0.1 eV) is not surprising given that the
first hydrogen enables the cluster to achieve a closed 2p valence
electronic shell, whereas the second hydrogen leads to an open-
shell electronic structure. However, we might have expected a
larger decrease for the second hydrogen, given that H binding
to Alj»Si, which is isoelectronic with Alj3H, is significantly
lower. Jun and Han*® also identified the atop(l)—atop(4)
structure as the lowest energy isomer of Alj3H,. Their binding
energy for the second hydrogen atom (2.38 eV) at the PBEO/
6-311G(d,p) level agrees closely with our values. The AlI—H
bond lengths for this structure are essentially the same as the
Al—H distance in Al;3H (atop). However, the axial Al.—Al,
distance (~2.65 A) is slightly longer than the value in the
distorted atop Al;3 isomer but still slightly less than in the bare
Al structure. The remaining Al—Al distances are 2.643—2.701
A, which is essentially the same as in the bare cluster. The
HOMO—-LUMO gap for this highly symmetric structure is
similar to that for the bare cluster and significantly larger than
for the remaining structural isomers of Al;3H».

The next four low energy isomers of Al;3H;, have the two
hydrogen atoms bound to adjacent surface aluminum atoms with
one hydrogen in an atop position and the second in a bridge or
hollow position. The binding energy of the hydrogens to the
atop(1)—hollow(1,2,2) isomer is slightly greater than for
the other structures, which are almost degenerate in energy. The
HOMO—-LUMO gap for the atop(1)—hollow(1,2,2) isomer is
also slightly larger than for the other isomers. The fifth lowest
energy isomer is closely related to the atop(l)—bridge(2,2)
isomer but has the second hydrogen located in a central hollow
rather than a bridge position. In the subsequent structures there
is a further gradual decline in the binding energy of the hydrogen
to the cluster. Generally for these systems one hydrogen is
located in an atop position with the second located progressively
in hollow, bridge, and then atop positions.

Figure 2 also presents a selection of the lowest energy
Al;2SiH; structural isomers. As for AljsHa, the lowest energy
isomer of Al;>SiH; has the two hydrogen atoms in atop positions
on opposing sides of the cluster (atop(1)—atop(4)) with almost
no distortion of the symmetry of the underlying cluster.
Surprisingly, all levels predict that the binding energy for
hydrogen in this isomer is greater than the binding energy of
hydrogen atom in Al;,SiH (atop). In conjunction with this, the
Al—H distances in this structure are slightly shorter than the
Al—H distance in Al,SiH. Less surprisingly, the BE of
hydrogen in the Al;,SiH; cluster is less than for the correspond-
ing isomer of Al;3H,. The HOMO—LUMO gap for Al;,SiH,
atop(1)—atop(4) is also significantly greater than for the atop
and hollow isomers of Al;;SiH.

The hydrogen binding energies for the remaining isomers of
Al;,SiH, are lower (0.1 eV per hydrogen) than for the
atop(1)—atop(4) structure, but as can be seen from Figure 2
the hydrogen BE remains greater than twice that of one
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hydrogen in the atop isomer of Al;;SiH. However, there is a
substantial drop in the HOMO—LUMO gap for these isomers.
For these isomers the second hydrogen adopts hollow and bridge
sites in preference to atop positions. We note that, in a small
number of examples at the BLYP/DNP level, geometry opti-
mization of Al;,SiH, leads to a distorted structure that more
closely resembles a decahedral rather than an icosahedral
structure.

As noted for Al;XH systems, there is essentially no basis
set effect for the geometries and energies of Alj;XH, (X = Al,
Si) systems (Table 3). Further to this, the PBE level with Fermi
occupation generally gives good agreement with CCSD/6-
311G(d,p) for geometries and G3(MP2)-RAD for binding
energies. Thermal occupations again lead to energy lowering
and increase in the HOMO—LUMO gap of the open-shell
species, relative to Fermi occupations.

4. Conclusions

We have investigated and compared the ability of numerical
and Gaussian-type basis sets combined with density functional
theory to accurately describe the geometries, binding energies,
and electronic properties of aluminum clusters, Al;,XH, (X =
Al, Si; n = 0, 1, 2). Generally, the PBE functional with the
double numerical basis set with polarization (DNP) performs
very well against the analytical basis sets for considerably less
computational expense. Our study indicates that the PBE/DNP
level generally gives results comparable to those of the CCSD/
6-31G(d,p) level for Al;2XH, cluster geometries with a mean
absolute deviation for bond lengths only slightly greater than
observed with PBE/6-31G(d,p) and PBE/6-311G(d,p). The PBE/
DNP level also performs well for assessment of cluster binding
energies, ionization potentials, and electron affinities compared
with experiment and the high-level G3(MP2)-RAD procedure.
Therefore, we recommend the PBE/DNP level as a computa-
tionally cost-effective procedure for the investigation of alu-
minum clusters.

The thermal occupations procedure, which uses a finite
temperature Fermi function to compute fractional occupations
by mixing virtual orbitals into the occupied space, generally
affects the structures and energies of open-shell systems to a
greater extent than closed-shell species. Consequently, the open-
shell species generally exhibit higher symmetry when calculated
with thermal occupations and have slightly larger MADs for
bond lengths, compared to systems calculated with standard
Fermi occupations. Thermal occupations also generally leads
to a more significant lowering of the energy of open-shell species
than of closed-shell species, which has an impact on binding
energies, ionization potentials, and electron affinities involving
these species. Similarly, since the procedure involves mixing
of virtual orbitals into the occupied space, the magnitude of
the HOMO—LUMO gap for these species is generally larger
compared to the corresponding Fermi calculated value.

Our calculations also show that hydrogen binds to the Al;xX
clusters (X = Al, Si) without a barrier and that the binding of
hydrogen atom to Al is quite strong while the binding to the
closed-shell Al;,Si cluster is substantially weaker. In the case
of Aly3, the preferred location of the hydrogen appears to depend
on the DFT procedure used, with the hollow site marginally
favored over the bridge site at PBE/DNP. For the Al;,Si cluster
the atop position is favored with little distortion of the underlying
cluster symmetry.

A large number of structural isomers of Al;,XH, (X = Al,
Si) were investigated, and the lowest energy isomers were found
to be those in which the hydrogen atoms are in atop positions
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on opposite sides of the cluster. The binding energy for the two
hydrogen atoms in Al;3H; is slightly less than double the binding
energy for a single hydrogen in the atop position. Surprisingly,
the binding energy for the two hydrogen atoms to the closed-
shell Al;,Si is significantly more than twice the binding energy
of one hydrogen atom to Al;,Si.

There is essentially no basis set effect for the geometries and
energies of Alj,XH, (X = Al Si; n =1, 2) systems at the PBE
level. Further to this, the PBE level with Fermi occupation
generally gives good agreement with CCSD/6-311G(d,p) for
geometries and G3(MP2)-RAD for binding energies. Thermal
occupations generally leads to energy lowering and increase in
the HOMO—LUMO gap of the open-shell species, relative to
Fermi occupations.
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