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A time-independent density functional approach to the calculation of excitation energies from the ground
states of molecules typified by the strong nondynamic electron correlation is suggested. The new method is
based on the use of the spin-restricted ensemble-referenced Kohn-Sham formalism [Filatov, M.; Shaik, S.
Chem. Phys. Lett. 1999, 304, 429] for the calculation of the ground state. In the new method, the average
energy of the ground state and a state created by a single excitation thereof is minimized with respect to the
Kohn-Sham orbitals and their fractional occupation numbers. The lowest singlet excitation energies obtained
with the help of the new formalism for a number of model systems, such as the hydrogen molecule with
stretched bond, twisted ethylene, and twisted hexa-1,3,5-triene, are compared with the results of the time-
dependent density functional theory, with the results of ab initio CASSCF/CASPT2 calculations, and with the
experimental data. Applicability of the new method to the description of photochemical reactions is discussed.

1. Introduction

Density functional theory (DFT)1–3 has become an important
tool in studying the ground states of atoms and molecules.
Within the framework of DFT, the excited states are commonly
accessed via the use of the time-dependent formalism, TDDFT.4

Currently, this formalism is formulated for the nondegenerate
ground states, which can be described within the single-reference
Kohn-Sham approach. For molecules with the closed electronic
shells, this description is sufficiently accurate and TDDFT is
capable of yielding lowest excitation energies rivaling in
accuracy the results from high-level wave function ab initio
methods.

However, the description of molecules typified by the strong
nondynamic electron correlation, such as biradicals in the low-
spin states or molecules with dissociating bonds, requires the
use of methods that go beyond the standard paradigm in the
Kohn-Sham DFT and include the nondynamic electron cor-
relation explicitly into consideration.5–10 Typically, the strong
nondynamic correlation in molecules results from the (near)
degeneracy of a few electronic configurations, which is often
accompanied by the orbital (near) degeneracy. When an orbital
(near) degeneracy is encountered in the ground state of molecule,
the standard TDDFT description may break down due to the
occurrence of near zero orbital energy differences in the TDDFT
equations. The situations where the near degeneracy occurs can
be met in molecules with dissociating bonds; well-known
examples are the dissociating hydrogen molecule, where the
(σ)2 and the (σ*)2 configurations become near degenerate at large
internuclear separations, and the double bond breaking in
ethylene along the CdC twisting mode, where the (. . .(π)2) and
(. . .(π*)2) configurations become strictly degenerate at 90° of
twist.11–13

In wave function ab initio theory, the correct treatment of
molecules with the strong nondynamic correlation is achieved
with the use of the multireference methods, where the wave

function is approximated by a superposition of several Slater
determinants (or symmetry adapted configuration-state func-
tions) with nearly equal coefficients.14 Within DFT, one often
employs the symmetry-broken spin-unrestricted method (similar
to the spin-unrestricted Hartree-Fock theory)15 for the descrip-
tion of nondynamic correlation resulting from near degeneracy.
The use of this approach, however, leads to highly spin-
contaminated solutions that cannot be unambiguously assigned
to specific symmetry species. An alternative approach to the
nondynamic correlation within the framework of DFT is based
on the use of weighted sums (ensembles) of several single-
determinant Kohn-Sham configurations that are restricted to
possess the correct spin and spatial symmetry.16–27 In the latter
approach, the weighting factors in the ensembles can either be
determined by the symmetry requirements, which leads to the
so-called spin-restricted open-shell Kohn-Sham (ROKS)
method,18–21 or be variationally obtained from the energy
minimization as is done in the spin-restricted ensemble-
referenced Kohn-Sham (REKS) method.22–27 It has been
previously established that the former method is capable of
providing the correct description of the atomic and molecular
multiplet states20 and the latter method describes accurately the
low-spin ground states of biradicals,22–24 the magnetic coupling
inmetalcomplexes25–27 and thebonddissociation inmolecules.22,24

The ROKS and REKS methods are strictly applicable to the
ground states (or to the lowest energy states in the given
symmetry class) of molecules where mapping between the
density and the potential is justified by the Hohenberg-Kohn
theorems.1 A direct optimization of the excited-state energy with
respect to the excited-state density within the framework of DFT
is, however, questionable28 and may lead to certain artifacts in
practical calculations.29,30 In developing a time-independent
density functional theory for excited states, one has to include
the ground-state density into consideration.31–33

In the present work, we suggest a time-independent method
to the calculation of excited states in DFT which is based on
the ensemble approach. Within the ensemble approach to
DFT,34,35 the variational principle can be applied strictly to the
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optimization of energies of equiensembles of N lowest states
of the interacting Hamiltonian as well as to ensembles of
fractionally occupied and unequally weighted states.36,37 Thus
the aforementioned difficulties with the direct optimization of
the excited-state energy in DFT are avoided. For obtaining the
excited-state energy, we suggest to optimize variationally a
weighted sum of the energies of the ground state described by
the REKS method and of the excited state described by the
ROKS method. The KS orbitals obtained in this variational
procedure are used to calculate the ground and the excited-state
energies with the REKS and ROKS methods, respectively.
Because the outlined computational approach bears a similarity
with the state-average (SA) method in multireference wave
function ab initio theory, the new approach is dubbed SA-REKS.

In practical implementation of the SA-REKS method, the
ground singlet-state energy is combined with the energy of the
lowest excited singlet state which can be obtained by a single
electronic excitation from the ground state. Thus, this method
can be used for theoretical modeling of photoexcitation
processes12,13,38 in systems where the standard DFT/TDDFT
methods may be not applicable because of the presence of near
degeneracy effects in the ground state.39–43 In the following
section, the SA-REKS formalism will be described and it will
be applied to the calculation of the ground and excited-state
energies in a number of model systems in section 3. The
excitation energies and the profiles of the excited-state potential
energy surface obtained in the SA-REKS calculations will be
compared with the experimental data, with the results of TDDFT
calculations and with the results of multireference wave function
ab initio calculations carried out at the CASSCF/CASPT2
level.44,45

2. Method of Calculation

Let us consider a system in the singlet state with two near
degenerateelectronicconfigurations,(. . .�r

2�s
0)and(. . .�r

0�s
2).11–13,38

Restricting the description to the active orbitals �r and �s only,
the configurations shown in Scheme 1 can be constructed within
wave function theory. Solutions of the Schrödinger equation in
the space of these configurations will generally be given by
superpositions of all four configurations. However, if the orbitals
�r and �s are optimized by a suitable unitary transformation
which mixes �r and �s leaving them orthonormal, then the exact
solutions for the two-electron two-orbital model system can be
represented as in eq 1,38

ΨS0
) λ|�r�̄r 〉 -√1- λ2|�s�̄s〉

ΨS1
) 1

√2
(|�r�̄s 〉 + |�s�̄r 〉 )

ΨS2
) √1- λ2|�r�̄r 〉 + λ|�s�̄s〉

ΨT0
) 1

√2
(|�r�̄s 〉 -|�s�̄r 〉 )

(1)

where the Slater determinants |�r�j s〉 are properly normalized
and it is assumed that the determinant |�r�j r〉 possesses the lowest
expectation value of the Hamiltonian. Note that, as a conse-
quence of the orbital optimization, there will be no mixing
between the ΨS0 and ΨS1 functions. Thus, within the two-
electron-two-orbital model, the ground-state wave function is
given by ΨS0. The ΨS1 wave function represents the state created
by a single excitation from the ground state. It is these two
states, ΨS0 and ΨS1, that are targeted in the suggested density
functional scheme.

Inthemany-electroncase,theaforementionedtwo-electron-two-
orbital model is only an approximation that serves to illustrate
the basic ideas underlying the method suggested in this work.
When the two configurations, (. . .�r

2�s
0) and (. . .�r

0�s
2), are nearly

degenerate; i.e., they correspond to the nearly degenerate
expectation values of the Hamiltonian, the standard single-
reference density functional description breaks down.5,6 In DFT,
such a situation can be rigorously treated with the help of
ensemble approach,5,6 the foundations of which have been
developed in works of Lieb35 and Englisch and Englisch.46 It
has been proved35,46 that any physical density can be represented
by a weighted sum (ensemble) of densities of several states as
in eq 2.

F(r))∑
L

wLFL(r) (2)

Within the Kohn-Sham approach,2 the ensemble representation
translates to the fractional occupation numbers of the Kohn-Sham
orbitals as in eq 3,

F(r))∑
k

nk|�k(r)2
(3)

where the occupation numbers nk vary between 0 and 2.
The general practical implementation of the ensemble ap-

proach to DFT is impeded by the absence of generally applicable
density functionals that conform to the ensemble densities.
However, for a number of situations, a representation of the
energy of a strongly correlated state in terms of the Kohn-Sham
orbitals and their fractional occupation numbers has been
developed on the basis of the rigorous ensemble DFT combined
with certain ideas from wave function theory.19,22 Thus, the
ground singlet state of a strongly correlated system, which results
from the near degeneracy of two leading configurations, can
be described with the help of the REKS(2,2) method, where
the nomenclature developed for the complete active space self-
consistent field (CASSCF) methods is adopted. In the REKS(2,2)
(two active electrons in two active orbitals) method, the density
is represented as an ensemble average over densities of two
configurations, (. . .�r

2�s
0) and (. . .�r

0�s
2), where �r(r) and �s(r)

can be the HOMO and the LUMO in the conventional single
determinant KS calculation. The inactive core Kohn-Sham
orbitals are occupied with 2 electrons each, and the ground-
state density is given as in eq 4.

FREKS(r))∑
i2

core

2|�i(r)|+ nr|�r(r)|2 + ns|�s(r)|2

0e nr, nse 2; nr + ns ) 2 (4)

The total ground-state energy for a state with two fractionally
occupied Kohn-Sham orbitals is represented as a weighted sum

SCHEME 1: Electronic Configurations in
Two-Electron-Two-Orbital Modela

a Labels belong to the configurations employed in the REKS and in
ROKS methods.
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of the Kohn-Sham energies of the individual configurations
EKS(. . .�r

2�s
0) and EKS(. . .�r

0�s
2) and a coupling term that is

expressed as a linear combination of the Kohn-Sham energies
of the singly excited configurations generated within the same
(2, 2) active space, see eq 5.22

EREKS )
nr

2
EKS(. . .�r

0�s
2)+

ns

2
EKS(. . .�r

2�s
0)+

f(nr,ns)[EKS(. . .�r�s)-
1
2

EKS(. . .�r�̄s)-
1
2

EKS(. . .�̄r�s)] (5)

In eq 5, the factor f(nr,ns) is given by eq 6,27

f(nr,ns)) (nrns)1-(1/2)[(nrns+δ)/(1+δ)] δ) 0.4 (6)

which interpolates between the regimes of strong nondynamic
correlation, where nr ≈ ns ≈ 1, and the “normal” state with nr

) 2 and ns ) 0. The use of eq 6 helps to eliminate the double
counting of the correlation energy as evidenced by a comparison
of the REKS(2,2) total energies and the usual single-reference
Kohn-Sham energies for “normal” states.22,27

In the REKS calculation, the Kohn-Sham orbitals and the
fractional occupation numbers of the active orbitals are obtained
variationally via the energy minimization under the orbital
orthogonality constraints.19,20,22 The fractional occupation num-
bers in REKS are analogous to the natural orbital occupation
numbers in conventional wave function multireference methods.
Thus, one can analyze the REKS density and energy in similar
terms as in conventional wave function theory.

Although the REKS method is formulated for the ground state
only, the energy of the open-shell singlet excited state S1 in eq
1 can be calculated nonvariationally using the REKS optimized
orbitals. For this purpose, the ROKS method16–21 can be
employed, in which the energy is given by eq 7.

EROKS-S1 )EKS(. . .�r�̄s)+EKS(. . .�̄r�s)-EKS(. . .�r�s)

(7)

Such a nonvariational calculation yields an upper limit to the
energy of the excited S1 state in the two-electron-two-orbital
model. Although, in wave function theory, a better estimate for
the excited-state energy can be obtained from the variational
optimization of the orbitals in the S1 state, such an optimization
is not theoretically justified in the context of DFT.28–30 To obtain
a better approximation to the S1 r S0 excitation energy, one
canemploy theensemble formalismandoptimize theKohn-Sham
orbitals with respect to a weighted sum of the ground S0 state
and the singly excited S1 state as in eq 1,

ESA-REKS )C1E
REKS-S0 +C2E

ROKS-S1 (8)

where the (positive definite) coefficients C1 and C2 sum up to
unity. As has been pointed out in the Introduction, the variational
principle is valid for such an ensemble within the context of
DFT.36,37 The energy (8) is optimized with repsect to both the
Kohn-Sham orbitals and the fractional occupation numbers.
The Kohn-Sham orbitals obtained from this variational pro-
cedure can be used to calculate the energies of the S0 (eq 5)
and S1 (eq 7) states. Note that, when calculating the S0 energy
according to eq 5, the fractional occupation numbers of the
active orbitals are optimized, however the orbitals are kept
frozen. Because the outlined procedure bears a similarity with
the state-average (SA) approach in conventional wave function
theory, it is suggested to dub the new procedure as SA-REKS.

The described computational procedure has been implemented
in the COLOGNE08 code,47 with the help of which the ground-
state REKS calculations and the SA-REKS calculations have

been carried out. In all density functional calculations, the
6-311G+(3df,2p) basis set48 was employed unless noted oth-
erwise. DFT calculations were carried out with the use of
B3LYP49 and BH&HLYP50,51 density functionals. CASSCF/
CASPT244,45 calculations have been carried out with the help
of the MOLCAS 7 code.52 In the following section, the results
of the SA-REKS calculations will be presented and compared
with the excitation energies obtained in TDDFT calculations
and in CASSCF/CASPT2 calculations.

3. Results

The formalism described in the preceding section has been
tested in the calculations of the lowest excited singlet states for
a number of model systems. The benchmark set comprises the
following molecules: hydrogen molecule H2, ethylene C2H4, and
hexa-1,3,5-triene C6H8, which is often used in modeling
photoisomerization of large unsaturated molecules.53–55 The
results of the SA-REKS calculations are compared with the
excitation energies calculated with the use of time-dependent
density functional theory and with high level multireference ab
initio methods and with the available experimental data.

3.1. Excitation Energy in H2 along the Bond Stretching
Mode. A hydrogen molecule at a stretched interatomic distance
is often employed as a prototypical system to study the effect
of nondynamic electron correlation.40,56,57 Failure of single-
reference spin-restricted wave function ab initio and density
functional methods to describe the potential energy curve of
dissociating H2 is well documented.40,56 Beyond the Coulson-
Fischer point (ca. 2.75 bohr for RH-H)58 the single-reference
description breaks down and the dissociation curve produced
by single-reference spin-restricted methods goes to a higher
energy than the energy of two noninteracting atoms.

The excitation energy to the lowest 1Σu
+ state of hydrogen

molecule as a function of internuclear distance has been
previously calculated with the use of TDDFT.57 In the present
work, the REKS method is applied to this system besides the
TDDFT approach, which is used for comparison. The potential
energy curves for the ground 1Σg

+ and excited 1Σu
+ states of H2

are shown in Figure 1 and the 1Σu
+ r 1Σg

+ excitation energy is
shown in Figure 2 as a function of distance. At short internuclear
distances (less than 2 bohr), the excited-state curves obtained
in TD-B3LYP and in TD-BH&HLYP calculations match
reasonably well the shape of the exact curve obtained from the
calculations of Kołos and Wolniewicz,59,60 which are used as a
reference in this work. However, beyond the Coulson-Fischer
point, the curves obtained with TDDFT begin to deviate rapidly
from the exact behavior and at large separations a negative
excitation energy is obtained, which indicates the breakdown
of the spin-restricted single-reference description of the reference
ground state.57

The wrong behavior of the excitation energy from TDDFT
on H-H distance is clearly visible in Figure 2. The exact
excitation energy has a minimum at RH-H ) 4.1 bohr. The TD-
B3LYP and TD-BH&HLYP excitation curves do not show any
minimum and go monotonously down as the internuclear
distance increases. Precisely that behavior of the TDDFT method
has been previously documented in ref 57.

The ground 1Σg
+ and excited 1Σu

+ states potential energy curves
obtained with REKS and state-average REKS methods using
the B3LYP and BH&HLYP density functionals are shown in
Figure 1. REKS calculations with both density functionals
reproduce nicely the exact potential energy curve for the ground
state. B3LYP functional shows slightly better performance
which can be attributed to the fact that this functional was
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empirically optimized to accurately reproduce thermochemical
parameters of molecules in ground states. The ground-state
energies obtained in the SA-REKS calculations are within 1
kcal/mol from the values obtained in the state-specific REKS
calculations.

For the 1Σu
+r 1Σg

+ excitation energy, the difference between
the state-average and state-specific REKS calculations is more
pronounced. Although, at large interatomic distances, both
methods (state-average and state-specific) agree reasonably well,
there is a marked difference at short H-H separations. Near
the equilibrium bond length, the state-specific REKS method
converges to the usual closed-shell single-reference solution with
the bonding 1σg Kohn-Sham orbital doubly occupied and the
antibonding 1σu orbital empty. Because the ground-state energy
in such a case does not depend on the shape of the antibonding
orbital, this orbital does not attain a shape suitable for good
description of the 1Σu

+ excited state, where both orbitals, 1σg

and 1σu, are singly occupied. In the state-average calculation,
both orbitals are optimized in such a way so as to minimize the
weighted average of the ground and excited-state energies (8)
with S0 ) 1Σg

+ and S1 ) 1Σu
+.

The state-average optimization of REKS orbitals results in a
much better agreement of the excited 1Σu

+ state energy with the
exact energy, as evidenced by Figures 1 and 2. The discrepancy
between the REKS excitation energy and the exact energy at
short H-H distances is considerably improved. The excitation

energy curve shows a shallow minimum at 5.1 bohr from SA-
REB3LYP calculation and at 4.3 bohr from SA-REBH&HLYP
calculation which is to be compared with the exact minimum
at 4.1 bohr (see Figure 2). The magnitude of the 1Σu

+ r 1Σg
+

excitation energy is somewhat underestimated at the large H-H
distances. This can be interpreted as originating from oversta-
bilization of ionic states with respect to covalent states by
approximate density functionals. Note that the 1Σu

+ excited state
of H2 has an ionic character, whereas the 1Σg

+ ground state
possesses a covalent character. The overstabilization of ionic
states can be traced back to the effect of electron self-interaction
error in approximate density functionals,24,61,62 which leads to
somewhat too diffuse occupied KS orbitals. As more self-
interaction error free Hartree-Fock exchange energy is mixed
into a hybrid HF/DFT functional, such as BH&HLYP, the
overall effect of such an overstabilization subsides and the
excitation energy to the ionic 1Σu

+ state obtained in REKS
calculations improves (see Figure 2).

The state-average REKS calculations reported in Figures 1
and 2 are carried out with the use of equal weighting factors in
eq 8. With a different choice of the weighting factors C1 and
C2 ) 1 - C1, a slightly different value of the excitation energy
can be obtained. Figure 3 shows the dependence of the 1Σu

+ r
1Σg

+ excitation energy obtained in state-average REKS calcula-
tions on the choice of weighting factors. Obviously, with the
C1 ) 1 the results of a state-specific calculation are reproduced.

Figure 1. Total energy of H2 at varying internuclear distance in 1Σg
+ (blue) and in 1Σu

+ (red) states. Calculations were performed with B3LYP (left
panel) and BH&HLYP (right panel) functionals. Exact curves are from refs 59 and 60.

Figure 2. Excitation energy 1Σu
+ r 1Σg

+ of the hydrogen molecule as a function of distance. Calculations were performed with B3LYP (left plot)
and BH&HLYP (right plot) functionals. Exact curve is from ref 60.
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However, with C1 varying between 0.1 and 0.9 the excitation
energy curves bundle within a narrow range around the curve
corresponding to C1 ) 0.5. Such that the choice of equal
weighting factors in eq 8 corresponds to a median value of the
excitation energy, which can be obtained in state-average
calculation with varying weighting factors. This choice of the
weighting factors, C1 ) C2 ) 0.5, in state-average REKS
calculations is adopted throughout this work.

3.2. Ethylene. Twisting about the double bond in ethylene
represents another widely used example where strong nondy-
namic correlation occurs in the ground state of the molecule.12,13,38

In the ground 1Ag state, ethylene attains a planar conformation
(D2h point group) with two carbon atoms bound by a double
bond. Along the twisting mode, as the twisting angle approaches
90° the energy gap between the π and π* orbitals of the double
bond decreases and the nondynamic correlation due to near
degeneracy of the (. . .(π)2) and (. . .(π*)2) configurations sets
in. At a 90° twist, the two configurations are strictly degenerate
due to symmetry in the D2d point group and both orbitals, π
and π*, are singly occupied.12,13,38

The π-bond breaking along the twisting mode in ethylene
cannot be described within a single-reference approach, such
as the usual spin-restricted Kohn-Sham approach. This failure
is well documented in the literature22,63 and is illustrated in
Figure 4, where the results of the spin-restricted KS and TDDFT

calculations are shown with dashed-dotted lines. In Figure 4, it
is clearly seen that, in the single reference description, the
ground-state energy even after 90° of twist corresponds to a
doubly occupied π orbital and does not smoothly switch to the
(. . .(π*)2) configuration.

The 1B1u excited state of the planar C2H4 is well described
within the TDDFT approach with the use of both density
functionals, B3LYP and BH&HLYP. The excitation energy is
somewhat underestimated with the use of the B3LYP functional
whereas the TD-BH&HLYP energy is in fairly good agreement
with that from the experiment. The TD-BH&HLYP excitation
energy is in markedly better agreement with the experimental
value than the (6,4)CASPT2 energy, which is overestimated by
ca. 0.3 eV. In all the calculations, TDDFT and CASSCF/
CASPT2, the geometry optimized with the REB3LYP/6-
311G+(3df,2p) method along the minimal energy path on the
ground-state potential energy surface was employed. For the
planar ethylene, this geometry is identical to the geometry
obtained with the usual single reference B3LYP method.

With the use of the RE-B3LYP/6-311G+(3df,2p) molecular
geometry, the excitation energy to the lowest 1B1 (D2 point
group) state was calculated within the TDDFT approach. At
small twisting angles, the TDDFT excited-state PES follows
more or less accurately the profile of the CASPT2 PES.
However, beyond ca. 70° of twist, the TDDFT excited-state

Figure 3. Excitation energy of H2 (see caption to Figure 2) calculated with SA-REKS method with the use of varying weighting factors C1 and
C2 (see eq 8). Exact curve is from ref 60.

Figure 4. Potential energy profiles of ethylene along double bond twisting mode. Blue curves correspond to the 11A1 ground state and red curves
to the 11B1 excited state. TDDFT, REKS and SA-REKS calculations were performed with B3LYP (left) and BH&HLYP (right) exchange-correlation
functionals. The experimental vertical excitation energy is from ref 66 and adiabatic excitation energy (at 90°) is from ref 65. The rotation barrier
height is from ref 64.
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surface crosses the ground-state energy surface, which leads to
the breakdown of the TDDFT calculations, thus rendering
impossible to describe the excited-state PES with TDDFT in
this region.

The excited-state PES along the twisting mode in ethylene
is nicely described within the REKS approach as shows
comparison with the (6,4)CASPT2 energies and with the
available experimental data;64–66 see Figure 4 and Table 2. With
the use of the REKS orbitals optimized for the ground state,
the excitation energy in the planar conformation is overestimated
in both sets of calculations, REB3LYP and REBH&HLYP.
Similar to the case of H2 at the equilibrium bond length, this is
a consequence of the fact that the π* orbital is empty in the
planar ground-state electronic configurations and is not opti-
mized during the state-specific REKS calculation.

Optimizing the REKS orbitals with respect to the average
energy, 0.5E(1Ag) + 0.5E(1B1u), of the ground and excited states
leads to a noticeable lowering (ca. 1 eV) of the excitation energy
as obtained with the SA-REKS method. The excitation energy
obtained with the SA-REBH&HLYP method is in a very good
agreement with the experimental value. Interestingly, the
excited-state PESs obtained with the SA-REBH&HLYP and
TD-BH&HLYP methods are nearly indistinguishable at twisting
angles below ca. 50°. The shape of the excited-state PES
obtained in the SA-REB3LYP and SA-REBH&HLYP calcula-
tions follows the profile of the (6,4)CASPT2 PES fairly well
(see Figure 4). The excited-state PES obtained with SA-
REB3LYP is shifted downward by ca. 0.5-1 eV with respect

to the (6,4)CASPT2 PES. This is yet another manifestation of
the effect of self-interaction error in density functional calcula-
tions. Mixing in more Hartree-Fock exchange leads to nar-
rowing of the gap between SA-REKS and CASPT2 PESs and
the SA-REBH&HLYP excited-state PES is in a much better
agreement with the (6,4)CASPT2 curve. It is noteworthy that
there is a very nice agreement between the SA-REBH&HLYP
excitation energies and the experimental data at both planar and
90° -twisted conformations of ethylene (see Table 2).

3.3. Hexa-1,3,5-triene. Hexa-1,3,5-triene is often used as a
prototype system in studying photoisomerization processes in
large unsaturated molecules, such as synthetic molecular motors
and biologic photosensitive molecules.54,55,67 In hexa-1,3,5-
triene, the frontier orbitals, the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO), correspond to the bonding and the antibonding π
orbitals of the central double bond; see Scheme 2. In the
photoexcitation of hexa-1,3,5-triene, a HOMO-LUMO elec-
tronic transition takes place, which leads to breaking of the
central C3-C4 double bond. As a result, the two allyl fragments,
C1-C2-C3 and C4-C5-C6, can rotate freely about the C3-C4

bond, which leads to isomerization of the trans- and cis-
conformations. Similarly to the case of ethylene twisting and
hydrogen dissociation, the correct description of the ground and
excited-state potential energy surfaces of hexa-1,3,5-triene
requires the inclusion of nondynamic electron correlation,
because near the 90° of twist about the C3-C4 bond, the
configurations corresponding to the doubly occupied HOMO
and the doubly occupied LUMO become nearly degenerate.

The single-reference spin-restricted DFT approach fails to
describe the PES of the ground state of hexa-1,3,5-triene along

TABLE 1: Total Energies of the Ground 1Σg
+ and Excited 1Σu

+ States of H2 and the Corresponding Excitation Energies As
Obtained with Different Density Functional Methods

functional state RH-H, bohr TD-DFT REKS SA-REKSa exact59,60

B3LYP 1Σg
+ 1 -1.1291 -1.1323 -1.1219 -1.1245

3 -1.0532 -1.0583 -1.0522 -1.0573
7 -0.9197 -1.0047 -0.9994 -1.0002

1Σu
+ 1 -0.6497 -0.1506 -0.5927 -0.5813

3 -0.7891 -0.7999 -0.8329 -0.7525
7 -0.8461 -0.8050 -0.8210 -0.6772

1Σu
+ r 1Σg

+ 1 0.4794 0.9817 0.5292 0.5432
3 0.2640 0.2584 0.2193 0.3048
7 0.0736 0.1997 0.1784 0.3230

BH&HLYP 1Σg
+ 1 -1.1206 -1.1206 -1.1132 -1.1245

3 -1.0342 -1.0462 -1.0336 -1.0573
7 -0.8775 -0.9974 -0.9858 -1.0002

1Σu
+ 1 -0.6099 -0.0973 -0.5812 -0.5813

3 -0.7716 -0.7452 -0.7950 -0.7525
7 -0.8041 -0.7116 -0.7464 -0.6772

1Σu
+ r 1Σg

+ 1 0.5107 1.0234 0.5320 0.5432
3 0.2626 0.3010 0.2386 0.3048
7 0.0734 0.2857 0.2393 0.3230

a Equal weighting factors are used in the state-average calculations.

TABLE 2: S1 r S0 Excitation Energies in Ethylene and the
Barrier to Rotation in the Ground S0 State As Obtained
with Different Methods

functional
torsion
angle state REKS

SA-
REKSa

TD-
DFT CASPT2 exp

B3LYP 0 S0

S1 8.18 6.93 7.17 7.95 7.66b

90 S0 2.94 3.00 4.06 3.06 2.8c

S1 5.36 4.92 5.48 5.5d

BHHLYP 0 S0

S1 9.20 7.48 7.53 7.95 7.66b

90 S0 2.80 2.93 3.46 3.06 2.8c

S1 6.32 5.49 5.48 5.5d

a Equal weighting factors are used in the state-average
calculations. b From ref 66. c From ref 64. d From ref 65.

SCHEME 2: Numbering of Atoms in
trans-1,3,5-Hexatriene
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the C3-C4 twisting mode. Similar to the case of ethylene, there
is a cusp on the DFT PES near 90° of twist. The geometry along
the minimal energy path along the C3-C4 twisting mode was
obtained in the REB3LYP/6-311G+(3df,2p) geometry optimi-
zation. The REKS ground-state potential energy surface is
smooth and compares fairly well with the ground-state PES
obtained in the (6,6)CASPT2 calculation (see Figure 7). The
geometry of trans-hexa-1,3,5-triene is compared in Table 3 with
the available experimental data,68 and the results of the wave
function ab initio calculations carried out at the second order
Møller-Plesset (MP2) many-body perturbation theory level.69

The ground-state molecular geometry of trans-hexa-1,3,5-triene
obtained with REB3LYP/6-311G+(3df,2p) method is in a very
good agreement with the MP2 geometry.

The excitation energy of the planar trans-hexa-1,3,5-triene
calculated with TDDFT is in a fairly good agreement with the
experimental datum70 (see Table 4). Both density functionals
employed, B3LYP and BH&HLYP, predict the excitation
energies within 0.3 eV from the experimental figure. For small
twisting angles, the profile of the excited-state PES along the
minimal energy path of the C3-C4 twisting obtained in the
TDDFT calculations follows reasonably well the PES obtained
in the (6,6)CASPT2 calculations. However, beyond ca. 50° of
twist the TDDFT excited-state PES begins to deviate from the
shape predicted by (6,6)CASPT2 and around ca. 80° of twist
the TDDFT description of the excited-state breaks down.
Beyond this twisting angle, it was not possible to obtain
converged TDDFT excitation energies.

The excited-state PES obtained in the REKS calculation using
the orbitals optimized for the ground state alone, shows fairly
strong deviation from both the experimental excitation energy
and from the (6,6)CASPT2 PES for the planar trans-hexa-1,3,5-
triene. Similar to the case of the ground state of planar ethylene,
this can be explained by the fact that the LUMO in the ground
state is empty and is thus poorly optimized in the REKS
calculation. When the twisting angle approaches 90°, the
nondynamic correlation leads to (nearly) equal populations of
the HOMO and LUMO and both orbitals are optimized in the
REKS calculation equally well. Thus the part of the excited-
state PES which corresponds to these twisting angles is
reproduced fairly well in the state-specific REKS calculations.

Switching to the state-average REKS method brings in a
considerable improvement of the excited-state PES. The excita-
tion energy of the planar trans-hexa-1,3,5-triene is lowered by
almost 3 eV, which brings this energy in much better agreement
with the experimental and (6,6)CASPT2 energies. Such a huge
energy lowering due to using the state-average approach can
be explained by the difference in the shapes of frontier orbitals
obtained in state-specific and state-average calculations. The
HOMO and LUMO of the planar trans-hexa-1,3,5-triene
optimized with respect to the energy of the ground state only
and the orbitals optimized with respect to the average energy
of the ground and excited states, 0.5Eg.s. + 0.5Ee.s., are shown
in Figure 5. It is clearly seen that the orbitals optimized in the
state-average approach are more delocalized as compared to the
orbitals optimized with respect to the ground-state energy alone.
This is a clear reflection of the ionic nature of the excited state
of hexatriene. In comparison with ethylene, the frontier orbitals
that were optimized using the two approaches are shown in
Figure 6, there is much more pronounced change in the shape
of the frontier orbitals with the use of the state-average approach.
Indeed, in ethylene, the shape of the frontier orbitals is defined
primarily by molecular symmetry and the possibilities for
delocalization of the HOMO and LUMO are fairly limited. Thus
the excitation energy changes by ca. 1 eV only when switching
from the state-specific to the state-average method. In hexatriene,
the delocalization of frontier orbitals along the terminal double
bonds take place which leads to a more pronounced effect on
the excitation energy. This comparison demonstrates the supe-
riority of the state-average method over the state-specific one
for the calculation of excitation energies.

The shape of the excited-state PES along the C3-C4 twisting
mode obtained in the SA-REB3LYP and in the SA-

Figure 5. HOMO and LUMO orbitals of 1,3,5-cis-hexatriene obtained by REKS (left) and SA-REKS (right) methods.

Figure 6. HOMO and LUMO orbitals of ethylene obtained by REKS
(left) and SA-REKS (right) methods.
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REBH&HLYP calculations follows the shape of the (6,6)CASPT2
PES for all twisting angles. It is interesting that, similar to the
case of ethylene twisting, the SA-REBH&HLYP PES coincides
with the respective TDDFT PES for small twisting angles. In
this region, the nondynamic correlation is weak and the single-
reference description of the ground state is sufficient. It is
gratifying that, for large twisting angles, the SA-REBH&HLYP
PES is nearly indistinguishable from the (6,6)CASPT2 PES.
This demonstrates that, for all twisting angles, the SA-REKS
method is capable of describing the ground and excited potential
energy surfaces with high accuracy.

4. Conclusions

The present work was motivated by the necessity to describe
the excited states of molecules in the ground states of which
the strong nondynamic electron correlation is present. Diradicals
in the low-spin states, molecules with partially dissociated bonds
are typified by the presence of the nondynamic correlation
resultingfromneardegeneracyofseveralelectronicconfigurations.38,71

The correct description of the ground states of these molecules
can be achieved with the use of the so-called spin-restricted
ensemble-referenced Kohn-Sham (REKS) method,22 in which
the nondynamic correlation is taken into account via the use of
fractional occupation numbers of several frontier Kohn-Sham
orbitals resulting from the ensemble averaging of a few
noninteracting KS reference determinants. Previously, this
approach has been successfully applied to study the ground states
of various diradicaloid species22–27 and the present work extends
its domain of applicability to the excited states.

The new method suggested in the present work is based on
the use of the REKS orbitals for the calculation of the energy
of an excited state which can be created by a single electronic
excitation from the ground state. Such a situation is typical for
photoisomerization processes,12,38 where a molecule in the
excited singlet state undergoes a number of chemical rearrange-
ments before relaxing into the ground singlet state. The
photoexcitation results in the formation of a state in which one
(or more) chemical bond is dissociated, partially or completely,
and the correct theoretical description of the whole process
requires the use of a method capable of taking the nondynamic
correlation into account both in the ground state and in the
excited state.

The energy of the open-shell singlet state can be straightfor-
wardly calculated with the use of the so-called spin-restricted
open-shell Kohn-Sham method, for the first time suggested
by Ziegler, Rauk, and Baerends16 and later developed by
others.18–21 However, if such a state is the excited state of a
molecule, the direct optimization of its energy with respect to
the excited-state density is questionable within the framework
of Kohn-Sham DFT.28–33 This problem can be bypassed with
the use of the KS orbitals optimized for the ground state or for
an ensemble of the ground and the excited states.5 In the present
work, we have formulated and tested a state-average version of
the REKS method, in which the KS orbitals are optimized with
respect to a weighted sum of the energies of the ground state
and the singly excited state. The ground-state energy is

Figure 7. Potential energy profiles along torsional angle ∠ C2C3C4C5 in hexa-1,3,5-triene. Blue curves correspond to the 11A ground state and red
curves to the 11B excited state. TDDFT, REKS and SA-REKS calculations were performed with B3LYP (left) and BH&HLYP (right)
exchange-correlation functionals. The experimental value is from ref 70.

TABLE 3: Geometry of trans-Hexa-1,3,5-triene in the
Ground 1Ag State As Obtained with Different Methods
(Atomic Labels in Scheme 2)

REKS MP2/cc-pVTZ [69] exp68

C1dC2 1.337 1.350 1.337
C2dC3 1.445 1.446 1.458
C3dC4 1.346 1.343 1.368
C1dH2 1.083 1.082 1.104
C1dH1 1.081 1.080 1.104
C2dH3 1.086 1.085 1.104
C3dH4 1.087 1.086 1.104
∠ C1C2C3 124.489 123.678 121.7
∠ C2C3C4 124.300 123.684 124.4
∠ C2C1H2 121.497 120.860 120.5
∠ C2C1H1 121.652 121.410 120.5
∠ C4C3H4 118.944 118.966 115.0
∠ C3C2H3 116.407 116.908 121.3

TABLE 4: Energies of S1 r S0 Excitation and the Barrier
to Rotation about the Central Double Bond in
trans-Hexa-1,3,5-triene

functional
torsion

angle (deg) state REKS
SA-

REKSa
TD-
DFT CASPT2 exp70

B3LYP 180 S0

S1 6.49 4.04 4.65 5.13 4.93
90 S0 2.18 2.19 3.03 2.12

S1 3.98 3.93 4.59
BHHLYP 180 S0

S1 7.47 4.77 4.89 5.13 4.93
90 S0 2.19 2.27 3.52 2.12

S1 5.13 4.72 4.59

a Equal weighting factors are used in the state-average cal-
culations.
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represented as in the ground-state REKS method, whereas, for
the excited open-shell singlet state, the ROKS formalism is
employed.

In the calculations of several model systems, which include
the hydrogen molecule with stretched bond, twisting about the
double bond in ethylene and twisting about the central double
bond in hexa-1,3,5-triene, the applicability of the new approach
to the calculation of the ground and excited-state potential
energy surfaces has been tested. In comparison with the available
experimental data and with the results of ab initio CASSCF/
CASPT2 calculations, it has been found that the new method,
SA-REKS, is capable of describing the ground and excited-
state PESs with high accuracy. The excited-state PESs obtained
with SA-REKS, correctly reproduce the shape predicted by the
high-level ab initio method. The magnitude of the excitation
energies obtained in the SA-REBH&HLYP calculations are
within 0.2 eV from the experimental values. It should be noted
that the TDDFT description of the excited-state PESs breaks
down in the systems typified by the strong nondynamic
correlation and unrealistic excitation energies result in these
situations. However, in situations where the near degeneracy
effects are not present, such as the ground state of planar
ethylene or of planar hexa-1,3,5-triene, the TDDFT formalism
yields accurate excitation energies. It is gratifying that, for these
systems, the new SA-REKS method is capable of reproducing
the TDDFT results. Thus, the new method describes accurately
the lowest singlet excited states in both situations, when the
near degeneracy effects are strong and when they are weak or
absent. This method is therefore well suited for modeling of
the photoisomerization processes.
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