
Benchmark Dyson Orbital Study of the Ionization Spectrum and Electron Momentum
Distributions of Ethanol in Conformational Equilibrium

Filippo Morini, Balázs Hajgató,† and Michael S. Deleuze*
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An extensive study, throughout the valence region, of the electronic structure, ionization spectrum, and electron
momentum distributions of ethanol is presented, on the ground of a model that focuses on a mixture of the
gauche and anti conformers in their energy minimum form, using weight coefficients obtained from
thermostatistical calculations that account for the influence of hindered rotations. The analysis is based on
accurate calculations of valence one-electron and shakeup ionization energies and of the related Dyson orbitals,
using one-particle Green’s Function (1p-GF) theory in conjunction with the so-called third-order Algebraic
Diagrammatic Construction scheme [ADC(3)]. The confrontation against available UPS (HeI) measurements
indicates the presence in the spectral bands of significant conformational fingerprints at outer-valence ionization
energies ranging from ∼14 to ∼18 eV. The shakeup onset is located at ∼24 eV, and a shoulder at ∼14.5 eV
in the He I spectrum can be specifically ascribed to the minor anti (Cs) conformer fraction. Thermally and
spherically averaged Dyson orbital momentum distributions are computed for seven resolvable bands in model
(e, 2e) ionization spectra at an electron impact energy of 1.2 keV. A comparison is made with results obtained
from standard (B3LYP) Kohn-Sham orbitals and EMS measurements employing a high-resolution spectrometer
of the third generation. The analysis is qualitatively in line with experiment and reveals a tremendously
strong influence of the molecular conformation on the outermost electron momentum distributions.
Quantitatively significant discrepancies with experiment can nonetheless be tentatively ascribed to strong
dynamical disorder in the gas phase molecular structure.

Introduction

Most molecules exist in more than one conformation,
corresponding to different degrees of internal rotation of one
molecular fragment relative to another. The determination of
the influence of the molecular conformation on the underlying
electronic structure and wave function has been over the last
two decades a topic of growing interest, both from a fundamental
viewpoint and with regard to the structural and chemical
characterization of industrially important polymer surfaces and
organic thin films. Various ionization techniques have been used
to this end, including photoelectron spectroscopy [XPS, ultra-
violet photoelectron spectroscopy (UPS), and synchrotron PES],1

electron momentum spectroscopy (EMS),2 or Penning electron
ionization spectroscopy.3 Among these techniques, EMS4 is
probably the most attractive, as it combines the principles of
scattering and ionization experiments for experimentally recon-
structing in momentum space one-electron transition densities
that are associated to specific ionization channels and which
can be assimilated to orbital momentum densities if a one-
electron picture of ionization prevails. In practice, orbital
momentum distributions are specifically inferred from an angular
analysis of ionization intensities in binary (e, 2e) electron impact

ionization experiments (M + e- f M+ + 2e-) at high kinetic
energies and under a nonplanar symmetric kinematical setup.
When applied to structurally versatile systems, this powerful
spectroscopy enables extensive studies, throughout the valence
region, of the influence of the molecular conformation on both
the electron binding energies and the corresponding electron
densities in momentum space.2,5 In simpler words, with this
technique, one can thus in principle directly “image” the
interplay between the molecular conformation and the valence
molecular orbitals. In practice, the interpretation of EMS
experiments onto structurally flexible molecules requires ex-
tensive theoretical work if it has to have any value at all, because
these experiments are subject to all of the complications that
may arise with ionization processes, such as a breakdown of
the orbital picture of ionization and a dispersion of the ionization
intensity over excited electronic (shakeup) configurations of the
cation,6 thermally induced molecular motions in the ground state
and vibronic coupling interactions,7 or postcollision and distorted
wave effects.8 One of the main requirements for correctly
unraveling the results of such experiments (see ref 2d in
particular) is a correct assignment of spectral bands that accounts
for the influence of the molecular conformation onto the
ionization energies and related spectroscopic strengths.

A recent carbon 1s photoelectron study on ethanol9 indicates
that detailed pieces of information on the molecular conforma-
tion are also experimentally amenable from an analysis of the
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core ionization bands. Most studies1-3 of the interplay between
the molecular conformation and the electronic structure have
so far focused on rather large systems (from n-butane, 1,3-
butadiene, glycine, dimethoxymethane, and stilbene to a variety
of organic polymers), and it is exceedingly interesting therefore
to learn from the latter study that the simple rotation of one
O-H bond in an excessively small molecule can apparently
induce highly significant changes in the 1s photoelectron
spectrum, in an energy region that is usually regarded as bearing
very limited information onto chemical bonds and details of
the molecular structure. In line with the latter study, we wish
to evaluate on theoretical grounds the potential of EMS in
probing the influence of the molecular conformation of ethanol
on the shape, topology, and spread of the valence orbitals of
this compound.

Ethanol is a most common solvent, an environmental friendly
fuel,10 an important product of fermentation, and an essential
component of wine. This is the smallest primary alkanol that
exhibits two O-H stretching bands in the IR absorption
spectrum, in the gas phase,11 in inert solvents, or in matrix
isolation.12 The molecular structure of ethanol is most commonly
discussed in terms of two stationary points on its potential
energy surface, namely, the anti and gauche conformers (Figure
1), of Cs and C1 symmetries, respectively. The relative energies
and abundances of these two conformers in the gas phase have
been subject to some debate.13-15 The rotational isomerism of
ethanol has been experimentally investigated by means of
microwave spectroscopy16,17 or infrared spectroscopy.18-22 The
conformational characteristics of ethanol have also been the
subject of many theoretical studies.20,23-27 From a theoretical
viewpoint, accurate calculations of conformational energy
differences for molecules that are subject to sizable steric
interactions involving electron pairs are deemed to require
extensive treatments of electronic correlation, and this certainly
much beyond second order. To our knowledge, the most
thorough study of stationary points on the potential energy
surface of ethanol so far is the Focal Point Analysis by Kahn
and Bruice,28 an approach that combines results obtained with
theoretical treatments [HF, MP2, MP3, MP4(SDTQ), CCSD,
and CCSD(T)] (ref 29), and Dunning’s correlation consistent
polarized valence basis sets (cc-pVXZ,30 with X ) D, T, Q, 5,
6) of improving quality, in order to evaluate conformational
energy differences at the confines of nonrelativistic quantum
mechanics. Specifically, with such an analysis (see also refs
2c, 2f, 5, and 31), one exploits the faster convergence of higher

order correlation contributions to energy differences and
extrapolates the results to an asymptotically complete basis set,
to evaluate energy differences at the level of a benchmark
CCSD(T) treatment along with an infinitely large basis set. In
their work,28 Kahn and Bruice also employed the Douglas-Kroll
approach32 for evaluating scalar relativistic effects. As is typical
for organic molecules containing only first and second row
atoms, these were found to be negligible. These very accurate
calculations indicate that, in its equilibrium geometry, the gauche
conformer of ethanol lies at 46.9 cm-1 (0.13 kcal/mol) above
the anti species, to compare with experimental energy differ-
ences of 41.2 ( 5.0 (0.118 kcal/mol),16 39.2 (0.112 kcal/mol),17

and 42 cm-1 (0.120 kcal/mol).19 B3LYP/aug-cc-pVTZ correc-
tions for the change in zero-point vibrational energies are almost
insignificant (-0.210 cm-1, that is, -0.0006 kcal/mol).

In the present work, use is made of the results of Kahn and
Bruice regarding the relative energies of the Cs and C1

conformers, to simulate the results of (e, 2e) electron impact
ionization experiments on ethanol at high kinetic energies and
at room temperature. For this purpose, we resort to a thermo-
statistical analysis33 that accounts for internal hindered rota-
tions34 and to high-level calculations of ionization spectra
employing one-particle Green’s Function (1p-GF) theory or,
equivalently, electron propagator theory,35 using the formalism
of Dyson orbitals36 and the relationships of these orbitals within
the framework of 1p-GF theory with EMS.2d,37 These Green’s
Function calculations account for initial and final state correla-
tion effects and for the dispersion therefore of the (e, 2e)
ionization intensity into shakeup states relating to electronically
excited configurations of the cation.6 Despite the limitations
inherent to spherical averaging over all possible molecular
orientations in the gas phase and the limited resolution of the
(e, 2e) spectrometers on electron binding energies and momenta,
it will be shown that the molecular conformation has a
particularly strong influence on the electron momentum distribu-
tions that can be experimentally inferred from an angular
analysis of the (e, 2e) ionization cross-sections of ethanol.

Theoretical Outline

In the present work, we wish to simulate the outcome of EMS
experiments performed using a standard (e, 2e) noncoplanar
symmetric kinematical setup and at a high electron impact
energy relative to the valence electron energies. We correspond-
ingly invoke the Born approximation, that is, the assumption
of a sudden ionization process. We also assume a binary (e,
2e) encounter and, thus, a high electronic momentum transfer
and a negligible kinetic energy transfer to the residual cation.
We at last assume that the plane wave impulse approximation
(PWIA) is valid and express therefore the triple differential EMS
cross-section for a given ionization state (n) and for randomly
oriented molecules as follows:4

σn ∝ ∫ dΩ|〈νpbΨn
N-1Ψ0

N〉 |2 (1)

with N equal to the number of electrons in the molecular target.
In the above equation, νpb denotes a plane wave function
[exp (ipb· rb)], and ∫ dΩ is the integral over the whole solid angle
that is required for a spherical averaging of the cross-sections
over all possible molecular orientations in the gas phase.

The partial overlaps of the ion and neutral electronic wave
functions in eq 1 are referred to as Dyson (spin-) orbitals.36

Using spin-space coordinates x ) (ω, rb), these read

Figure 1. Molecular structures of ethanol calculated at the B3LYP/
aug-cc-pVTZ level: (a) C1 and (b) Cs species.
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gn(x)) √N∫Ψn
N-1(x1, x2, ..., xN-1)Ψ0

N(x1, x2, ..., xN-1, x) ×

dx1 dx2 ... dxN-1 (2)

with N equal to the number of electrons. These orbitals account
for both ground-state electronic correlation and dynamical
relaxation effects, as well as for the dispersion of the ionization
intensity over states relating to excited (shakeup) electronic
configurations of the cation: By definition, the norm of a Dyson
orbital is thus smaller than one. The (e, 2e) ionization cross-
sections are in turn directly proportional to structure factors
derived as the Fourier transforms of Dyson orbitals for the
ionization channels under consideration:4

σn )K∫ |gn(ω, pb)|2 dΩ (3)

where ω and pb represent the spin and momentum of the electron
prior to ionization.

Under a standard symmetric noncoplanar geometrical setup
for studying in coincidence the kinematics of (e, 2e) ionization
events at high electron impact energies, the (modulus of the)
initial momentum of the knocked-out electron (p) can be
monitored by scanning the azimuthal angle (φ) under which
the electrons are selected, according to basic conservation laws
on momenta and energies:4

p) √(2p1 cos θ- p0)2 + [2p1 sin θ sin(� ⁄ 2)]2 (4)

and

E1 +E2 )E0 -En )Etotal (5)

with E1 (p1) and E2 (p2) the energies (momenta) of the two
outgoing electrons (E1 ) E2, p1 ) p2) and where θ ) θ1 ) θ2

) 45° defines the polar angles used in the experiment. In the
above equations, E0 and p0 stand for the impact energy and
momentum of the incoming electron, and En is the binding
energy (i.e., ionization energy, IPn > 0) of the target electron.

Dyson orbitals are most conveniently expanded as linear
combinations of HF orbitals |φi〉 , with Feynman-Dyson transi-
tion amplitudes [xi

(n)] as weight coefficients36

gn(x)) 〈Ψn
N-1|Ψ0

N〉N-1 )∑
i

xi
(n)

φi(x) (6)

xi
(n) ) 〈Ψn

N-1|ai|Ψ0
N〉 , ∀ n ∈ {N- 1} (7)

The norm of the above Dyson orbital (eq 6) related to state
|Ψn

N-1〉 , defines the associated spectroscopic strength (Γn < 1),
that is, the probability to observe that state regardless of cross
section effects:38

Γn ) 〈Ψn
N-1|Ψ0

N〉N-1
2 )∑

i

xi
(n)2 (8)

In the framework of an exact many-body quantum mechanical
theory, Feynman-Dyson amplitudes for a given ionic state (n)
are obtained36 from the residues at the poles of the advanced
component (A) of the one-particle Green’s Function (1p-GF)
in the complex energy plane

Gij
A(ω)) ∑

n∈ (N-1)

xi
(n)xi

(n)∗

ω+ IPn - iO+ (9)

Obviously, the locations of these poles straightforwardly relate
to the corresponding ionization energies (IPn). In 1p-GF theory,
the factors required for renormalizing Dyson orbitals are
therefore most customary referred to as pole strengths.35

Assuming a depiction of ionization events at the level of
Koopmans’ theorem, Dyson orbitals most naturally reduce to
Hartree-Fock orbitals (target Hartree-Fock approximation,
THFA39), pole strengths become equal to 1, and ionization
energies straightforwardly relate to HF orbital energies, after a
change of sign. Most EMS experiments have been empirically
interpreted using the target Kohn-Sham approximation (TK-
SA40), which amounts to substituting Dyson orbitals by the most
relevant Kohn-Sham orbitals. Although KS orbitals have been
most generally providing far more quantitative insights into (e,
2e) electron momentum distributions than their HF counterparts,
their physical significance in the context of ionization spectros-
copy has been subject to vigorous debates. Kohn-Sham orbitals
are traditionally introduced in density functional theory (DFT41)
as a set of auxiliary mathematical one-electron functions used
to expand the ground-state electron density of an ideal nonin-
teracting system, which is then mapped onto the exact density
through a minimization of the energy. A standard view
expressed in the literature is that in an exact DFT framework
only the energy of the highest occupied molecular orbital
(HOMO) is known to have a physical meaning as (minus) the
vertical ionization energy.42

An analogue of Koopmans’ theorem in DFT, which ap-
proximates (after a change of sign) all KS orbital energies to
relaxed ionization energies for primary ionization events and
which becomes an exact identity for the HOMO, has been
established recently.43 However, the self-interaction error that
is inherent to DFT calculations has prevented widespread
applications of the so-called meta-Koopmans theorem43 with
standard hybrid and gradient-corrected exchange-correlation
functionals, such as the Becke-three-parameters-Lee-Yang-Parr
functional (B3LYP44). This error results in a spurious electronic
potential in the asymptotic region,45 and Kohn-Sham orbital
energies obtained with standard hybrid GGA functionals like
B3LYP are known in general to yield estimates of ionization
energies that most commonly underestimate the experimental
values by 3-4 eV.46 Such functionals have been parametrized
for computing at best the neutral ground-state electron densities
and related properties but certainly not for evaluating transition
densities toward ionic states. Unsurprisingly, even upon ac-
counting for the dispersion of the ionization intensity over
shakeup states, standard KS orbitals may occasionally signifi-
cantly differ from Dyson orbitals, in particular when dealing
with molecules exhibiting a low symmetry point group and
localized lone pair levels2f or with electronically excited states,36e

an observation that motivates further assessment of KS orbitals
against benchmark Dyson orbitals and experimental momentum
distributions. In the framework of conceptual DFT,47 Dyson
orbitals relate in a rather complicated way to Fukui functions.48

These were introduced by Parr and Wang49 as a generalization
of Fukui’s frontier molecular orbital concept50 and are defined
as electron density derivatives with respect to the total particle
number.47,49 From a mathematical viewpoint, there are thus no
straightforward and obvious relationships between Kohn-Sham
and Dyson orbitals. Overlap functions like Dyson orbitals are
valid for any many-fermions system. It is worth noticing
therefore that such functions have been amply used in nuclear
physics51 for studying the properties of quasi-hole states of
many-nucleon systems and proton emission following the
electron-impact excitation of nuclei in (e, e′p) experiments.

Computational Details

All computations that are discussed in the present work are
based on molecular geometries that have been optimized by
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means of DFT calculations employing the B3LYP functional
and Dunning’s aug-cc-pVTZ basis set (correlation consistent
polarized valence basis set of triple-� quality,30a augmented by
a set of s, p, and d diffuse functions on hydrogens and of s, p,
d, and f diffuse functions on the carbon and oxygen atoms30a).
The main motivation for this choice is that the B3LYP approach
in conjunction with large enough basis sets is known52 to provide
equilibrium structures, vibrational, and, thus, thermochemical
properties at a level of accuracy equivalent to that reached with
the benchmark CCSD(T) level (Coupled Cluster Ansatz upon
single and double electronic excitations and augmented by a
perturbative estimate of triple excitations).

The relative abundances of the C1 and Cs conformers of
ethanol have been calculated using Boltzmann’s thermostatistics:

ni )Fie
-∆Gi⁄RT (10)

with Fi a factor equal to the multiplicity (or symmetry number)
of the species of interest [1 for the anti (Cs) conformer, and 2
for the gauche (C1) conformer]. Here, ∆Gi denotes our best
estimate for the Gibbs free energy difference between the two
conformers, which was obtained by adding to the FPA estimates
by Kahn and Bruice28 of the gauche-anti energy difference
the B3LYP/aug-cc-pVTZ corrections for zero-point vibrational
energies and thermal contributions to the enthalpies, as well as
entropy contributions. The thermochemical analysis that is
presented here goes beyond a standard treatment based on the
rigid rotor-harmonic oscillator (RRHO) approximation: The
employed partition functions account for hindered rotations,
according to the protocol by Ayala and Schlegel34 for identifying
and treating the internal rotation modes, the protocol by
Kilpatrick and Pitzer53 for calculating the kinetic energy matrix
describing the internal rotations, as well as the rules by Mayo,
Olafson, and Goddard54 for defining the potential periodicity,
the rotating tops’ symmetry numbers, and the well-multiplicities
of acyclic molecules. The employed procedure also incorporates
an improved analytical approximation, according to a best-fit
procedure, of the formula of Pitzer and Gwinn55 for the partition
function associated with one-dimensional hindered internal
rotations. All DFT and related thermochemical calculations
presented in this work have been performed using the GAUSS-
IAN03 package of programs.56

Valence one-electron and shakeup ionization spectra as well
as the related Dyson orbitals have been computed by means of
one-particle Green’s Function (or electron propagator) theory,35

along with the so-called third-order algebraic diagrammatic
construction [ADC(3)] scheme.57 With such an approach,
calculating vertical ionization energies (or vertical electron
attachment energies) implies solving a secular problem of the
form HX ) XE (with XX† ) 1), in which the secular
Hamiltonian matrix (H) to diagonalize is cast over cationic
(N - 1) or anionic (N + 1) electronic states comprising, for
the cationic states, primary one-hole (1h) and singly excited
two-hole-one-particle (2h1p) shake-up states, and correspond-
ingly for the anionic states, one-particle (1p) and singly excited
two-particle-one-hole (2p1h) shake-on states. Coupling am-
plitudes between the N + 1 and the N - 1 states identically
vanish in a treatment of one-electron ionization energies that is
correct through third-order in electronic correlation. At the 1p-
GF/ADC(3) level, the H matrix has therefore a block-diagonal
structure comprising 1h-1h (1p-1p), 2h1p-1p (2p1h-1h), and
2h1p-2h1p (2p1h-2p1h) matrix elements that are expanded
through fourth-order and at second- and first-order in electronic
correlation, respectively. The ADC(3) scheme enables calcula-
tions of one-electron ionization energies at a level of accuracy

(∼0.2 eV), which is comparable to that reached with the
multireference single-double configuration interaction (MR-
SDCI) scheme (see ref 58 and references therein), with the key
advantages of size consistency and of a greater compactness of
the secular matrix to diagonalize. Singly excited 2h1p (2p1h)
states are correspondingly described through first-order only,
which implies a lower accuracy on shakeup ionization energies,
typically around ∼0.6 eV. In both cases, the Feynman-Dyson
transition amplitudes [xi

(n)] required to expand the related Dyson
orbitals and spectroscopic strengths are obtained2d,37 as the
1h+1p components of the associated eigenvectors (Xin).

The 1p-GF/ADC(3) calculations have been performed under
the assumption of frozen core electrons, using the original
package of programs interfaced to GAMESS,59 and resorting
to the band Lanczos diagonalization approach60 for projecting
the 2p-1h shake-on states onto a pseudoelectron attachment
spectrum, prior to a complete diagonalization of the so reduced
H matrix, this time by means of the block-Davidson approach.61

All eigenstates with a pole strength larger or equal to 0.02 have
been recovered up to electron binding energies of 30 eV. At
the SCF level, the requested convergence on the elements of
the one-electron density matrix was set equal to 10-10. The
symmetry point group of the Cs conformer of ethanol has been
exploited. Two basis sets have been employed in these ADC(3)
calculations: cc-pVDZ (Dunning’s correlation consistent polar-
ized valence basis set of double-� quality30a) and cc-pVDZ++.
The latter was implemented by deleting the d type diffuse
functions on the oxygen and carbon atoms in the aug-cc-pVDZ
basis set, to overcome severe linear dependencies resulting in
a divergence at the level of the evaluation of the static self-
energy. The cc-pVDZ++ basis set incorporates, therefore, s
and p diffuse functions on the hydrogen, carbon, and oxygen
atoms.

Thermally averaged ADC(3) ionization spectra will be
presented in the sequel as spike and convoluted spectra, using
as a convolution function a Voigt profile combining a Gaussian
and a Lorentzian with equal weight and a constant full width at
half-maximum parameter of 0.4 or 1.1 eV, respectively. These
parameters have been selected to enable comparisons with
available measurements performed using UPS (HeI) or EMS.
In these simulations, line intensities have been scaled according
to the computed spectroscopic strengths (Γn) or (e, 2e) cross-
sections, respectively, along with the relative conformer
abundances.

Thermally and spherically averaged Dyson orbital momentum
distributions at specific electron binding energies have been
correspondingly computed according to the formalism described
in the preceding section, taking into account the influence of
the molecular conformation onto the orbital ionization energies
and assuming a symmetric noncoplanar kinematics and an
electron impact energy (E0) of 1200 eV (+ electron binding
energy, En). Therefore, the relevant parameters for the momenta
of the impinging and outgoing electrons amount to p0 )
0.271105 (1200 + En)1/2 au (1 au ) 1 a0

-1 with a0 the Bohr
radius, i.e., 0.5292 Å), and p1 ) p2 ) 6.64077 au, respectively
(E1 ) E2 ) 600 eV). Our calculations of momentum distribu-
tions and of spherically averaged (e, 2e) cross-sections also
account for a limited resolution of ∆φ ) (0.84° and ∆θ )
(0.57°, which implies a momentum resolution of ∆p ∼ 0.16
(fwhm) or 0.069 au (one standard deviation) at an impact energy
of 1.2 keV. These parameters are consistent with the charac-
teristics of a newly developed (e, 2e) spectrometer62 at Tsinghua
University (Beijing, China). In the present work, the limited
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resolution in momentum has been accounted for by means of a
procedure employing Monte Carlo simulations.63

Results and Discussion

Molecular Structures and Relative Conformer Abun-
dances. The employed molecular geometries for the trans (Cs)
and gauche (C1) conformers are given through the interplay of
Figure 1 and Table 1. In spite of the polarity of the target
molecule (ethanol) and of strong intermolecular interactions in
the solid phase, therefore, the agreement between theoretical
results with X-ray diffraction data64 is as good as it could be.
Deviations on bond lengths and bond or torsion angles are in
general around 0.02 Å and a few degrees. The largest discrep-
ancies are between encountered for the O3-H4 bond length and
for the C2-O3-H4 bond angle in the C1 conformer. Note that
the C1 and Cs conformers differ precisely by the rotation of the
O3-H4 bond around the C2-O3 bond. Despite the very shallow
nature of the related torsion potential, solid state effects
apparently have a limited influence on the H4-O3-C2-C1

dihedral angle of the C1 species (Table 1).
As with any ionization experiment performed under high

vacuum conditions, it is in practice extremely hard to monitor
the temperature at which the (e, 2e) ionization events occur.
The vapor sample may substantially cool down because of a
merely adiabatic gas expansion. We wish to note therefore that
the enthalpy and entropy corrections both have a very limited
influence on the conformer weights and that these in turn do
not vary by more than ∼3.5% upon an increase of the
temperature from 198.15 to 398.15 K (Table 2). At 298.15 K,
thermal corrections to the enthalpy of the gauche (C1) conformer
vs the reference trans (Cs) species amount to -0.01(2) kcal/
mol only. Added to the best FPA estimate for the electronic
energy difference [∆E ) 0.13(4) kcal/mol], this yields an
enthalpy difference between the two conformers of ∼0.12(2)
kcal/mol (zero-point vibrational energies included). The corre-
sponding entropy variation (∆S) at room temperature amounts
to -0.068 cal mol-1 K-1 at the RRHO level and to -0.116 cal
mol-1 K-1 upon accounting for hindered rotations, yielding

Gibb’s free energy differences of +0.14(1) or +0.15(7) kcal/
mol, respectively. Because the two conformers are almost
isoenergetic, according to the work by Kahn and Bruice, the
conformer abundances merely reflect the symmetry numbers
(Table 2). Note also that as compared with RRHO calculations,
accounting for the influence of hindered rotations has only a
marginal effect on these abundances. According to our best
estimates, the equilibrium mixture of ethanol at room temper-
ature is therefore characterized by gauche (C1) and anti (Cs)
molar fractions that are equal to 0.607 and 0.393, respectively.
Shaw et al.26 obtained correspondingly molar fractions of 0.612
and 0.388 from a fitting of theoretical IR spectra with
experimental measurements in highly diluted CCl4 solutions.
Very similar values (0.62 vs 0.38) can be inferred from the
energy data by Kakar et al.16 or Pearson et al.17

Valence Electronic Structure and Ionization Spectra. In
the gauche (C1) conformer, due to the lack of any symmetry,
there is no restriction at all on the way atomic orbitals may
mix, and the greatest care is needed therefore to establish a
correlation diagram with the molecular orbitals of the anti (Cs)
conformer. Molecular orbital correlation diagrams between these
two conformers were obtained (Figures 2 and 3) by carefully
studying the evolution of the orbital energies in the outer- and
inner-valence regions as a function of the H4-O3-C2-C1

dihedral angle (φ). Somewhat counterintuitively, this geometrical
parameter has almost no influence on the energy of the three
outermost orbitals, among which the 3a′′ (Cs) alias 13a (C1)
and the 10a′ (Cs) alias 12a (C1) lone-pair levels. The influence
on the C2s and O2s inner-valence levels is also rather limited
and does not exceed 0.3 eV. Very significant variations are on
the other hand observed for orbitals in the middle of the outer-
valence (C2p + O2p + H1s) region. The 8a′ orbital of the anti
conformer [shortly 8a′ (Cs)] gets stabilized by ∼1 eV when
becoming the 9a orbital of the gauche conformer [shortly 9a
(C1)], as a result of a release of through space antibonding
interactions between the O-H bond and the methyl group. On
the contrary, a destabilization by almost 0.6 eV is correspond-
ingly noted for the 1a′′ (Cs) orbital, due to the disruption of
through-space bonding interactions (Figure 2) between the
methyl group and the nπ(O) lone pair upon a twist in the gauche
conformation. Because electron momentum distributions are
experimentally reconstructed from an angular analysis of (e,
2e) ionization intensities at specific electron binding energies,
it will clearly be essential to account for the influence of the
molecular conformation on electron binding energies, to cor-
rectly unravel EMS experiments on ethanol. Any study that
would neglect this influence should be regarded as physically
irrelevant.

The thermally averaged and convoluted ADC(3) spectra
displayed in Figure 4 reflect the partition of the valence

TABLE 1: Structural Parameters of Ethanola

experimentb B3LYP/aug-cc-pVTZc
structural

parameters C1 Cs C1 Cs

C1-C2 1.512(3) 1.499(3) 1.52 1.51
C2-O3 1.422(2) 1.431(2) 1.43 1.43
O3-H4 0.85(3) 0.79(4) 0.96 0.96
C1-H5 0.96(4) 0.93(3) 1.09 1.09
C1-H6 1.05(4) 1.01(3) 1.09 1.09
C1-H7 1.01(3) 0.95(3) 1.09 1.09
C2-H8 1.04(3) 0.96(3) 1.07 1.10
C2-H9 0.93(3) 0.98(3) 1.09 1.10
C1-C2-O3 112 108.8 113.0 108.1
C2-O3-H4 102 107 108.9 109.1
H5-C1-C2 115 113 110.6 110.4
H6-C1-C2 113 114 111.1 110.6
H7-C1-C2 109 109 110.7 110.6
H8-C2-C1 107 115 110.4 110.2
H9-C2-C1 118 117 110.4 110.2
H8-C2-O3 110 112 110.3 110.3
H9-C2-O3 104 109 105.0 110.3
C1-C2-O3-H4 63 ( 2 179 ( 2 61.7 180.0
H5-C1-C2-O3 177.6 180.0
H6-C1-C2-O3 -63.0 -59.95
H7-C1-C2-O3 +57.3 +59.95

a All bond lengths and angles are in Å and degrees, respectively.
b Uncorrected X-ray diffraction data, taken from ref 64. c This work.

TABLE 2: Boltzmann Statistical Thermodynamical
Calculations of Conformer Abundances at the RRHO Level
and upon Accounting for Hindered Rotations

hindered rotations RRHO

temperature (K) C1 (%) Cs (%) C1 (%) Cs (%)

198.15 58.5 41.5 58.9 41.1
223.15 59.2 40.8 59.7 40.3
248.15 59.8 40.2 60.4 39.6
273.15 60.3 39.7 60.9 39.1
298.15 60.7 39.3 61.3 38.7
323.15 61.1 38.9 61.7 38.3
348.15 61.4 38.6 62.0 38.0
373.15 61.8 38.2 62.3 37.7
398.15 62.0 38.0 62.5 37.5
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electronic structure into three inner-valence levels and seven
outer-valence levels at electron binding energies above and
below ∼19 eV, respectively. The individual conformer contribu-
tions to the ionization spectrum are also provided, in the form
of spike spectra. The reader is referred to Table 3 for a detailed
assignment of these spectra and to Figure 5 for a comparison
with the experimental HeI measurements by Katsumata et al.65

According to our simulations, a rather pronounced shoulder (V)
at ∼14.5 eV in this ultraviolet photoelectron spectrum specif-
ically relates to the 8a′ (Cs) orbital and may therefore be regarded
as a rather reliable conformational fingerprint. The rather
significant influence of the molecular conformation onto ioniza-
tion energies at electron binding energies between 15 and 18

eV also explains the larger widths that characterize bands VI
and VII in the UPS measurements. When accounting for
conformational effects, the ADC(3) calculations enable overall
theoretical insights in the available one-electron experimental
energies within ∼0.2 eV accuracy, to compare with an accuracy
of only 1.1 eV at the level of theory (HF/4-31G) that was
employed by Katsumata et al.65 for assigning their measure-
ments. Note that, to our knowledge, no calculations of the
ionization spectrum of ethanol beyond the level of Koopmans’
theorem have been reported so far. Table 3 confirms also that
an application of the meta-Koopmans’ theorem onto B3LYP
Kohn-Sham orbital energies leads to underestimations of one-
electron ionization energies of the order of 3-4 eV, as compared
with the available experimental values.

A breakdown of the orbital picture of ionization is noted at
electron binding energies larger than 24 eV. Except for a
redistribution of shakeup intensities in this energy region, the
computed ionization spectrum is from a qualitative viewpoint
almost insensitive to the incorporation of diffuse functions in
the cc-pVDZ basis set. The influence of these functions on the
one-electron binding energies does not exceed ∼0.2 eV. The
vertical double ionization threshold is located at ∼29.9 eV
according to CCSD(T)/aug-cc-pVTZ calculations, which ex-
plains the very strong influence of diffuse functions on the
shakeup splitting in the O2s electron binding energy range [∼31
to ∼34 eV, according to ADC(3) results]. Because for this
energy range a second electron is subject to decay in the
continuum, the computed shakeup states should rather be
regarded as discrete approximations to a continuum of shake-
off resonances. Because of the imposition of a threshold of 0.02
on spectroscopic strengths during the search for eigenstates of
the ADC(3) secular matrix, a much lower fraction of the O2s

ionization intensity is recovered at the ADC(3)/cc-pVDZ++
level.

Simulations of thermally and spherically averaged (e, 2e)
ionization spectra at room temperature are provided in Figure
6, along with the individual conformer contributions and the
underlying spike (e, 2e) ionization spectra, at an electron impact
energy of 1.2 keV and at azimuthal angles ranging from 0 to
10 degrees. The selected fwhm parameter (1.1 eV) for the
employed spread function qualitatively accounts both for the
combined effect of natural and vibrational broadening (∼0.6
eV, as estimated from the UPS measurements) and for the
energy resolution (∼0.5 eV) of the best experimental EMS set
ups to date. Despite the very strong influence of the molecular
conformation on the (e, 2e) ionization spectra, these simulations
indicate that seven bands remain visible at all selected azimuthal
angles and are therefore suited for a detailed EMS study of the
interplay of the electronic wave function with the molecular
structure of ethanol.

Because of the lack of symmetry constraints, all molecular
orbitals of the C1 conformer significantly contribute to (e, 2e)
ionization intensities at φ ) 0°. In contrast, note that the
contribution to band 1 at 10.9 eV of the Cs conformer (10.9
eV) vanishes at φ ) 0° and becomes increasingly significant at
increasing values of the azimuthal angle, a behavior that is
typical of a p type electron momentum distribution. This
behavior is consistent with the antisymmetric nature of the
HOMO in the Cs conformer and the presence in this orbital of
three mutually perpendicular nodal planes (Figure 2). Because
of particularly large ionization cross-sections associated with
the minor Cs conformer fraction, two bands (2 and 5) strongly
protrude at electron binding energies of 12.4 and 17.8 eV and
tend to disappear at larger azimuthal angles. At φ ) 0°, the Cs

Figure 2. Molecular orbital correlation diagram for the outer valence
region as a function of the dihedral angle Φ (H4-O3-C2-C1). HF/
cc-pVDZ++ results upon B3LYP/aug-cc-pVTZ geometries.

Figure 3. Molecular orbital correlation diagram for the inner valence
region as a function of the dihedral angle Φ (H4-O3-C2-C1). HF/
cc-pVDZ++ results upon B3LYP/aug-cc-pVTZ geometries.
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and C1 conformers provide maximal and marginally small
contributions to these bands, respectively, whereas at the largest
azimuthal angles, these contributions become approximately
proportional to the conformer abundances. This observation is
already indicative of a particularly strong conformational
fingerprint in the associated momentum distributions, which is
predicted to be of the s type (see further). In sharp contrast with
bands 2 and 5, bands 3 and 4 at electron binding energies of
13.6. and 15.8 eV dominantly relate to the C1 conformer at low
azimuthal angles. For the latter band, the contribution to band
4 of the Cs conformer remains comparatively quite limited even
at the largest values of φ. The respective contributions of the
Cs and C1 conformers to the outermost C2s band (6) at 21.0 eV
merely reflect their abundances. Because of the release of
symmetry constraints upon configuration interactions in the final
ionic state and an increased shakeup splitting therefore upon
lowering the symmetry from Cs to C1, the contributions of the

anti and gauche conformers to band 7 are accidentally almost
equal. This relates to the fact that, because of an imposed
threshold of 0.02 on the recovered ADC(3)/cc-pVDZ++
spectroscopic strengths, only 69.6 and 67.3% of the ionization
intensity associated to the innermost C2s level could be recovered
for the Cs and C1 conformers, respectively. Most generally,
except for an enhanced shakeup fragmentation with no signifi-
cant alteration of the computed spectral envelope, 66 innermost
valence ionization bands are known in general to bear no
experimentally amenable information on the molecular confor-
mation.1

Electron Momentum Distributions. Thermally and spheri-
cally averaged electron momentum distributions for each
resolvable one-electron ionization band (1-6) in the (e, 2e)
spectra displayed in Figure 6 are provided at various theoretical
levels in Figure 7 and compared with experimental results at
an electron impact energy of 1.2 keV from the (e, 2e) research

Figure 4. Thermally averaged (T ) 298.15 K) 1p-GF/ADC(3) ionization spectra of ethanol (full line: fwhm ) 0.4 eV, dashed line: fwhm ) 0.6
eV); (a) ADC(3)/cc-pVDZ++ and (b) ADC(3)/cc-pVDZ results.
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group at Tsinghua University. Details of this experimental study
will be provided in a separate contribution, along with measure-
ments at various electron impact energies67 to assess the validity
of the PWIA.

In line with the proposed assignment for the (e, 2e) ionization
spectra (Table 3), these experimental momentum distributions
have been analyzed using a C1/Cs conformer ratio of 0.607/
0.393 and according to the following sets of orbitals: {13a(C1),
3a′′ (Cs)}, {12a (C1), 10a′(Cs)}, {2a′′ (Cs), 11a(C1), 9a′(Cs),
10a(C1), 8a′(Cs)}, {9a(C1), 8a(C1), 1a′′ (Cs)}, {7a(C1), 7a′(Cs)},
and {6a′(Cs), 6a(Cs)}, respectively. In our analysis, we thereby
account for the extremely strong influence of the molecular
conformation on the energy of the 8a′(Cs) vs the 9a(C1) orbitals,
which are found to contribute to the electron momentum

distributions associated to bands 3 and 4, respectively. We note
from Table 3 that the spectroscopic strengths (Γn) of the one-
electron ionization lines that contribute to these outer- and inner-
valence ionization bands smoothly decrease from 0.91 to 0.85
with increasing electron binding energies and must be accounted
for, therefore, in a quantitative analysis of EMS momentum
distributions, within a few percents accuracy.

These spectroscopic strengths are straightforwardly included
in an analysis employing Dyson orbitals (see eq 6). On the
contrary, Kohn-Sham orbitals are by construction normalized
and must be rescaled according to suitable values of the
spectroscopic strengths to account for the dispersion of the
ionization intensity over 2h-1p shakeup satellites and correlation
bands. The limited angular resolution of the (e, 2e) spectrometer
may significantly alter the apparent electron momentum distri-
butions and must also be folded into these distributions to enable
a quantitative analysis of the experimental (e, 2e) ionization
intensities, in particular those obtained at low electron momenta.
A last difficulty is that experimental (e, 2e) ionization intensities
are obtained as (arbitrary) electron counts. Lacking any clue
about what an absolute “detector unit” is, a quantitative
comparison with theoretical data implies therefore a rescaling
of the experimental intensities that must also account for both
the limited resolution on electron momenta and the dispersion
of the ionization intensity into shakeup sets at high electron
binding energies (in this case, En > 26 eV). In these purposes,
the experimental (e, 2e) ionization cross-sections that are
provided in Figure 7 have been rescaled onto resolution folded
theoretical momentum distributions that were derived from
ADC(3) Dyson orbitals (Γn < 1, see eqs 6 and 8), using a global
rescaling factor obtained from a least-squares fit over the
momentum distributions associated to the one-electron ionization

TABLE 3: Comparison of Theoretical Ionization Spectra with UPS Measurementsa

orbital labels HF/aug-cc-pVDZ B3LYP/aug-cc-pVDZ ADC(3)/cc-pVDZ ADC(3)/cc-pVDZ++ UPS/He Ib exp. UPS peakb EMS peakd

13a (C1) 12.048 7.645 10.571 (0.913) 10.861 (0.911) 10.64 I 1
3a′′ (Cs) 12.006 7.604 10.587 (0.915) 10.887 (0.913)
12a (C1) 13.100 9.048 12.056 (0.918) 12.279 (0.916) 12.18 II 2
10a′ (Cs) 13.296 9.221 12.151 (0.915) 12.392 (0.914)
2a′′ (Cs) 14.270 10.062 13.242 (0.917) 13.372 (0.915) 13.21 III 3
11a (C1) 14.281 10.248 13.348 (0.917) 13.513 (0.915)
9a′ (Cs) 14.493 10.541 13.621 (0.916) 13.770 (0.915) 13.86 IV 3
10a (C1) 14.820 10.557 13.720 (0.914) 13.865 (0.912)
8a′ (Cs) 15.512 11.094 14.222 (0.910) 14.431 (0.907) 14.50 V 3
9a (C1) 16.484 11.884 15.161 (0.907) 15.343 (0.905) 15.85 VI 4
8a (C1) 16.926 12.480 15.786 (0.909) 15.973 (0.906) VI′c
1a′′ (Cs) 17.513 12.774 16.196 (0.904) 16.354 (0.901) VI′′ c

7a (C1) 18.665 13.834 17.274 (0.903) 17.508 (0.900) 17.35 VII 5
7a′ (Cs) 19.000 14.213 17.622 (0.904) 17.901 (0.901) VII′c
6a′ (Cs) 22.745 16.774 20.646 (0.852) 20.800 (0.849) VIIIc 6
6a (C1) 23.116 17.172 21.032 (0.850) 21.204 (0.848) VIII′c
5a (C1) 27.593 20.535 24.279 (0.211) 24.477 (0.135) IXc 7

24.584 (0.285) 24.632 (0.263)
5a′ (Cs) 27.598 20.553 24.356 (0.525) 24.386 (0.248)

24.536 (0.101) 24.549 (0.266) IXc 7
24.639 (0.182)

4a′ (Cs) 36.932 27.892
4a (C1) 36.949 27.910

a Binding energies are given in eV, along with spectroscopic strengths (or pole strengths, Γn) in parentheses. The last two entries refer to the
band assignment in the spectra displayed in Figures 4-6, respectively. Additional ADC(3)cc-pVDZ shake-up lines. 5a(C1): 23.556(0.025),
23.877(0.034), 24.156(0.035), 24.413(0.073), 24.547(0.032), and 24.711(0.025). 5a′(Cs): 24.211(0.054), 24.707(0.038), and 25.310(0.036).
ADC(3)cc-pVDZ lines beyond the double ionization threshold. 4a(C1): 32.774(0.034) and 32.837(0.036). 4a′(Cs): 31.049(0.022), 31.073(0.021),
31.294(0.036), 31.383(0.039), 31.510(0.059), 31.614(0.044), 33.045(0.028), 33.199(0.028), 33.307(0.049), 33.633(0.039), 33.673(0.021), 33.773(0.077),
and 34.089(0.053). Bands X and group of bands XI. Additional ADC(3)cc-pVDZ++ shake-up lines. 5a (C1): 23.862(0.029), 24.334(0.048),
24.346(0.082), 24.599(0.024), and 24.767(0.092). ADC(3)cc-pVDZ++ lines beyond the double ionization threshold. 4a′(Cs): 33.661(0.021),
33.700(0.072), 33.757(0.039), and 33.991(0.041). Band X. b See ref 65b. c Our assignment. See the ADC(3)/cc-pVDZ++ simulation displayed
in Figure 4. d Our assignment. See ADC(3)/cc-pVDZ++ simulations displayed in Figure 6.

Figure 5. Experimental He I UPS spectrum.65b
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bands (1-6) at azimuthal angles φ ) 0, 2, 4, 6, 8, and 10°. To
enable a physically meaningful comparison with experiment that
accounts for the same effects, the Kohn-Sham B3LYP orbital
momentum distributions that are provided in Figure 7 have also
been individually rescaled using the corresponding ADC(3)/
cc-pVDZ++ pole strengths. All of our calculations seemingly
provide qualitatively consistent insights into the experimental
momentum distributions, an observation that motivates first a
detailed discussion of the influence of the molecular conforma-
tion on these distributions.

To avoid a too severe overcrowding in the computed
momentum distributions, we provide separately in Figure 8 the
individual orbital contributions that were computed at the
ADC(3)/cc-pVDZ++ level, which we compare once more with
suitably rescaled experimental momentum distributions, using
the above receipes for intensity rescaling. In this figure, these
contributions also account for the relative weight of the
associated conformer. As expected, inspection of this figure
confirms the exceedingly strong influence of the molecular
conformation on the (e, 2e) ionization cross-sections and the
related EMS momentum distributions. In line with our discus-
sion of the dependence of the (e, 2e) ionization intensities onto
the azimuthal angle, examination of Figure 8 confirms the p
type characteristics of the 3a′′ (HOMO), 9a′ and 1a′′ orbitals
of the Cs conformer, as well as the 12a orbital of the C1

conformer, an observation that is consistent with the presence
of an odd number (1 or 3) of nodal surfaces in all of these

orbitals. In contrast, the momentum distributions characterizing
the HOMO (13a) of the C1 conformer and the 10a′ orbital of
the Cs conformer exhibit two maxima and one minima, which
is in line with the symmetric nature of the 10a′(Cs) orbital or
the presence in both cases of two approximately parallel nodal
surfaces in these orbitals. As was observed in works on glycine
[2a and b], n-butane [2c], dimethoxymethane [2f] and n-pentane
[5], it appears therefore that spherically averaged and resolution
folded electron momentum distributions can be significantly
influenced by changes in the topology of molecular orbitals,
which straightforward reflect in this case alterations thereby of
through-space (anomeric) interactions between the oxygen lone-
pairs and the nearby methyl group. With ethanol, this effect is
particularly impressive, since it relates to the energetically very
insignificant OH bond rotation.

The electron momentum distribution characterizing the C2s

shakeup band at ∼24.5 eV is analyzed in Figure 9. In line with
experiment, all employed models provide essentially the same
s type electron momentum distributions, and all shakeup lines
yield individually the same profile, regardless of the absolute
intensity scale. Theory also enables highly quantitative insights
into the one-electron momentum distributions recovered from
bands 5 and 6 (Figure 8e,f).

In spite of all our efforts, the agreement between our best
computations and experiment for the four outermost bands
(Figure 8a-d) remains somehow rather deceiving, at least from
a quantitative viewpoint. The stronger the influence of the

Figure 6. Simulations of spherically and thermally averaged (e, 2e) ionization spectra at T ) 298.15 K, at E0 ) 1200 eV, and at various azimuthal
angles: (a) φ ) 0°, (b) φ ) 2°, (c) φ ) 4°, (d) φ ) 6°, (e) φ ) 8°, and (f) φ ) 10°. The full width at half maximum (fwhm) parameter for the Voigt
profile was set to 1.1 eV. These spectra were convolved assuming angular resolutions of ∆θ ) (0.57°; ∆φ ) (0.84° in the (e, 2e) spectrometer
(noncoplanar symmetric kinematics).
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molecular conformation is, the stronger the discrepancy is. It
is, however, clear from Figure 8 that a better fit of the
experimental momentum distributions cannot be globally im-
proved by using other conformer ratios. The experimental
momentum distribution recovered from band 1 can for instance
be perfectly fitted by theoretical momentum distributions upon
assuming a C1 to Cs conformer ratio of 0.80 to 0.20, but this
would clearly occur at the expense of a strong deterioration of
the agreement between theory and experiment for all of the other
bands. One may of course be tempted to use or assume variable
conformer weights for improving the fitting band per band. Such
an analysis would imply that geometrical relaxation effects are
rapid enough to induce alterations of the molecular conformation
that can be detected in EMS experiments. However, with regards
to the kinetic energy of the impinging electron (E0 ) 1.2 keV),
the time scale characterizing the electron-molecule interaction
in EMS is typically of the order of the femtosecond and thus
much shorter than that required for nuclear motions in the
absence of complications like vibronic coupling interactions or
conical intersections between various electronic states. Ethanol
has abelian symmetry and does not exhibit any significant near-
degeneracies between orbital energies. It is therefore unlikely
that these discrepancies between theory and experiment can be
ascribed to nuclear dynamical complications in the final cationic
states. In other words, ionization processes are expected to be
vertical in nature, in which case EMS can only provide
instantaneous snapshots of the conformer distributions that

statistically prevail in the ground state and which should thus
remain constant, whatever the investigated range of electron
binding energies. In the next step of our analysis, it is therefore
natural to wonder whether the computed momentum distribu-
tions are accurate enough. To examine this issue, we now return
to Figure 7.

Upon examining the B3LYP momentum distributions that
are provided in this figure, it is immediately apparent that, in
sharp contrast with the underlying ionization spectrum, diffuse
functions have a very significant influence on all of the
computed momentum distributions. The effect is particularly
pronounced for the momentum distributions to be recovered
from the outermost and second ionization bands at 10.9 and
12.4 eV, which is in line with the lone-pair nature of the
contributing orbitals. When suitably large enough basis sets are
used, it is also clear in this case that B3LYP Kohn-Sham
orbitals and ADC(3) Dyson orbitals produce almost equal
electron momentum distributions. Note furthermore that at the
B3LYP level, the aug-cc-pVDZ and aug-cc-pVTZ basis sets
yield also almost equal momentum distributions. In other words,
the closely related aug-cc-pVDZ and cc-pVDZ++ basis sets
must enable quantitative enough computations of momentum
distributions. The employed models for the calculations of
electron momentum distributions cannot be incriminated for
explaining the discrepancies between theory and experiment.
The interested reader is also referred further to previous works
from our groups on EMS momentum distributions,37,68 which

Figure 7. Spherically and thermally averaged electron momentum profiles (T ) 298.15 K) at various levels of theory as compared with experiment
(E0 ) 1.2 keV): (a) band 1 (εb ≈ 10.9 eV), (b) band 2 (εb ≈ 12.4 eV), (c) band 3 (εb ≈ 13.6 eV), (d) band 4 (εb ≈ 15.8 eV), (e) band 5 (εb ≈ 17.8
eV), and (f) band 6 (εb ≈ 21.0 eV).
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indicate that as compared with recent and high resolution
measurements, ADC(3)/cc-pVDZ++ Dyson orbital momentum
distributions provide in general exceedingly accurate insights
into their experimental counterparts.

In view of the resemblance of the 3a′′ (HOMO) orbital of
the Cs conformer with a d type or even a f type atomic orbital
and in analogy with recent works on the outer-valence electron
momentum distributions of ethylene,69 difluoromethane,37 or
oxygen,70 one may in a next step wonder whether the particularly
strong discrepancies that are observed between theory and

experiment for band 1 (Figures 7a and 8a) can be ascribed to
distorted wave effects, that is, to a breakdown of the PWIA.
Further EMS measurements at much higher electron impact
energies (E0 ) 2.4 keV) indicate that this is not the case at
all.67 The energy gaps between the maxima characterizing bands
1-3 exceed 1.1 eV and are therefore significantly larger than
the energy resolution (0.6 eV) of the employed (e, 2e)
experimental set up. It seems therefore unlikely that the very
significant discrepancies that are observed between the theoreti-
cal and the experimental momentum distributions characterizing

Figure 8. Decomposition of benchmark spherically and thermally averaged ADC(3)/cc-pVDZ++ electron momentum distributions (T ) 298.15
K, E0 ) 1.2 keV) into individual Dyson orbital contributions: (a) band 1 (εb ≈ 10.9 eV), (b) band 2 (εb ≈ 12.4 eV), (c) band 3 (εb ≈ 13.6 eV), (d)
band 4 (εb ≈ 15.8 eV), (e) band 5 (εb ≈ 17.8 eV), and (f) band 6 (εb ≈ 21.0 eV).

Figure 9. Analysis of the momentum distributions inferred for the C2s shakeup band (band 7 at ∼24.5 eV). (a) Comparison of the spherically and
thermally averaged momentum profile (T ) 298.15 K, E0 ) 1.2 keV) with experiment at different levels of theory. (b) Decomposition of the best
ADC(3)/cc-pVDZ++ profile into individual Dyson orbital contributions.
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bands 1 and 3 could be explained by unusually strong overlap
effects in the deconvolution of the experimental (e, 2e) ionization
spectra. In view of the extremely strong influence of the
molecular conformation, these discrepancies are probably
indicative of a stronger structural disorder than that described
in a thermodynamical model that focuses only on conformational
equilibrium between the two energy minima of ethanol.

Kohn-Sham vs Dyson Orbital Densities. The observation
that standard KS orbital energies yield exceedingly large
underestimations of one-electron ionization energies amply
justifies a systematic confrontation of Kohn-Sham orbital
densities against benchmark many-body results derived from
ADC(3) Dyson orbitals. A comparison with HF orbital mo-
mentum densities is also useful, as these on the contrary most
commonly lead to overestimations of one-electron binding
energies by a few eV, due to the neglect of electronic correlation
and relaxation effects at the level of Koopmans’ theorem.

Since in an exact theory of ionization, ionization cross-
sections formally relate to the squared Dyson orbitals associated
to the ionization states of interest, we display in Figure 10
contour plots of the electron density differences between
normalized ADC(3) Dyson orbital densities and the correspond-
ing HF (or KS) orbital densities. More specifically, these electron
density differences have been computed as follows:

∆FHF( rb))FADC(3)( rb)-FRHF( rb)

∆FKS( rb))FADC(3)( rb)-FRKS( rb) (11)

with

FADC(3)( rb)) [∑n

Γn]-1∑
n

gn
2( rb) (12)

where the sums on n run on all identified ionization lines that
could be recovered for a given RHF molecular orbital. When
the orbital picture of ionization is valid, these sums reduce to a
single component only; otherwise, these sums imply an averag-
ing of Dyson orbital densities over all of the associated shakeup
satellites. In view of the MO contours displayed in Figure 2, it
is rather clear that, upon comparing Dyson with HF orbitals
(Figure 10), electronic relaxation in the Dyson orbitals charac-
terizing the two outermost ionization lines yields a decrease of
the electronic density in the lone-pair region. Because of the
very low symmetry of the target structures, trends complicate
at higher electron binding energies. Upon comparing the contour
plots of the ∆FHF and ∆FKS density differences, it appears rather
clearly that the ADC(3) Dyson orbitals lie in between the HF
and the Kohn-Sham orbitals (note in particular the almost
systematic reversal in sign of the ∆FHF and ∆FKS density plots).
An obvious explanation is that, at the ADC(3) level, both
electronic correlation and relaxation effects are accounted
through the interplay of initial- and final-state configuration
interactions, whereas only ground-state correlation is accounted
for in DFT through the interplay of standard functional such as
B3LYP, and both effects are neglected at the HF level
(Koopmans’ theorem). The trends that are observed in Figure
10 are therefore consistent with the prevailing view in the theory
of ionization that for one-electron ionization states, the removal
of ground-state pair correlation is approximately compensated
by electronic orbital and pair relaxation effects in the final
state.29a We note also from Figure 10 that, in spite of their
deficiencies with regards to ionization energies, Kohn-Sham
orbital momentum distributions are much closer to the bench-
mark ADC(3) results than the HF orbitals.

Conclusions and Outlook for the Future

A thorough theoretical study of the electronic structure,
ionization spectrum, and electron momentum distributions of
ethanol has been presented, under the assumption of confor-
mational equilibrium in the gas phase, according to a model
that focuses on a mixture of the gauche (C1) and anti (Cs)
conformers in their energy minimum forms, using weight
coefficients obtained from thermostatistical calculations that
account for the influence of hindered rotations. This analysis is
based on exceedingly accurate calculations of the energy
differences between the two conformers, at the confines of
relativistic quantum mechanics, using the principles of a focal
point analysis.

In a second step, the valence one-electron and shakeup
ionization spectra of the two conformers have been calculated
using one-particle Green’s Function (1p-GF) theory in conjunc-
tion with the so-called third-order Algebraic Diagrammatic
Construction scheme [ADC(3)]. A confrontation with available
UPS (HeI) measurements confirms the expected accuracy of
∼0.2 eV on one-electron binding energies and the presence at
electron binding energies of very significant conformational
fingerprints onto outer-valence ionization energies ranging from
∼14 to ∼18 eV. The shakeup onset is located at ∼24 eV, and
a shoulder at ∼14.5 eV in the He I spectrum can be specifically
ascribed to the minor anti (Cs) conformer fraction.

Figure 10. Contour plots of electron density differences (∆F) between
the normalized averaged Dyson orbitals and the related RHF or RKS
orbitals (see the text for an explanation). The selected values for the
contours are 0.001, except *, where contours are 0.00045. The “#”
superscripts emphasize a partial or complete breakdown of the orbital
picture of ionization. The gray and white areas correspond to regions
that exhibit an increase or decrease of the electron density, respectively.
(a) C1 conformer and (b) Cs conformer. These plots were obtained using
the cc-pVDZ++ basis set and B3LYP/aug-cc-pVTZ geometries and
can be readily compared with the molecular orbital contours displayed
in Figure 2.
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In a third step, simulations at the ADC(3) level of (e, 2e)
ionization spectra according to the technical characteristics of
the best available set ups nowadays indicate that seven ionization
bands (1-7) at electron binding energies of 10.9, 12.4, 13.6,
15.8, 17.8, 21.0, and ∼24.5 eV can be reliably resolved and
analyzed in EMS experiments. These simulations indicate that
at vanishingly small target electron momenta (φ̃ ) 0°), the
second band at 12.4 eV specifically relates to the minor anti
conformer fraction, whereas bands 1, 3, and 4 at 10.9, 13.6,
and 15.8 eV almost exclusively relate to the major gauche (C1)
conformer fraction. In a fourth and last step, thermally and
spherically averaged electron momentum distributions for all
resolvable bands have been correspondingly computed from
Dyson orbitals obtained at the ADC(3) level and compared with
preliminary EMS measurements64 at an electron impact energy
of 1.2 keV.

Whereas an increasing system size tends to enhance confor-
mational fingerprints in ionization spectra, because of coopera-
tive effects such as interactions between lone-pairs1a,b,e or
anomeric interactions,2a,b,f π-conjugation2d or methylenic hy-
perconjugation (also referred to as σ-conjugation),1c-f this
analysis demonstrates on the contrary that a decrease in system
size is likely to exacerbate the influence of the molecular
conformation on electron densities in momentum space, in
particular at low electron momenta. For assessing this point,
the interested reader is referred to recent studies of the electron
momentum distributions of larger conformationally versatile
molecules such as n-butane,2c n-pentane,5 or dimethoxymethane:
2f Never to date so large conformational fingerprints have been
identified in momentum space. A similar observation can be
made with regards to the influence of diffuse functions in the
basis set, which have almost no discernible effect on the one-
electron and shakeup ionization spectrum but which are on the
contrary very much needed for accurate insights into electron
densities at low momenta, thus at large distances in configuration
(r) space. Analysis of the momentum distribution associated to
band 7 at 24.5 eV confirms that this band exclusively relates to
many C2s shakeup satellites with individually small ionization
intensities.

The influence of the molecular conformation is exceedingly
strong for the momentum distributions associated to the two
outermost lone-pair levels, which a comparison with experiment
qualitatively corroborates. Nevertheless, the agreement between
theory and experiment is somehow deceiving from a quantitative
viewpoint. The most likely explanations to the observed
discrepancies between theory and experiment must be sought
into shortcomings of the employed model with regards to the
description of thermally induced molecular motions in the
neutral ground state, thus into deviations of the molecular
structures away from a thermodynamical equilibrium between
ground-state energy minima. According to large scale MP4
calculations, ethanol is characterized indeed by exceedingly low
hydroxyl torsion barriers of 404.1 (1.15 kcal/mol) and 423.3
cm-1 (1.21 kcal/mol) for the trans-gauche and gauche-gauche
transitions, respectively.20 It is clear, therefore, that in a
dynamical depiction many more structures associated with the
hydroxyl rotations should contribute to the conformational
mixture characterizing ethanol at room temperature (kB T ) 0.58
kcal/mol at T ) 298 K). In view of estimated energy barriers
of 1200-1300 cm-1 (3.4-3.7 kcal/mol), the concerted rotation
of methyl groups may also play a non-negligible role. In line
with a study by our group of the influence of thermally induced
molecular motions on the electronic absorption spectra of large
conjugated molecules,71 we suggest in a further study to couple

molecular dynamical simulations72 with calculations of electron
momentum distributions under the assumption that the one-
electron picture of ionization and the target Kohn-Sham
approximation are valid, a view that the present ADC(3)
calculations and comparison with Kohn-Sham orbital densities
or momentum distributions fully support on this occasion. A
major difficulty to overcome in a dynamical averaging of
ionization spectra and electron momentum distributions over
several hundreds or even thousands of model molecular
structures would be to be able to account for the influence of
the molecular conformation on the ionization energies. Ap-
propriate computer methodologies and exceedingly accurate
classical force fields need to be developed for this purpose.
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