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Zero-point vibrational contributions to indirect spin-spin coupling constants for N2, CO, HF, H2O, C2H2,
and CH4 are calculated via explicitly anharmonic approaches. Thermal averages of indirect spin-spin coupling
constants are calculated for the same set of molecules and for C2X4, X ) H, F, Cl. Potential energy surfaces
have been calculated on a grid of points and analytic representations have been obtained by a linear least-
squares fit in a direct product polynomial basis. Property surfaces have been represented by a fourth-order
Taylor expansion around the equilibrium geometry. The electronic structure calculations employ density
functional theory, and vibrational contributions to indirect spin-spin coupling constants are calculated
employing vibrational self-consistent-field and vibrational configuration-interaction methods. The performance
of vibrational perturbation theory and various approximate variational calculations are discussed. Thermal
averages are computed by state-specific and virtual vibrational self-consistent-field methods.

I. Introduction

Nuclear magnetic resonance (NMR) parameters are strongly
influenced by variations in the molecular geometry.1-5 This is
perhaps most well-known for spin-spin coupling constants
(SSCC) where the empirical Karplus equation is used for
modeling the dependence of 3JHH SSCCs on the involved
dihedral angle. Other empirical relations exist that describe the
geometry dependence of vicinal SSCCs.6 Therefore, vibrational
contributions, i.e., the effect of also treating the dynamics of
the nuclear framework and thus not only calculating the property
at the equilibrium geometry, to these parameters are expected
to be significant. The relative importance of the rotational and
vibrational contributions depends on both the nature of the
molecular system of interest and also the temperature. For
molecules characterized by high vibrational frequencies the
rotational contribution may dominate the total ro-vibrational
correction at low temperatures.7 However, for molecules pos-
sessing lower vibrational frequencies the vibrational correction
usually becomes more important to consider than the rotational
counterpart, especially at higher temperatures. In this context a
first step in the direction of introducing dynamical effects on
the SSCCs would be to consider the zero-point vibrational
contribution (ZPVC) to the SSCCs. In addition, since experi-
mental NMR measurements are always performed at finite
temperatures, excited vibrational levels become populated
(according to the Boltzmann distribution law) and hence the
SSCCs are expected to be temperature dependent. Indeed, this
has been shown by Wigglesworth et al.8 and Sauer et al.9 For
flexible molecules, i.e., molecules characterized by several

different conformations which are generally not reached by small
amplitude vibrations, a proper averaging over the SSCCs derived
from different conformations should be employed. However,
in this paper we will restrict ourselves to molecular systems
dominated by only one conformation with a well defined
minimum energy. Vibrational effects are then described as the
effect of vibrational motion around this energy minimum.

The calculation of zero-point vibrational contributions (ZPVC)
to molecular properties has conventionally been performed using
a vibrational perturbation theory (VPT) approach10-13 which is
inherently a nonvariational treatment. Although perturbation
theory for vibrational states frequently has revealed itself as a
powerful method, it is generally not believed to be as accurate
and robust as variational procedure. In this paper, we will
therefore use different variational methods for the solution to
the vibrational problem as well as the calculation of vibrationally
averaged SSCCs. After obtaining very accurate reference values
for the ZPVC (within the given electronic structure method)
we use these to discuss the accuracy and cost of other
approximate schemes including VPT.

According to the formalism of Ramsey,14 the calculation of
indirect spin-spin coupling constants requires the evaluation
of four different terms: (i) the Fermi contact (FC) contribution
which describes polarization of the spin density at the nuclei
due to Fermi coupling (this contribution is usually significant);
(ii) the spin dipole (SD) contribution which in a similar manner
describes polarization of the spin density resulting from the
dipole field of the nuclear moment. The orbital currents induced
by the magnetic moments are usually divided into two contribu-
tions: (iii) the diamagnetic spin-orbit (DSO) and (iv) para-
magnetic spin-orbit (PSO) contributions. The DSO contribution
may be evaluated as an expectation value. The FC, SD, and
PSO contributions are however found from the linear response
function requiring the solution of linear response equations.1

The calculation of SSCCs is challenging because of the large
number of response equations that need to be solved and because
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of the slow convergence of computed SSCCs with increasing
basis set size, requiring the use of general large and uncon-
tracted, at least for the s-type functions, basis sets in order to
reach the basis set limit.15,16 The calculation of SSCCs are for
some approximate methods, i.e., Hartree-Fock, often compli-
cated by triplet instability problems.17 Density functional theory
(DFT) methods include some electron correlation effects and
thus to some extent overcome these problems.18

In this paper, we will continue our work on vibrational and
thermal effects on molecular properties.19 Within the present
context, we (i) calculate zero-point vibrational contributions to
SSCCs using the vibrational self-consistent field (VSCF) and
vibrational configuration interaction (VCI) models using ex-
plicitly anharmonic potentials and (ii) study the thermal effects
on SSCCs within the VSCF framework in combination with
statistical mechanics.

We use DFT methods for the electronic structure calculations.
Although DFT may lack high predictive power in an absolute
sense, it is hoped to have high enough accuracy for the variation
of the property to give reasonable vibrational corrections. We
note that a DFT study of ZPVC to SSCCs using perturbation
theory has been published recently by Ruden et al.12 In the
present work, we consider some of the same molecules and basis
sets as in ref 12. Very recently, Hirata et al. showed that
vibrational contributions to SSCCs in the FHF- molecule may
be calculated very accurately within the VCI framework.20

II. Theory

A. Potential and Property Surfaces. In this section the
procedure used for the construction of the Born-Oppenheimer
(BO) potential energy and molecular property surfaces will be
outlined together with the nomenclature adopted.

Since the large dimensionality of the BO potential (the
number of internal degrees of freedom, M) severely hampers
an exact solution of the nuclear Schrödinger equation, we adopt
a hierarchical representation of the adiabatic potential through
a converging sequence of approximate potential terms

V (1), V (2), V (3), . . . , V (M) (1)

where the V (n) approximate potential includes at most couplings
between n different coordinates, and can be expressed as a linear
combination of m-mode cuts (me n) of the BO potential energy
surface (PES), the particular linear combination avoids possible
overcounting.21 A generic n-mode cut is defined to be a section
of the fully coupled PES, for which only n normal coordinates
are different from zero and is denoted by Vmn, where mn is a
vector of n indices m1, m2, . . . , mn (called a mode combination,
MC, hereafter) for the n coordinates of the cut. The overcounting
in the sum over Vmn is avoided by defining a set of “intrinsic”
potential terms,21 Vjmn, such that they give zero if any of the n
normal coordinates are zero (we follow the notation and general
treatment of ref 21 hereafter):

Vmn(. . . , qi ) 0 . . . )) 0 (2)

The Vjmn potentials are related to the Vmn ones through21

Vmn ) Smn∑
n′)1

n

(-1)n-n′(n
n′ )Vmn′ (3)

where Smn is an operator that symmetrizes with respect to the n
m indices. The approximate adiabatic potential which includes
up to n mode couplings is given in terms of the Vjmn21

V (n) ) ∑
mk∈ MCR{V}

Vmk (4)

where MCR is the mode-combination range, or, in other words,
the full set of MCs, up to a maximum number of mode
couplings, n. Note that the procedure outlined above is general
and every molecular property, in addition to the BO potential,
is amenable to a similar hierarchical representation.

In this work, potential energy and property surfaces including
couplings between at most n different modes have been
generated via two different approaches. In the first approach,
each Vjmk potential term of eq 4 is represented as an m-order
Taylor expansion, with expansion coefficients obtained by
numerical differentiation around the equilibrium geometry.21 In
this work, all property surfaces, with the exception of the
potential energy, are represented in this way, and will be denoted
as nMmT. The order of the Taylor expansion is limited to 4 in
this study. The Taylor expansion is done in normal coordinates
and the step sizes employed in the numerical differentiation are
chosen as described in ref 21.

Potential energy and molecular property surfaces can also
be generated via a grid-based approach where the (n

M) n-mode
cuts of the BO PES, Vmn, are evaluated in a set of grid points
by means of ab initio electronic structure calculations.22 From
the Vmn values on the grids, the intrinsic terms of eq 2 are
generated through eq 3 and are then spline-interpolated in a
denser grid of points. A linear least-squares fit of the interpolated
surfaces on a direct product polynomial basis22 provides an
analytical representation of the potential. In this work, all PESs
are generated with a grid-based approach. The portions of the
n-mode cuts of the PES to be sampled are selected through input
of a non-negative integer V in such a manner that the cutoff in
the i-th normal coordinate axis for Vmn corresponds to the
classical turning point, xi, TP, for the harmonic motion in that
direction:

xi,TP ) (�2p
ωi

(V+ 1
2) (5)

and multiplied by a scaling factor (in this study a factor of 1.2
has been used). In eq 5, ωi is the harmonic frequency for the
ith mode, and V ) 12 has been used in this work. The mesh of
evaluation points is linear and the interval length step is specified
by giving the number of evaluation points. Flexibility is further
enhanced by allowing the same number of evaluation points to
be distributed more or less densely close to the reference
(equilibrium) point. This is done by specifying a “fractioning”
in the following manner: for a one-dimensional grid consisting
of 64 evaluation points but with a fractioning of 1/2 the
electronic structure calculations are carried out only in cor-
respondence to the inner 64 × 1/2 ) 32 displaced geometries
around the reference structure, while a grid consisting of 32
evaluation points with no fractioning applied would result in a
much more coarse grid covering the whole interval specified
on input. This flexibility can conveniently be exploited when
just the low-lying vibrational states are of interest since the
portion of the PES sampled is reduced and therefore the total
number of ab initio calculations.

A grid-based PES including up to three mode couplings will
be denoted as KkLlMm with K, L, and M integers and the
corresponding “fractionings” as subscripts.22 With this notation,
one-dimensional grids consist of K/k uniformly spaced evalu-
ation grid points, K being the maximum number up to the grid
cutoff and k being the fraction of the grid. Two- and three-
dimensional grids consist of L/l and M/m evaluation points,
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respectively, for each of the normal coordinate axes. As an
example, a 321163/4 PES is generated by including all one- and
two-mode couplings, with each one-dimensional cut of the PES
being sampled in a grid consisting of 32 evaluation points,
whereas the two-dimensional cuts are sampled in grids consist-
ing of (16/3/4)2 ) 144 evaluation points.

The total number of evaluation grid points can be calculated
using

Ntot )∑
n)0

nmax (M
n )Kk

n (6)

where nmax is the maximum number of modes coupled, M is
the total number of modes, Kk

n is the number of grid points in
the nth dimension, and (n

M) is the binomial coefficient. For a
system with 6 modes, this will give a total of 2353 grid points
for a 321163/4 grid.

Either a low-order Taylor expansion or the linear least-squares
fit provides a representation of the actual potential energy and
molecular property operators in the computationally convenient
sum-over-products form,22

O)∑
t)1

T

ct∏
m)1

M

om,t (7)

where om, t may be any one-mode operator acting on a single
mode, e.g., q, q2, ∂/∂q, and so forth.

In this work, all PESs are generated using the grid ap-
proximation employing, unless stated otherwise, a 323/4163/483/4

set of coarse grid points. Similarly, all molecular property
surfaces are represented as fourth-order Taylor expansions
including either 2, 3, or 4 mode combinations for the polyatomic
species studied, providing XM4T, X ) 2, 3, 4 surfaces.

B. Vibrational Averaging. The MidasCPP23 program imple-
ments, among others, the VSCF 24-26 and VCI 25-30 methods
for obtaining multimode wave functions and corresponding
energies. For details on the VSCF and VCI methods, we refer
to the above-mentioned references along with a recent review
on vibrational wave functions.31 Here, we present only the
working equations used in the calculation of zero-point vibra-
tional contributions in the VSCF and VCI approaches.

The ZPVC to a given property P is calculated according to

〈P〉ZPVC ) 〈ΦK|P|ΦK〉 (8)

where K may refer either to a VSCF or a VCI wave function.
If P includes the electronic contribution at the equilibrium
geometry eq 8 defines the zero-point vibrational average (ZPVA)
of the property. As noted above, the property operators are
expressed as sum over products allowing for computationally
very attractive formulations of algorithms for obtaining vibra-
tional energies, wave functions, and so forth. For an operator P
) Σt ) 1

T ctΠm ) 1
M pm, t, and the VSCF wave function (being a single

Hartree product), this yields

〈ΦVSCF|P|ΦVSCF 〉 )∑
t)1

T

ct∏
m)1

M

〈�im
m(qm)|Pm,t|�im

m(qm)〉 (9)

This is quite similar to evaluating the VSCF energy; see, e.g.,
ref 21. For a VCI wave function, the corresponding ZPVC
becomes

〈ΦVCI|P|ΦVCI 〉 )∑
r)1

R

∑
s)1

R

Cs〈Φs|P|Φr 〉 Cr )∑
s)1

R

CsFs
p (10)

where Fs
p ) Σr ) 0

R 〈Φs|P|Φr〉Cr. Here, Φs and Φr are Hartree
products and r and s correspond to two different occupation

vectors. The calculation of the ZPVC is done via a transformer
which provide the Fs

p intermediates of eq 10 and subsequently
contract these with the relevant coefficients to yield the result.
These steps are easy to implement based on the existing direct
VCI framework for calculating the vibrational states themselves.

C. Thermal Effects. Focusing on the temperature depen-
dence of the vibrational contributions to molecular properties,
the canonical vibrational partition function can be written as32

Zvib,T )∑
i)0

∞

exp{- εi

kBT} (11)

where we have neglected contributions due to the rotational-
vibrational interaction, i.e., we assume a rigid-rotor approxima-
tion. In eq 11, the individual energies, εi, are calculated explicitly
for all states. If the anharmonicity is small, the M mode partition
function can be written as a direct product of partition functions
for each of the modes with the anharmonic frequencies replacing
the harmonic ones in the standard harmonic oscillator expres-
sions. This method has been shown to provide good results for
partition functions and thermodynamic properties.33 In the
present work, we will not assume such a separability and obtain
the vibrational energies and states from vibrational calculations
where the anharmonicity is included explicitly. Eq 11 has
previously been used in a VSCF and VCI framework to calculate
vibrational partition functions.19,34

Temperature averaged properties can be calculated by evalu-
ating the expectation value of the property for each of the
vibrational states included in the sum in eq 11, multiplied by
the appropriate Boltzmann factor

〈P〉T ) 1

Zvib,T∑
i)0

∞

Pi exp{- εi

kBT} )∑
i)0

PiWi (12)

where T is the temperature, Pi is the expectation value of the
property in the ith vibrational state, and Wi the individual
populations, normalized to one

Wi )
1

Zvib,T
exp{- εi

kBT} (13)

In order to calculate the thermal average, the property needs
to be evaluated for all states, which of course becomes a
formidable task for larger systems. Therefore, truncations in the
number of states to be included in eq 12 must be employed.
One way is to limit the summation to the subset having HO
energies below a certain threshold. This is physically well
motivated since the population of highly excited states is small
at moderate temperatures, i.e., around 300 K. Using this simple
scheme for truncating the state space, we can preselect the states
to be calculated before doing any VSCF calculations.

A method based on the use of eqs 11 and 12 within a VSCF
framework, with a (possibly large) number of states calculated
state-specifically, will be denoted ss-VSCF. This means that in
order to include N states, N VSCF calculations and vibrational
averages must be performed.

An alternative approach within the VSCF framework is to
calculate only the vibrational ground state. From such a
calculation, one also obtains a set of eigenenergies for the virtual
modals. One may now associate the energy differences from
the vibrational ground state to another occupation with vibra-
tional excitation energies. As the virtual states obtained in this
fashion form an orthonormal set and have energies that separate
into a sum of energies for the individual modes, the partition
function for an M-mode system can be written as a simple
product
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Z)∏
m

M

zm (14)

We will refer to this method as v-VSCF. Thermal averages
and thermodynamic properties may also be derived and calcu-
lated in a very efficient fashion. This v-VSCF method for
efficiently obtaining partition functions and thermal averages
is detailed in another paper.35

III. Computational Details

Geometry optimizations were performed using the DFT
B3LYP functional 36,37 and, if not stated otherwise, the HuzIV-
su4 basis set (details on this particular basis set is provided in
the next section) followed by a normal-mode analysis supplying
the harmonic frequencies and mass weighted normal coordinates
in terms of Cartesian displacements. The normal-mode analyses
have been performed for the relevant isotopomers in all
molecules, since the normal coordinates and hence the PES and
property surfaces expressed in normal coordinates will be
changed. For acetylene, the H(1)C(13)C(13)H(1) isotopomer
should be used when calculating the 1JCC SSCC, while the
H(1)C(13)C(12)H(1) isotopomer should be used for the 1JCH

and 2JCH SSCCs, and finally, the most common isotopomer
H(1)C(12)C(12)H(1) should be used for the 3JHH SSCC. In
principle, the C-H and H-H SSCCs should be averaged over
all isotopomers according to their abundances, but this has not been
done in the following analysis. The last isotopomer stated above
will be the most abundant one, but due to the spin-free carbon-12
nuclei, no CC or CH SSCCs is observed experimentally.

The MidasCpp23 program was used to generate the potential
energy and property surfaces via an interface to the Dalton
program package38 which performed the needed single point
electronic structure calculations. All property surfaces were
Taylor expanded by including up to four mode couplings (for
those molecules where possible) while the potential energy
values computed on a set of grid points have been fitted to a
direct product polynomial basis with a maximum degree of 12,
thus improving the description of the potential further from the
equilibrium geometry than the corresponding Taylor expanded
surfaces. Note that quartic force field representations of mo-
lecular properties other than the energy are typically sufficient
for accurate evaluations of ZPVCs.22 The MidasCpp program
was then used to perform the VSCF and VCI calculations of
ZPVCs using the generated surfaces.

The primitive basis used for the vibrational calculations
consist of one-mode harmonic oscillators (HO) with exponents
fixed by the harmonic part of the potential. We have considered
the effect of the size of the one-mode basis set in previous
works, and found that seven HO basis functions are adequate
for obtaining converged results for vibrational averages of other
properties on similar molecules.21

We have confirmed that for the SSCCs calculated in the
present work also we obtain sufficiently converged results at
this one-mode basis set level (in all cases at least three significant
digits).

In the following, the standard notation for spin-spin coupling
constants has been adopted, i.e., 2JCH denotes a coupling between
a carbon and a hydrogen atom separated by 2 bonds.

IV. Results and Discussion

A. Basis Set Investigation. Generating the potential and
property surfaces based on numerical derivatives21 or on a
polynomial fit to a set of grid points (hereafter referred to as a
grid method)22 generally requires a great number of single point

electronic structure calculations depending on the system size.
The need to select a computationally cheap basis set still
providing good quality is thus of great importance. Recently,
Jensen39 published a set of generally contracted basis sets which
are shown to systematically converge the SSCCs to the density
functional theory (DFT) basis set limit. These basis sets are
based on the pc-n basis sets,40 but augmented with tight s, p, d,
and f functions as described in ref 39. Jensens basis sets are
called pcJ-n and aug-pcJ-n depending on the inclusion of diffuse
functions (aug) and the cardinal number minus one (n) meaning
that the pcJ-1 is of double-� quality. In the present study, the
performance of pcJ-n and aug-pcJ-n basis for n ) 0-4 has been
investigated and results obtained with the largest basis set have
been used as reference when comparing to results obtained by
employing other basis sets (see Supporting Information).

The popular Huzinaga41 basis sets have successfully been used
for uncorrelated calculations of SSCCs.12,42-44 They must,
however, be augmented by polarization functions, as by
Kutzelnigg et al.,45 and in addition, the s functions should be
decontracted. Furthermore also a number of tight s functions
should be added thereby defining the HuzN-sun basis sets where
N ) I, II, III, IV and n ) 1, 2, 3, 4. These basis sets were used
by Ruden et al. in ref 12 and have been tested as well.

The basis set analysis revealed that the HuzIV-su4 basis set
generally produces results in very good agreement with the (aug-)-
pcJ-4 results to within a few percent (with the exception of the
N2 molecule), despite this basis set being roughly the size of
the pcJ-2 one. The HuzIV-su4 basis set therefore provides a
good compromise between computational cost and accuracy and
we will use this basis set for the large number of grid point
calculations. Results of the basis set investigation in tabular form
are included as Supporting Information.

SSCCs are quite dependent on the molecular structure and
hence inaccuracies in the calculated optimized geometries will
be reflected in the SSCCs and their zero-point averages.
However, a study of the equilibrium geometries and harmonic
frequencies calculated by the Huz-IVsu4 basis set and the
standard aug-cc-pVTZ basis showed that the differences are
negligible, with deviations in equilibrium geometries being at
most a few tenths of a picometer, angles less than one-tenth of
a degree, and harmonic frequencies less than 5 cm-1.

B. Investigation of Mode-Coupling Level in Property
Surfaces. As briefly outlined above, the potential energy
surfaces and property surfaces are calculated via two different
methods: either as a low-order Taylor expansion in the normal
modes or by fitting data points computed on a grid using a linear
least-squares fitting in a direct-product polynomial basis. The
latter is the most robust and accurate approach, since it allows
for an accurate description of the potential much further away
from the equilibrium geometry. It is, however, also the most
expensive in terms of the number of single point electronic
structure calculations which need to be performed.

In this work, property surfaces are represented by fourth-
order Taylor expansions, whereas the PESs are calculated via
the grid approach. In the following, we will investigate the effect
of the mode-coupling level in the property surfaces.

For the three diatomics (HF, CO, and N2) studied here, there
is only one mode, and hence studying the mode-coupling level
for these is meaningless. Results for the polyatomics are presented
in Tables 1, 2, 3, and 4 for water (H2O), hydrogen cyanide (HCN),
acetylene (C2H2), and methane (CH4), respectively.

The mode-coupling level in the property surfaces has a very
limited effect on the computed SSCCs for the water molecule
(Table 1), the largest difference being less than 0.1% (2JHH
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calculated at the VCI[2] level). The mode-excitation level of
the vibrational wave function is of greater importance judging
from the difference between VSCF and VCI[2]. Already at the
VCI[2] level the results are converged to the VCI[3] (FVCI)
results within a few thousandths of a Hz.

The results for the HCN molecule are presented in Table 2.
The convergence with respect to the mode-coupling level in

the property surfaces resembles that for the water molecule. The
3M4T results are not included since there is only one 4-mode
coupling term and the difference between P3M4T and P4M4T
results is negligible. A mode-excitation level of three in the
VCI calculation gives results that are converged to the FVCI
results within 0.001 Hz, while VCI[2] has differences of up to
0.04 Hz.

The mode-coupling level in the property surfaces does not
appreciably affect the VSCF and VCI[2] results for C2H2,
reported in Table 3. Convergent results are, however, obtained
only by allowing an excitation level of 3 or 4 in the VCI wave
function and with the inclusion of three-mode couplings in the
computed property surfaces. Inclusion of 4-mode terms in the
representation of the property surfaces seems to have very
little effect (less than 0.001 Hz) on the VCI[3] and VCI[4]
results. Although the VCI[2] model represents a good improve-
ment over the VSCF approximation, VCI[2] gives results which
are still off from the VCI[4] ones by up to several tenths of a
Hz. The differences between VCI[2] and VCI[3] are about as
large as those between VSCF and VCI[2]. For higher excitation
levels, the corrections are smaller by roughly 1 order of
magnitude.

The results for the methane molecule are shown in Table 4.
The convergence of the results with respect to the mode-
combination level used in the representation of the property
surfaces is roughly the same as that found for the acetylene
molecule, although 4-mode coupling terms are of greater
importance for the 2JHH results. The contributions from the
4-mode terms are still somewhat smaller than those for the
3-mode contributions. With respect to the mode-excitation level
in the VCI wave function, the results are close to convergence
already at the VCI[2] level, with deviations from VCI[4] of less
than 1%. This is in contrast to what was found for the acetylene
molecule.

In conclusion, we find that for the polyatomic molecules
studied here, the mode-excitation level in the wave function is
generally of greater importance than the mode combination level
used in the property surfaces beyond two-mode combinations.
Restricting ourselves to two-mode couplings for the property
surface leads in the present case to errors of a few hundredths
of a Hz or less.

We note here that using VCI[2] in combination with 2M4T
property surfaces generally provides a good description of
ZPVCs to SSCCs (with the exception of acetylene where VCI[3]
is needed).

C. Variational Approaches Vs Perturbation Theory. To
second order in perturbation theory (where the uncoupled
harmonic oscillator is the zeroth-order description) one may

TABLE 1: Zero-Point Vibrational Contributions to the
Isotropic 1JOH and 2JHH Spin-Spin Coupling Constants for
H2O at the VSCF/VCI Levels Using Harmonic Oscillator
Basis Setsa

VSCF VCI[2] VCI[3]

1JOH

2M4T 5.392 5.336 5.332
3M4T 5.392 5.336 5.332
2JHH

2M4T 0.8247 0.8383 0.8402
3M4T 0.8247 0.8388 0.8405

a Values are in Hz. The given mode combinations (XM4T, X )
2, 3) are used for all property surfaces while a 323/4163/483/4 set of
coarse grid points has been used in constructing the PES.

TABLE 2: Zero-Point Vibrational Contributions to the
Isotropic Spin-Spin Coupling Constants for HCN
Calculated at the VSCF/VCI Levels Using Harmonic
Oscillator Basis Setsa

VSCF VCI[2] VCI[3] VCI[4]

1JHC

2M4T 5.465 5.416 5.385 5.385
4M4T 5.464 5.416 5.386 5.387
1JCN

2M4T 1.804 1.847 1.831 1.831
4M4T 1.804 1.847 1.831 1.831
2JHN

2M4T 0.8203 0.8492 0.8417 0.8417
4M4T 0.8202 0.8491 0.8421 0.8422

a Values are in Hz. The given mode combinations (XM4T, X )
2, 3, 4) are used for all property surfaces while a 323/4163/483/4 set of
coarse grid points has been used in constructing the PES.

TABLE 3: Zero-Point Vibrational Contributions to the
Isotropic Spin-Spin Coupling Constants 1JCC, 1JCH, 2JCH,
and 3JHH for C2H2 at the VSCF/VCI Levels Using Harmonic
Oscillator Basis Setsa

VSCF VCI[2] VCI[3] VCI[4]

1JCC

2M4T -7.950 -8.302 -8.607 -8.644
3M4T -7.950 -8.302 -8.629 -8.667
4M4T -7.950 -8.302 -8.630 -8.669
1JCH

2M4T 5.296 5.232 5.202 5.197
3M4T 5.295 5.233 5.159 5.151
4M4T 5.295 5.233 5.161 5.156
2JCH

2M4T -2.444 -2.645 -2.759 -2.776
3M4T -2.444 -2.644 -2.847 -2.869
4M4T -2.444 -2.644 -2.847 -2.869
3JHH

2M4T 0.0373 -0.0110 -0.0374 -0.0406
3M4T 0.0372 -0.0111 -0.0576 -0.0619
4M4T 0.0372 -0.0111 -0.0581 -0.0622

a Values are in Hz. The given mode combinations (XM4T, X )
2, 3, 4) are enforced on all property surfaces while a 323/4163/483/4

set of coarse grid points has been used in constructing the PES.

TABLE 4: Zero-Point Vibrational Contributions to the
Isotropic Spin-Spin Coupling Constants for CH4 at the
VSCF/VCI Levels Using Harmonic Oscillator Basis Setsa

VSCF VCI[2] VCI[3] VCI[4]

1JCH

2M4T 5.711 5.742 5.755 5.758
3M4T 5.711 5.743 5.753 5.756
4M4T 5.711 5.743 5.753 5.756
2JHH

2M4T -0.7040 -0.7190 -0.7228 -0.7233
3M4T -0.6944 -0.7022 -0.7086 -0.7092
4M4T -0.6944 -0.7022 -0.7061 -0.7051

a Values are in Hz. The given mode combinations (XM4T, X )
2, 3, 4) are used for all property surfaces while a 323/4163/483/4 set of
coarse grid points have been used in constructing the PES.
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express the zero-point vibrational contributions to a molecular
property as, e.g., refs 12, 46

〈P〉ZPVC ) 1
4 ∑

K)1

M
d2P

dQK
2

1
ωK

- 1
4∑

K)1

M
dP

dQK

1

ωK
2 ∑

L)1

M
d3V

dQKdQL
2

(15)

In MidasCpp the operators are represented as sum-over-
products (SOP) operators. Therefore, the derivatives needed to
evaluate eq 15 are readily available, as they are related to the
expansion coefficients of the SOP terms by a simple factor and
the VPT expression (eq 15) has been implemented as a simple
byproduct.

In Table 5 we present vibrational contributions calculated by
VCI[2] using different vibrational basis sets and operators. The
results are deviations from the “best” results calculated using
the best surfaces and vibrational structure methods. One thing
to notice is the great flexibility when using vibrational structure
theory, i.e., VSCF, VCI, and so forth, compared to the standard
perturbation theory formalism. In the former approach one has
the possibility of adjusting the excitation level used at the wave
function level, the size of the vibrational basis set, and the
representation of the operators. As a consequence one has the
possibility of mirroring closely the perturbation theory results
by simply performing a VCI[2]/V ) 1 calculation, employing
V2M3T/P1M2T surfaces. However, due to the variational
procedure this is usually a bad choice, as this potential is
unbound, and, in particular, the one mode part was found to be
a problem. Hence, we explore the addition of the 1M4T terms
as well. It should be noted that this does not increase the
computational complexity of the surfaces based on calculations
of energy points, as the fourth-order terms may be calculated
from the same points as the third-order terms.

For the molecules presented in Table 5 it is clear that both
VPT and many of the variational combinations perform rather

well compared to the reference results when judged by the mean
absolute deviation. VCI[2] calculations using a mode combina-
tion level of two in the surfaces, i.e., also in the PES, which
included 3 MCs in the previous section, seem to provide a well-
balanced description of the ZPVCs, providing the best results
with respect to the reference values based on both the mean
and maximum absolute deviations. This is important since
vibrational computations based on an excitation level of two
and using two-mode operators may be performed in a very
efficient manner,47 and the computational cost of the vibrational
calculations at this level is vanishing relative to the cost of
generating the energy and property surfaces.

It is also evident that VCI[2] with V2M3T+1M4T/P1M2T
surfaces using a V ) 1 basis set is, with the exception of the
H2O 1JOH and CH4

1JCH SSCCs, very close to the perturbation
theory values. The differences are due to the small rotations of
the modals which are still possible in the variational procedure
even for this very simple calculation. Using the same operators
and increasing the vibrational basis set does not generally
provide results that are better than the perturbation theory results.

The last column in Table 5 represent the simplest potential
and property surfaces which include the effect of anharmonicity
in the PES, i.e., V1M4T/P1M2T surfaces are used resulting in
the uncoupled anharmonic oscillator (UAO) result. Clearly the
UAO approximation is too severe to provide accurate results.
This observation is not surprising, as anharmonic mode coupling
is necessary for accuracy.

In conclusion, we note that VPT performs fairly well for these
stiff molecules. Furthermore, the variational procedure may
provide results with similar accuracy as the VPT using roughly
the same overall computational effort. Moreover, it is possible
to increase the accuracy of the variational approach in rigorous
manner by varying (i) the variational basis set used to expand
the individual modes, (ii) the description of the surfaces used,

TABLE 5: Comparison of SSCCs for the Polyatomic Molecules Calculated by Different VCI Methods and Vibrational
Operators/Basis Sets as Well as Using the Perturbation Theory Approximationa

VCI[2] VPTb UAOc

PES gridd 323/4163/4 2M4T 2M4T 2M4T 2M3Te 2M3Tf 2M3Tg 1M4T
property Taylord 2M4T 1M4T 1M2T 1M2T 1M2T 1M2T 1M2T 1M2T

SSCC referenceh

H2O
1JOH 5.333 -0.006 -0.205 -0.066 -0.052 -0.021 0.348 -0.133 -0.381 0.034 3.374
2JHH 0.8405 0.002 0.041 0.024 -0.057 -0.045 -0.038 0.038 0.067 -0.048 -0.738

HCN
1JCH 5.387 -0.029 0.082 0.170 0.597 0.762 0.179 0.268 0.284 0.192 -2.473
1JCN 1.831 -0.016 -0.092 -0.100 -0.117 -0.249 -0.106 -0.045 -0.049 -0.110 -0.258
2JNH 0.8422 -0.007 -0.031 -0.034 0.077 -0.005 0.009 0.031 0.031 0.009 -0.202

CH4
1JCH 5.756 0.014 -0.070 0.093 0.136 0.186 0.531 0.342 0.264 0.381 2.897
2JHH -0.7051 0.014 -0.037 -0.027 -0.143 -0.148 -0.038 -0.058 -0.060 -0.042 0.158

C2H2
1JCC -8.669 -0.367 0.149 -0.045 -0.106 0.499 0.509 0.091 0.091 0.517 -1.464
1JCH 5.156 -0.076 0.084 0.163 0.227 0.207 0.285 0.167 0.161 0.296 -1.684
2JCH -2.869 -0.224 0.012 -0.055 -0.274 -0.065 0.038 -0.151 -0.152 0.044 -0.731
3JHH -0.062 -0.051 -0.033 -0.034 -0.120 -0.069 -0.004 -0.046 -0.049 -0.004 -0.001
MADI 0.073 0.076 0.074 0.173 0.205 0.190 0.125 0.144 0.152 1.271
MAXADI 0.367 0.205 0.170 0.597 0.762 0.531 0.342 0.381 0.517 3.374

a Values are provided in Hz relative to the reference value and in all cases represent the best variational calculation. If not stated otherwise
the calculations use a V ) 6 basis for all modes. b VPT (vibrational perturbation theory). c UAO (uncoupled anharmonic oscillators). d Using the
same surfaces as the reference. e Using a V ) 1 vibrational basis set. The PES also contains 1M4T terms. f Using a V ) 2 vibrational basis set.
The PES also contains 1M4T terms. g Using a V ) 6 vibrational basis set. The PES also contains 1M4T terms. h This work calculated using the
best VCI wave functions and best surfaces. I MAD (mean absolute deviation), MAXAD (maximum absolute deviation).
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and (iii) the level of mode-mode correlation included in the
vibrational wave function.

D. Comparison with Experiment. In the following we will
compare our results with the available experimental data.
Although DFT has proven somewhat successful in calculating
SSCCs at the equilibrium geometry, the comparison of DFT
based results to experimental data can sometimes be problematic.
This is most pronounced for nuclei having lone pairs and
especially in the case of fluorine containing compounds, for
which many DFT functionals are known to provide SSCCs of
poor quality 48-52 even when vibrational contributions are
added.12 One might hope, however, that the error introduced
by DFT will be roughly constant when the SSCCs are evaluated
at different geometries and hence provide property surfaces
which pertain only a minimum of the error. Therefore, vibra-
tional contributions calculated at the DFT level may be of
reasonable quality even though the value at the equilibrium
geometry is not and must therefore be calculated at a higher
level of accuracy.

Table 6 reports SSCCs calculated at the equilibrium geometry
for the set of molecules considered in this work as well as CC3
results taken from the literature. In the following we have chosen
to subtract our vibrational contribution from the experimental
results rather than correcting the equilibrium values. This defines
a new empirical SSCC

J emp ) J exp - Jvib (16)

For the DFT results one notice that there are slight discrep-
ancies between the equilibrium results calculated in this work
and the results from ref 12. This is due to the different
construction of the B3LYP functional; the results of ref 12 are
obtained with the VWNI functional while the VWN5 functional
for local correlation is used in the present work. In ref 12
vibrational corrections were also calculated using perturbation
theory.

Since these molecules are relatively rigid and good candidates
for perturbation theory as confirmed in the previous subsection,
our results confirm overall the perturbational results of ref 12.
The results are numerically rather similar and their difference
is minor relative to the discrepancy between theory and
experiment as we shall discuss below.

1. Diatomics. For the diatomic molecules considered in the
present work, the DFT equilibrium SSCCs are of varied quality
with respect to the empirical SSCCs. For the CO molecule the
equilibrium SSCC is actually closer to the experimental result
than the empirical one. The CC3 results are generally in good
agreement with the calculated empirical results and clearly the
inclusion of ZPVCs bring the CC3 SSCCs into closer agreement
with the experimental values.

2. Polyatomics. In contrast to what was observed for the
diatomics, inclusion of ZPVCs generally does not improve the
agreement between the CC3 results and the experimental values
for water and hydrogen cyanide. For these two molecules the
trend is rather that the agreement becomes better when the SSCC
is positive (only for the 1JCH SSCC), whereas it becomes worse
when it is negative. In fact for all SSCCs except the 2JHH and
2JHH SSCCs for water, the pure DFT results are in closer
agreement with the empirical value.

For methane and acetylene, comparison with CC3 results is
hampered, since to the best of the authors’ knowledge, the latter
are not reported in the literature. The addition of ZPVCs to the
DFT results generally does not provide a better agreement with
experimental data. The agreement is worsened for methane,
whereas the agreement for most of the acetylene SSCCs is only
slightly improved.

E. Temperature Dependence of SSCCs. In the following
we will investigate the temperature dependence of selected
spin-spin coupling constants. Temperature effects for the
molecules studied so far are expected to be rather limited due
to the lack of low-frequency modes, e.g., the lowest mode of

TABLE 6: Calculated SSCCs Compared to Experimental Valuesa

SSCC B3LYPb B3LYPc CCSDd SOPPAe CC3d Vibb JEmp JExp

HF
1JHF 424.9 416.6 521.6 529.4 521.5 -37.81 537.8 500 f

CO
1JCO 17.7 18.4 15.7 18.6 15.3 0.694 15.7 16.4 f

N2
1JNN 1.17 1.4 1.8 2.1 1.77 0.102 1.7 1.8 f

H2O
1JOH -76.9 -75.9 -78.9 -80.6 -78.52 5.33 -85.93 -80.6g

2JHH -7.21 -7.5 -7.8 -8.8 -7.35 0.841 -8.04 -7.2h

HCN
1JCH 284.7 283.5 245.8 242.1 5.39 261.9 267.3 j

1JCN -19.8 -19.2 -18.2 -17.90 1.83 -20.33 -18.5 j

2JHN -8.04 -7.8 -7.7 -7.65 0.842 -9.54 -8.7 j

CH4
1JCH 133.8 132.6 122.3 5.76 119.5 125.3 j

2JHH -13.5 -13.3 -14.0 -0.705 -12.1 -12.8 j

C2H2
1JCC 206.2 205.1 190.0 -8.67 183.5 174.8 j

1JCH 273.4 271.9 254.9 5.16 242.4 247.6 j

2JCH 56.7 56.0 51.7 -2.87 53.0 50.1 j

3JHH 11.0 10.6 11.3 -0.062 9.66 9.6 j

a The experimental values have been corrected with the calculated vibrational contributions to give the kJXY
emp values used for comparison.

Values are in Hz. b This work calculated using the best VCI wave functions and best surfaces. c ref 12. d ref 53 e HF, CO, N2, H2O, and CH4

are from ref 54. The C2H2 results are from ref 55. f HF, CO, and N2 are adapted from refs 56, 57, and 58, respectively. g ref 59. h ref 60.
j HCN, CH4, and C2H2 are from refs 61, 62, and 63 respectively.
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water is 1593 cm-1 to be compared with kBT = 208 cm-1 at
room temperature. Therefore, in this section an additional set
of molecules is analyzed, namely, ethene and some of its tetra-
halogenated analogues, i.e., tetra-fluoroethene and tetra-chlo-
roethene. Due to the presence of lower-frequency modes in the
tetra-halogenated species one can expect a higher population
of excited vibrational states. For the tetra-chloro analogue, a
harmonic frequency of just 95 cm-1 is found based on a B3LYP/
apcJ-1 calculation. For the chlorine containing compound, we
have used the apcJ-2 basis set39 to predict the equilibrium
geometry values. The apcJ-2 basis set was found to provide
results that are very close to the ones obtained with Huz-IVsu4
(the actual results are available as Supporting Information). For
computational economy in the generation of the surfaces we
have used the smaller apcJ-1 basis set.

The PESs are calculated from a 323/4163/4 set of grid points
giving a total of 9793 single point calculations. Extra grid points
have been obtained by interpolation and fitted to a 12 degree
polynomial. The property surfaces are 2M4T expansions around
the equilibrium geometry.

One problem inherent in the calculation of thermal averages
based on the expressions derived from statistical mechanics is
that the sum in eq 11 extends in principle to all possible states.
For the 12 mode systems studied here and by expanding each
modal in a basis consisting of 5 HO functions already result in
more than 109 states that need to be included, making this
approach unpractical. However, at low/moderate temperatures
the contributions from highly excited states will become
negligible due to the exponentially decaying Boltzmann factor
and thus many states can safely be neglected. In the following
this method of truncation of the ss-VSCF state space has been
used with varying energy thresholds in order to obtain converged
results. For the v-VSCF method, on the other hand, the complete
state space is trivially explored due to the formalism of the

method. However, the v-VSCF description is greatly simplified
and thus potentially less accurate.

The thermal contributions for all polyatomic species are
presented in Table 7 along with the equilibrium values. Note
that the equilibrium values should be added to the thermal
contributions in order to obtain the thermally averaged SSCCs.
By considering the ss-VSCF results for H2O, HCN, CH4, and
C2H2, one sees that thermal effects are somewhat limited for
the majority of the molecules, as expected due to the lack of
low-frequency modes. The most pronounced effect is found for
the acetylene 1JCC with the result at 400 K being 15% larger in
magnitude than the 0 K one. However, the temperature effects
at 300 K are already significant for some of these molecules
compared to the effects of the details of the vibrational wave
function level and surface model.

The v-VSCF results are in reasonable agreement with the
ss-VSCF results with deviations of less than 10% with respect
to the ss-VSCF results in all cases, with the exception of the
3JHH SSCC for acetylene and the 1JCC SSCC for tetra-
fluoroethene. The results are quite satisfactory, taking into
account the very simple ansatz for the model, i.e., doing a
ground-state VSCF optimization and using the resulting energy
differences between virtual and occupied modals as excitation
energies, and basing the vibrational averages on the correspond-
ing virtual wave functions. In another paper it has been
demonstrated that the v-VSCF method for calculating thermal
averages provides qualitatively correct results compared to the
explicit sum-over-states expressions, provided that the vibra-
tional basis set is large enough to describe the increasing
population of higher-energy states with increasing temperature.35

In case of an insufficient vibrational basis, neither of the methods
can be expected to give good results. Consider, for example, a
mode with a fundamental frequency of 200 cm-1. Expressing
this modal in, e.g., five basis functions will not capture the full

TABLE 7: Thermal Contributions to SSCCs for All the Polyatomic Molecules Studied, Calculated with the ss-VSCF and
v-VSCF Methodsa

ss-VSCF v-VSCF

SSCC eqb 100 K 200 K 300 K 400 K 100 K 200 K 300 K 400 K

H2O
1JOH -76.94 5.387 5.387 5.386 5.375 5.387 5.387 5.386 5.380
2JHH -7.21 0.825 0.826 0.828 0.841 0.825 0.826 0.828 0.840

HCN
1JCH 284.7 5.464 5.474 5.528 5.629 5.464 5.492 5.654 5.964
1JCN -19.8 1.804 1.809 1.834 1.882 1.804 1.811 1.850 1.925
2JHN -7.2 0.820 0.822 0.834 0.855 0.820 0.824 0.846 0.888

CH4
1JCH 133.8 5.710 5.710 5.718 5.754 5.710 5.710 5.721 5.766
2JHH -13.5 -0.691 -0.691 -0.693 -0.699 -0.691 -0.691 -0.693 -0.699

C2H2
1JCC 206.2 -7.950 -8.047 -8.470 -9.166 -7.950 -8.023 -8.358 -8.928
1JCH 273.4 5.358 5.276 5.209 5.116 5.296 5.312 5.420 5.641
2JCH 56.7 -2.444 -2.489 -2.683 -3.004 -2.444 -2.477 -2.625 -2.876
3JHH 11.0 0.037 0.027 -0.015 -0.086 0.037 0.030 -0.001 -0.052

C2H4
1JCC 76.2 1.083 1.083 1.086 1.094 1.083 1.085 1.104 1.156

C2F4
1JCC 218.3 -1.167 -1.296 -1.694 -2.247 -1.149 -1.184 -1.465 -1.918

C2Cl4
1JCC 137.0 0.2574 0.5490 0.8295 1.076 0.2553 0.5372 0.7968 1.027

a The surfaces are calculated with DFT using the B3LYP functional in the HuzIV-su4 (H2O, HCN, CH4, and C2H2) or aug-pcJ-1 basis (C2H4,
C2F4, and C2Cl4). The vibrational calculations use a V ) 4 basis. Values are in Hz. b All equilibrium values are calculated using the HuzIV-su4
basis except for ethene and its analogues as described in the text.

Vibrational Contributions to Coupling Constants J. Phys. Chem. A, Vol. 112, No. 36, 2008 8443



thermal effect at higher temperatures due to neglect of the
population of higher excited states in that mode.

In Figure 1 the convergence of the thermal averages of the
1JCC couplings with respect to the number of states included
for ethene and the tetra-halogenated analogues is plotted for
different truncations of the state space. For ethene the conver-
gence is very fast with less than 1000 states needed to obtain
1JCC SSCC converged to within 10-5 even at 400 K. The
v-VSCF and ss-VSCF results are generally in good agreement.

For the flourine analogue the convergence is slower due to
the presence of lower-frequency modes. The inclusion of
approximately 120 000 states provides a 1JCC SSCC thermal-
averaged value which is converged to 10-3 Hz at 400 K. At
300 K, roughly room temperature, the convergence is, however,
faster and about 50 000 states are needed in order to obtain
convergence of the SSCC within 1 mHz with respect to the
245 000 states result. The v-VSCF results are not as close to
the ss-VSCF results as for ethene.

Because of the very low frequency modes the convergence
is even slower for the tetrachloro analogue. The 400 K results
for the SSCC thermal average presented in Figure 1c do not
seem to be fully converged even with the inclusion of as many
as 470 000 states. The difference in the thermal averages of the
SSCC obtained by including 245 000 and 470 000 states are
on the order of 10-2 or about 1% of the total thermal average.
The result at 300 K, however, converge faster although 170 000

states are still needed for converging the thermal average to
within 1 mHz (with respect to the 470 000 states result). The
v-VSCF results are in good agreement with the ss-VSCF results,
also better than for tetra-fluoroethene.

From the figure it is evident that as one increases the
temperature the excited vibrational states become more popu-
lated. For ethene the effect is quite small for all temperatures
studied here and can be regarded as a direct consequence of
the system lacking modes of low frequencies resulting in low
populations of the excited states. The effect become more
pronounced for the tetra-halogenated species. For the tetra-
chloroethene molecule the effect at room temperature is very
important with a thermally averaged value of approximately 0.83
Hz corresponding to a ZPVC value of 0.1450 Hz. This large
difference is due solely to the thermal contributions.

The results obtained with the v-VSCF and ss-VSCF methods
at selected temperatures are compared in Table 7. The two sets
of results are quite close for ethene and the chloro analogue,
while they, as discussed above, differ somewhat more for C2F4.

V. Summary

In this paper we have calculated zero-point vibrational
contributions to indirect spin-spin coupling constants for N2,
CO, HF, H2O, C2H2, and CH4 via explicit anharmonic ap-
proaches. In addition, we have presented thermal averages of
indirect spin-spin coupling constants for C2X4, X ) H, F, Cl.
Potential energy surfaces have been calculated with a grid-based
approach and analytic representations have been obtained with
a linear least-squares fit in a direct product polynomial basis.
The property surfaces have been calculated by using fourth-
order Taylor expansions around the equilibrium geometry. The
electronic structure calculations are performed using density
functional theory and vibrational contributions to indirect
spin-spin coupling constants are calculated by employing the
vibrational self-consistent field and vibrational configuration
interaction methods. For the calculations of the thermal averages
we have used both state-specific and virtual vibrational self-
consistent field methods. In general we find that for the
polyatomic molecules the mode-excitation level in the wave
function is of greater importance than the mode combination
level included in the property surfaces, i.e., a two-mode
combination included in the property surfaces leads in the
present case to errors of a few hundredths of a Hz or less. For
the set of diatomic molecules studied in this work, inclusion of
vibrational effects leads to an enhanced agreement between
theory and experimental data. For the polyatomic molecules,
on the other hand, the picture is changed. Here, inclusion of
vibrational effects does not lead to a consistent improvement
of the results. In fact, for one molecule (methane) the agreement
between theoretical and experimental data is worsened upon
correcting for vibrational effects.

The good performance of vibrational perturbation theory
calculations of SSCCs often assumed for fairly rigid molecules
is confirmed in this study by comparison with more rigorous
calculations. Furthermore, based on a detailed series of calcula-
tions we argue that one may use the VCI approach in connection
with a simple representation of the surfaces to obtain results of
similar accuracy with overall similar computational effort. For
the variational methods, such as VCI, one has the possibility to
extend the accuracy of the computed results in a rigorous manner
which is believed to be a significant advantage. For example,
VCI[2] with two-mode fourth-order Taylor potential and
property surface appears to be another cost-efficient compromise.

Concerning the thermal averages of the SSCCs, a significant
temperature dependence is found for molecules possessing low

Figure 1. Convergence of the ss-VSCF thermal average of the 1JCC

SSCC for the C2X4; X ) H, F, Cl molecules as a function of the number
of states. Values are in Hz.
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vibrational frequencies. A reasonably good agreement between
the two different methods of introducing temperature effects,
i.e., the v-VSCF and ss-VSCF methods, is generally found. This
is highly encouraging in view of the computational economy
of the virtual vibrational self-consistent-field method in ref
35 as compared to the state-specific VSCF approach of refs
19, 34.
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