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#### Abstract

The photophysics of the pyrene radical cation, a polycyclic aromatic hydrocarbon ( PAH ) and a possible source of diffuse interstellar bands (DIBs), is investigated by means of hybrid molecular mechanics-valence bond (MMVB) force field and multiconfigurational CASSCF and CASPT2 ab initio methods. Potential energy surfaces of the first three electronic states $\mathrm{D}_{0}, \mathrm{D}_{1}$, and $\mathrm{D}_{2}$ are calculated. MMVB geometry optimizations are carried out for the first time on a cationic system; the results show good agreement with CASSCF optimized structures, for minima and conical intersections, and errors in the energy gaps are no larger than those found in our previous studies of neutral systems. The presence of two easily accessible sloped $D_{1} / D_{2}$ and $D_{0} / D_{1}$ conical intersections suggests the pyrene radical cation is highly photostable, with ultrafast nonradiative decay back to the initial ground state geometry predicted via a mechanism similar to the one found in the naphthalene radical cation.


## Introduction

Diffuse interstellar bands (DIBs), ubiquitous absorption features in the spectra of astronomical objects, have been observed as far back as in the early 20th century. ${ }^{1}$ Today, some 300 bands are known in the ultraviolet (UV), visible and infrared (IR) spectral regions. For a long time, the origin of the DIBs was unknown. Although it is still very much debated, ${ }^{2}$ the current viewpoint is that polycyclic aromatic hydrocarbons (PAHs) and other large carbon-bearing molecules are responsible for the DIBs. ${ }^{3}$ In particular, large neutral PAHs and ionized PAHs were proposed to account for a subset of the DIBs. ${ }^{4-6}$ However, assigning these bands remains one of the most challenging problems in astrophysical spectroscopy.

In an interstellar medium, a large fraction of PAHs are expected to be ionized by the strong UV radiation present in this environment. The resulting cations absorb lower energy photons than their neutral counterparts, ${ }^{7}$ and their abundance in the interstellar medium is due to their remarkable photostability. ${ }^{8,9}$ In particular, the primary decay processes for photoexcited radical cations of PAHs are nonradiative, ${ }^{10-15}$ i.e, almost all of the excitation energy is converted into heat that is emitted as IR irradiation in the interstellar medium. ${ }^{8}$ Thus, PAH cations are currently regarded as serious potential carriers for some of the DIBs. ${ }^{4-6,8,16}$

Most experimental absorption spectra of PAH cations have been recorded in low-temperature inert gas matrices, ${ }^{17}$ because of the difficulty of isolating charged species in the gas phase. ${ }^{18}$ Thus, computational studies have proved valuable in understanding these spectra. Various theoretical methods, providing calculated vertical excitation energies in good agreement with experimental spectra, have been used. The semiempirical quantum consistent force field $/ \pi$-electron plus configuration

[^0]interaction method (QCFF/PI+CI), ${ }^{19}$ time-dependent density functional theory (TD-DFT), ${ }^{1 \mathrm{~g}, 20,21}$ complete active space selfconsistent field (CASSCF) method, ${ }^{22-25}$ and multireference perturbation theory (CASPT2) ${ }^{24,25}$ were all used to study the electronic absorption spectra of small PAH cations.

However, understanding the photophysical behavior of PAH cations, particularly their high photostability, requires mapping the potential energy surfaces (PESs) involved. This entails optimizing excited-state critical structures and locating PES crossings (conical intersections) that provide ultrafast nonradiative decay channels. ${ }^{26}$ In particular, we are concerned about the direct accessibility of these conical intersections via small in-plane bond relaxations, which could account for the excitedstate lifetimes and emission properties of such systems. These studies have so far been conducted for the benzene ${ }^{23}$ and naphthalene ${ }^{25}$ radical cations. For the naphthalene cation, a mechanism involving excited-state relaxation from the $\mathrm{D}_{2}$ state via two consecutive conical intersections was proposed to account for its photostability. In order to perform similar studies on larger, astrophysically important PAH cations, further approximations need to be used to compute the PESs of these systems, as the CASSCF/CASPT2 approach becomes rapidly intractable.

Molecular mechanics-valence bond (MMVB) ${ }^{27,28}$ is a type of hybrid quantum mechanics/molecular mechanics (QM/MM) method involving a parameterized Heisenberg Hamiltonian coupled to a classical MM force field, enabling the description of ground and excited electronic states as well as bond formation/breaking processes. The basis of MMVB in application to conjugated hydrocarbons is to use a classical force field for the $\sigma$ framework and a quantum description for the valence $\pi$ electrons. This approach has proved successful in describing the ground and first excited states of systems such as styrene, ${ }^{29}$ indacene, ${ }^{30}$ pyracylene, ${ }^{31}$ and of conjugated radicals. ${ }^{32}$ Recently we implemented the MMVB method to describe cationic systems. ${ }^{33}$ Promising results were obtained to describe PESs of
benzene, naphthalene, anthracene, and phenanthrene radical cations based on relaxation pathways obtained at the CASSCF level. ${ }^{33}$ However, no explicit geometry optimization was performed using MMVB itself at this time, as the analytical energy gradient had not been implemented for cationic systems, until now. We use MMVB in preference to TD-DFT for these systems at present because, for neutral systems, MMVB can reproduce excited-state geometry changes and crossing geometries reliably, ${ }^{28}$ whereas TD-DFT is less reliable at present. ${ }^{26 f}$

Because the pyrene radical cation (denoted $\mathrm{Py}^{\bullet}{ }^{+}$) is often considered to be a strong candidate for one of the DIB carriers, ${ }^{17 \mathrm{~b}, 34-36}$ we propose in this work to use the MMVB method to study the photophysics of this species. We optimize critical points on the ground and first two electronic excitedstate PESs of an isolated $\mathrm{Py}^{\bullet}{ }^{+}$as we have now implemented the MMVB analytical energy gradient for cations. After initial photoexcitation to an absorbing electronic excited state $\mathrm{D}_{n}$, the system quickly decays back to the first excited state $D_{1}$ (consistent with Kasha's rule), ${ }^{37}$ where further ultrafast nonradiative decay to the ground state $\mathrm{D}_{0}$ takes place at an easily accessible sloped conical intersection, $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$. This mechanism therefore predicts a high photostability for Py•+. Benchmark CASSCF/CASPT2 calculations were also performed in order to assess the accuracy of the MMVB results.

After a discussion of computational methods, we present in detail the results of our MMVB study. A comparison with ab initio CASSCF and CASPT2 results is then described. In conclusion, the experimentally observed photostability ${ }^{9}$ of the $\mathrm{Py}{ }^{+}$cation is then rationalized, on the basis of our results.

## Computational Details

If one seeks a qualitative picture of a photophysical mechanism, or better, a quantitative agreement with the existing experimental data, a thorough analysis of the excited states is of paramount importance. This leads to serious constraints on the nature of the computational tool to be used. Although the one-electron approximation often provides good models for studying simple excitations, it is unreliable, because so many problems involve interaction of many configurations and require essentially multiconfigurational methods. A natural choice of computational tool for analyzing the electronic states and PESs of PAH radical cations would be the CASSCF method, because it fully accounts for configuration interactions within a $\pi$-electron system (orbital active space) and provides a reliable description of the rest of the molecule. However, the size of the Hamiltonian matrix produces a major bottleneck in multiconfigurational studies of larger molecules: CASSCF presently has a practical limit of around $10^{7}$ configuration state functions (e.g., Py•+ with 15 electrons in 16 active orbitals and $D_{2 h}$ point group symmetry).

A less expensive option can be provided, for example, by density functional computations, but, for a balanced representation of excited state PESs, it is still preferable to rely upon an intrinsically multiconfigurational approach. We use the MMVB ${ }^{27}$ method for such systems, which provides reliable results for PESs of a few of the lowest electronic states. This is a hybrid QM/MM method, ${ }^{28,38,39}$ where a small part of the system is described by a QM method (in the case of MMVB, this description is based on a valence bond wave function), while the rest is accounted for by classical force fields. In the framework of MMVB, only perfect-pairing covalent electronic configurations are retained, while all of the ionic configurations are omitted explicitly. Of course, such a restriction on the configurations leads to a serious modification of the Hamiltonian,
which becomes expressed through VB Coulomb and exchange integrals that can be parameterized from CASSCF calculations. However, the resulting method is much faster than CASSCF for comparable active orbital spaces. ${ }^{28}$ This approach has proved to be a unique tool for studying excited-state reactivity in both static and dynamic calculations. ${ }^{40-43}$

Recently we extended the MMVB method to cationic systems, ${ }^{33}$ namely, to active spaces with $n-1$ electrons in $n$ orbitals. In this particular case, each configuration is defined by the position of the hole and the spin factors of $n-1$ electrons in the other $n-1$ orbitals. We developed an efficient procedure for generating the Hamiltonian matrices expressed on the basis of many-electron covalent configurations and found a consistent set of parameters for Coulomb, exchange, electron hopping, and three-center integrals arising in the problem. The algorithm is currently implemented in the framework of the development version of the Gaussian program suite. ${ }^{44}$ The program allows finding stationary points and conical intersections on PESs by using the analytical gradients of the MMVB energy. In the case of a pyrene radical cation, the number of covalent configurations (Slater determinants) generated from an active space of 15 electrons in 16 orbitals is 102960 , and a single point calculation takes only a few seconds. This time scale greatly contrasts that of the CASSCF method.

The MMVB method for cationic systems has been parameterized for in-plane distortions on the basis of CASSCF calculations for simple two-electron systems. ${ }^{33}$ It has been previously applied only to single-point calculations of benzene, naphthalene, anthracene, and phenanthrene radical cations, for some characteristic spatial structures determined through CASSCF calculations, which are possible for these systems. ${ }^{33}$ Although the results of MMVB and CASSCF calculations were in good agreement, MMVB was not tested as a predictive tool, as explicit geometry optimizations could not be carried out at that time. Therefore, the full MMVB analysis of the lowest $\mathrm{D}_{0}, \mathrm{D}_{1}$, and $\mathrm{D}_{2}$ PESs of Py॰+ presented here represents not only a practical application, with the aim to understand the photophysical behavior of the system, but it is also the first real test for this extension of the MMVB method. MMVB geometry optimizations were carried out with constrained planarity due to the lack of reliable parameters for out-of-plane distortions. However, these distortions were not found to be important in the similar relaxation mechanisms of the naphthalene radical cation. ${ }^{25}$

To assess the accuracy of the MMVB results, benchmark CASSCF and CASPT2 calculations were also performed on the $\mathrm{D}_{0}, \mathrm{D}_{1}$, and $\mathrm{D}_{2}$ PESs using MOLPRO. ${ }^{45}$ The full $\pi$ active space was chosen at the CASSCF level, i.e., $15 \pi$ electrons are distributed in 16 valence $\pi$ orbitals ( $15 e, 16 o$ ). CASSCF geometry optimizations were performed within the $D_{2 h}$ symmetry point group, as all the MMVB structures optimized (with planar constraints) belonged to this point group. Conical intersections were optimized with CASSCF using a reduced $(13 e, 14 o)$ active space, as computationally expensive orbital state-averaging procedures are required for such calculations. CASSCF energies with the full $(15 e, 16 o)$ active space were then computed at the resulting surface crossing structures. CASPT2 energy calculations were performed at CASSCF optimized geometries to take into account dynamic electron correlation. For such energy computations to be feasible, we also had to reduce the reference space to ( $13 e, 14 o$ ), keeping the CASSCF optimized orbitals frozen with the $(15 e, 16 o)$ active space. The basis set used was $6-31 G^{*},{ }^{46}$ which includes polarization $d$ functions on the carbon atoms.


Figure 1. Potential energy profile for the ground $\left(D_{0}\right)$ and first excited $\left(D_{1}\right)$ states of the pyrene radical cation along the $D_{1}$ decay pathway. Energy differences are in $\mathrm{kcal} / \mathrm{mol}$. Normal, italic, and bold fonts correspond to MMVB, CASSCF (used for energy scale), and CASPT2 values, respectively. "Singly-occupied" molecular orbitals are shown for both electronic states.

The CASSCF derivative coupling vector was not computed to optimize conical intersections here, because it was not needed, as symmetry was used and the upper and lower electronic states belong to different irreducible representations of the $D_{2 h}$ point group. This substantially reduces the computational cost, but means that we cannot compare CASSCF and MMVB derivative coupling vectors.

## Results and Discussion

MMVB Results. In our analysis of the electronic structures of $\mathrm{Py}{ }^{\bullet+}$, we restricted ourselves to the three lowest electronic states and studied the topology of their PESs. We performed a series of MMVB calculations to find the minima for the ground $\left(D_{0}\right)$ and first two excited $\left(D_{1}\right.$ and $\left.D_{2}\right)$ states as well as the corresponding conical intersections $\left(\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}\right.$ and $\left.\mathrm{D}_{1} / \mathrm{D}_{2} \mathrm{CI}\right)$. Therefore, we concentrate on the five characteristic spatial structures on the PESs and the relative energies of the states $\mathrm{D}_{0}, \mathrm{D}_{1}$, and $\mathrm{D}_{2}$. The absolute MMVB energies at the respective optimized structures are tabulated in Table S1 in the Supporting Information.

The excitation energies are well established on the basis of the corresponding photoelectron spectrum ${ }^{47}$ and the electronic absorption spectrum. ${ }^{48,49}$ The vertical excitation energies for the transitions $\mathrm{D}_{0} \rightarrow \mathrm{D}_{1}$ (symmetry-forbidden) and $\mathrm{D}_{0} \rightarrow \mathrm{D}_{2}$ (symmetry-allowed) are $19.6{ }^{47}$ and $36.7,4736.4,{ }^{48} 35.7,{ }^{49} \mathrm{kcal} /$ mol, respectively. These quantities were also theoretically analyzed in a series of studies, ${ }^{19,20 a, b}$ and the computed values are typically somewhat larger than the experimental ones: for example, $(25.4,39.7)$ and $(24.5,37.4)^{20 \mathrm{a}}$ using TD-DFT and (27.0, 41.3) $)^{19}$ using the QCFF/PI method. Figures 1 and 2 show that the corresponding MMVB transitions are 21.5 and 47.0 $\mathrm{kcal} / \mathrm{mol}$, respectively. Thus, MMVB describes the first excited state better than the second one. This is not surprising, because our experience based on MMVB calculations of smaller systems is that the MMVB method describes the ground and first excited singlet state PESs well, while the quality of the electronic wavefunction deteriorates for higher excited states.

Although our MMVB calculations were performed with only restriction of planarity on the geometry of the system, all the optimized minima and conical intersections belong to the $D_{2 h}$ symmetry point group. The optimized spatial structures can be characterized by the variations of the bond lengths. There are six different bond lengths in $D_{2 h} \mathrm{Py}{ }^{+}$. Table 1 shows these bond lengths for all five optimized geometry configurations, and Figure S1 in the Supporting Information displays these struc-


Figure 2. Potential energy profile for the first $\left(D_{1}\right)$ and second excited $\left(D_{2}\right)$ states of the pyrene radical cation along the $D_{2}$ decay pathway. Energy differences are in $\mathrm{kcal} / \mathrm{mol}$. Normal, italic, and bold fonts correspond to MMVB, CASSCF (used for energy scale), and CASPT2 values, respectively. "Singly-occupied" molecular orbitals are shown for both electronic states. Zero energy set to $D_{1}$ minimum.
TABLE 1: MMVB and CASSCF (in Italics) Bond Lengths ${ }^{a}$ $(\AA)$ in Pyrene Radical Cation for $D_{0}, D_{1}$, and $D_{2}$ PES Minima and $D_{0} / D_{1}$ and $D_{1} / D_{2}$ Conical Intersections

| geometry | $1-2$ | $3-3 \mathrm{a}$ | $3 \mathrm{a}-3 \mathrm{a}^{1}$ | $3 \mathrm{a}-4$ | $4-5$ | $3 \mathrm{a}^{1}-5 \mathrm{a}^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{0}$ minimum | 1.399 | 1.429 | 1.422 | 1.420 | 1.392 | 1.422 |
|  | 1.392 | 1.422 | 1.419 | 1.415 | 1.383 | 1.416 |
| $\mathrm{D}_{1}$ minimum | 1.420 | 1.386 | 1.448 | 1.459 | 1.358 | 1.381 |
|  | 1.406 | 1.385 | 1.446 | 1.450 | 1.353 | 1.395 |
| $\mathrm{D}_{2}$ minimum | 1.403 | 1.417 | 1.422 | 1.431 | 1.410 | 1.481 |
|  | 1.394 | 1.405 | 1.427 | 1.423 | 1.391 | 1.474 |
| $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$ | 1.422 | 1.382 | 1.450 | 1.463 | 1.354 | 1.378 |
|  | 1.412 | 1.369 | 1.458 | 1.466 | 1.339 | 1.372 |
| $\mathrm{D}_{1} / \mathrm{D}_{2} \mathrm{CI}$ | 1.389 | 1.452 | 1.402 | 1.400 | 1.463 | 1.546 |
|  | 1.378 | 1.427 | 1.403 | 1.394 | 1.433 | 1.542 |

${ }^{a}$ Bond lengths not explicitly defined are equivalent in $D_{2 h}$ symmetry.

## CHART 1: Partial Atom Numbering for Pyrene, Based on IUPAC Rules


tures. To describe the bonds, we use the numbering system for carbon atoms based on the IUPAC rules for fused rings, as shown in Chart 1. One can see that the minima for the ground and excited states differ noticeably, as discussed in more detail below. The charge distributions determined for each structure (Table S2 in Supporting Information) also illustrate the distinct electronic character of the states. The main observation is that the charge patterns for a particular state do not change significantly when the geometry varies. (The only exception is for the $\mathrm{D}_{2}$ state, where the charge distribution changes significantly when the geometry approaches the $\mathrm{D}_{1}$ minimum).

We first discuss the MMVB $D_{0}$ and $D_{1}$ potential energy profiles, as shown in Figure 1. (The comparison with CASSCF and CASPT2 results is given in the next subsection). The transition from the ground to the first excited state minimum is
characterized by a significant geometry change, which can be viewed as a contraction of the $3-3 a, 3 a^{1}-5 a^{1}$ and $4-5$ bonds, with the $4-5$ bond clearly acquiring a strong double-bond character ( $1.36 \AA$ ). The remaining $1-2,3 a-3 a^{1}$, and $3 a-4$ bonds become elongated. The adiabatic excitation energy is 11.7 $\mathrm{kcal} / \mathrm{mol}$, and is significantly smaller than the vertical excitation energy, attesting to the important relaxation energy on the $D_{1}$ PES. Remarkably, the $D_{0}-D_{1}$ energy gap at the $D_{1}$ minimum is very small $(1.9 \mathrm{kcal} / \mathrm{mol}$ with MMVB). This is a hint that there is a state crossing along the $\mathrm{D}_{0} \rightarrow \mathrm{D}_{1}$ reaction path, which we find very close to the $D_{1}$ minimum. This $D_{0} / D_{1}$ conical intersection lies only $0.1 \mathrm{kcal} / \mathrm{mol}$ above the $\mathrm{D}_{1}$ minimum, at a very similar geometry, and is therefore predicted to be easily accessible. ${ }^{40}$

This picture can be useful in the understanding of the photorelaxation mechanism from the $D_{1}$ state. An important characteristic of conical intersections between PESs is that they can serve as funnels between electronic states, providing ultrafast nonradiative transition channels. ${ }^{26}$ The topology of the conical intersection is important for studying the excited state reactivity and photophysics. The calculated $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$ for Py ${ }^{+}$is "sloped" (according to the classification system of Ruedenberg), ${ }^{50}$ which means that the single relaxation coordinate on $\mathrm{D}_{0}$ after decay corresponds to the downhill slope on both PESs. Taking the easy access of the CI into account, one can expect ultrafast radiationless relaxation from $D_{1}$.

However, it is necessary to mention that the $\mathrm{D}_{0} \rightarrow \mathrm{D}_{1}$ transition is symmetry-forbidden. Using the orientation of $\mathrm{Py}^{+}{ }^{+}$ as shown in Chart $1, \mathrm{D}_{0}$ belongs to the $B_{2 g}$ irreducible representation, while $\mathrm{D}_{1}$ belongs to $B_{3 g}$. It has been suggested that photoexcitation of $\mathrm{Py} \bullet^{+}$populates the $\mathrm{D}_{5}$ state of $A_{u}$ symmetry ${ }^{48}$ (although some TD-DFT spectra ${ }^{20 a, b}$ do not support this assignment). Relaxation of the first excited state is of course relevant, as it is usually assumed that there is a rapid $\mathrm{D}_{n} \rightarrow \mathrm{D}_{1}$ nonradiative transition ${ }^{9,37}$ and the electronic deactivation depends on the $\mathrm{D}_{1} \rightarrow \mathrm{D}_{0}$ transition. This simple model (for which there are well-documented exceptions; see, for example, ref 40) assumes that the energy gaps between the states $\mathrm{D}_{n-1}$ and $\mathrm{D}_{n}$ are relatively small in comparison with the gap between the states $\mathrm{D}_{0}$ and $\mathrm{D}_{1}$, and that $\mathrm{D}_{n} \rightarrow \mathrm{D}_{1}$ nonradiative conversion occurs in cascade via dense vibronic levels without necessary involvement of conical intersections. However, in our case, $\mathrm{D}_{2}$ lies $25.6 \mathrm{kcal} / \mathrm{mol}$ above $\mathrm{D}_{1}$ at the ground-state geometry, and this energy gap remains higher than $20 \mathrm{kcal} / \mathrm{mol}$ at the $\mathrm{D}_{2}$ minimum according to our MMVB calculations (Table S1). Therefore, it would be useful to provide a relaxation mechanism of the $\mathrm{D}_{2}$ state (see Figure 2) to show that radiationless decay is possible from a state that can be optically excited.

The $\mathrm{D}_{2}$ state is of $B_{1 u}$ symmetry and represents the first excited state whose transition from $D_{0}$ is not symmetryforbidden. However, the corresponding oscillator strength is relatively small compared to the $\mathrm{D}_{5}\left(2 A_{u}\right)$ state ( 20 and 12 times smaller given by electronic absorption spectrum ${ }^{48}$ and TD-DFT spectrum, ${ }^{20 a}$ respectively). The geometry of the $D_{2}$ minimum is characterized by an elongated $3 a^{1}-5 a^{1}$ central bond (see Table 1), all the other bond lengths being similar to the ones found for the $\mathrm{D}_{0}$ minimum. The adiabatic excitation energy is 44.5 $\mathrm{kcal} / \mathrm{mol}$, which is only $2.5 \mathrm{kcal} / \mathrm{mol}$ less than the vertical excitation energy. This small relaxation energy on $D_{2}$ reflects the fact that the $D_{0}$ and $D_{2}$ minima display similar structures. A direct consequence is that the $D_{0}-D_{2}$ energy gap is reduced by only $4.9 \mathrm{kcal} / \mathrm{mol}$ when moving from the $\mathrm{D}_{0}$ minimum to the $D_{2}$ minimum. On the other hand, the $D_{1}-D_{2}$ energy gap is more sensitive to geometry relaxation: at the $\mathrm{D}_{1}$ minimum it is
$42.9 \mathrm{kcal} / \mathrm{mol}$, but it is reduced to $20.7 \mathrm{kcal} / \mathrm{mol}$ at the $\mathrm{D}_{2}$ minimum, as shown in Figure 2. These significant variations suggest that we can find a $D_{1} / D_{2}$ crossing if we change the geometry further along the path from the $D_{1}$ minimum to the $\mathrm{D}_{2}$ minimum, a coordinate that involves mainly the elongation of the $3 a^{1}-5 a^{1}$ and $4-5$ bonds. Indeed, the optimized $D_{1} / D_{2}$ CI confirms this hypothesis (see the changes of bond lengths in Table 1, and Figure 2). It is remarkable that the central bond becomes particularly long: $1.546 \AA$, which is even longer than the equilibrium bond distance for a single $\mathrm{C}-\mathrm{C}$ bond in the molecular mechanics force field used to describe the $\sigma$-core. The most important result is that this $\mathrm{D}_{1} / \mathrm{D}_{2}$ conical intersection is sloped and it should be readily accessible following initial photoexcitation to the $\mathrm{D}_{5}$ band, ${ }^{48}$ as it is only $7.9 \mathrm{kcal} / \mathrm{mol}$ higher in energy than the $\mathrm{D}_{2}$ minimum.

Benchmark CASSCF and CASPT2 Results. CASSCF and CASPT2 calculations were performed to assess the reliability of the MMVB PESs obtained for the $\mathrm{D}_{0}, \mathrm{D}_{1}$, and $\mathrm{D}_{2}$ electronic states. Before we start comparing the results, it should be noted that the MMVB force field is parameterized to reproduce CASSCF calculations and not experimental or CASPT2 results. However, a thorough study of the excited states of the naphthalene radical cation has demonstrated previously that CASSCF calculations cannot be completely adequate, and that inclusion of dynamic electron correlation via CASPT2 may be important to reproduce the experimental excited states. ${ }^{25}$

Table 1 collects the bond lengths obtained from CASSCF geometry optimizations. The main CASSCF and CASPT2 energetic features are displayed in Figures 1 and 2 (absolute CASSCF and CASPT2 energies are gathered in Tables S3 and S4). Compared to the CASSCF structures, MMVB provides a very satisfying description of all of the minima and conical intersections. Root-mean-square deviations of $0.006 \AA, 0.009$ $\AA$, and $0.011 \AA$ are obtained for the six distinct bond lengths of the $D_{0}, D_{1}$, and $D_{2}$ minimum geometries shown in Table 1, respectively. Maximum errors are under $0.01 \AA$ for $D_{0}, 0.015$ $\AA$ for $D_{1}$, and $0.02 \AA$ for $D_{2}$. The root-mean-square deviation is $0.010 \AA$ for the $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$ with a maximum error of $0.015 \AA$, comparable to the three minima. However, this increases to $0.017 \AA$ for the $\mathrm{D}_{1} / \mathrm{D}_{2}$ CI with a maximum error of $0.030 \AA$, a direct consequence of the poorer MMVB description of energetics of the $\mathrm{D}_{2}$ state, as we explain below.

Conical intersection geometries are sensitive to the energy difference between the two electronic states involved. CASSCF and CASPT2 vertical excitation energies are 22.9 and $23.7 \mathrm{kcal} /$ mol for the $D_{1}$ state, respectively. The MMVB value of 21.5 $\mathrm{kcal} / \mathrm{mol}$ is in good agreement with these. However, one can see in Figure 1 that the $\mathrm{D}_{0}-\mathrm{D}_{1}$ energy gap reduces too quickly along the $D_{1}$ relaxation pathway with MMVB. At the $D_{1}$ minimum, the $D_{0}-D_{1}$ energy gap is only $1.9 \mathrm{kcal} / \mathrm{mol}$ with MMVB, against 7.4 and $11.9 \mathrm{kcal} / \mathrm{mol}$ with CASSCF and CASPT2, respectively. Consequently, the $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$ lies too close to the $\mathrm{D}_{1}$ minimum at the MMVB level: only $0.1 \mathrm{kcal} / \mathrm{mol}$ above it, against $1.9 \mathrm{kcal} / \mathrm{mol}$ with CASSCF.

On the other hand, CASSCF and CASPT2 vertical excitation energies to the $\mathrm{D}_{2}$ state are 39.9 and $36.2 \mathrm{kcal} / \mathrm{mol}$, respectively, but the MMVB value of $47.0 \mathrm{kcal} / \mathrm{mol}$ is clearly too high, the experimental value being ca. $36 \mathrm{kcal} / \mathrm{mol}$. Thus, the $\mathrm{D}_{1}-\mathrm{D}_{2}$ energy gap is overestimated at the MMVB level, which is at the origin of the larger discrepancy in the $\mathrm{D}_{1} / \mathrm{D}_{2}$ CI geometry. This can also be seen in Figure 2, where the $D_{1}-D_{2}$ energy gap is too large along the reaction path leading to the surface crossing. Despite this deficiency, the energy difference of the


Figure 3. Relaxation mechanism of the pyrene radical cation via two successive "sloped" conical intersections $\mathrm{D}_{1} / \mathrm{D}_{2} \mathrm{CI}$ and $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$.
$\mathrm{D}_{1} / \mathrm{D}_{2}$ CI relative to the $\mathrm{D}_{2}$ minimum is reproduced: 8.1 and $7.9 \mathrm{kcal} / \mathrm{mol}$ at the CASSCF and MMVB levels, respectively.

It is worth noting that, at the CASSCF $\mathrm{D}_{0} / \mathrm{D}_{1} \mathrm{CI}$ and $\mathrm{D}_{1} / \mathrm{D}_{2}$ CI optimized geometries, the two respective electronic states split by over $6 \mathrm{kcal} / \mathrm{mol}$ at the CASPT2 level, indicating that differential dynamic electron correlation is not negligible. This effect was already observed in the study of the naphthalene cation. ${ }^{25}$ We therefore do not know the real crossing energy and geometry at the CASPT2 level. On the basis of interpolations carried out on the smaller naphthalene cation, we do not expect CASPT2 to increase the energy difference between the minimum and the crossing, although we cannot confirm this by explicit geometry optimization at present.

In addition, MMVB satisfactorily reproduces the topology of the two conical intersections: both are sloped (parallel gradients on upper and lower states) with equivalent gradient difference vectors compared to CASSCF.

## Conclusion and Outlook

The photophysics of the pyrene radical cation was studied using the MMVB hybrid force field. PESs of the first three electronic states were investigated. Geometry optimizations of critical points, including conical intersections between the relevant electronic states, were performed using the MMVB analytical energy gradient for the first time in cationic systems. CASSCF geometry optimizations and CASPT2 energy calculations were also performed in order to assess the reliability of the MMVB results: good agreement between MMVB and CASSCF energies and optimized structures, including those of conical intersections, was achieved. In addition, the sloped topology of the conical intersections (parallel gradients and direction of the gradient difference vector) was adequately described. Some energetic features were not accurately reproduced with MMVB, particularly for the $\mathrm{D}_{2}$ electronic state, which was found to be too high in energy with respect to the $\mathrm{D}_{0}$ and $\mathrm{D}_{1}$ electronic states. This discrepancy for higher excited states was already observed in previous studies (see, for example, ref 31) and is due to the less reliable parameterization of MMVB for these states.

Figure 3 summarizes the main relaxation pathways back to the ground state in $\mathrm{Py}^{\bullet}{ }^{+}$. Assuming initial photoexcitation to a $\mathrm{D}_{n}$ electronic state (possibly the $\mathrm{D}_{5}$ band) ${ }^{48}$ and rapid deactivation to the lower $D_{2}$ state, further rapid deactivation back to $D_{0}$ can be accounted for by the presence of two accessible "sloped" conical intersections $-\mathrm{D}_{0} / \mathrm{D}_{1}$ and $\mathrm{D}_{1} / \mathrm{D}_{2}$-along the reaction path. (Note that the reaction coordinate in Figure 3 involves distinct in-plane relaxation pathways directed towards crossings, requiring different geometry changes, as shown in Figures 1 and 2).

This mechanism provides a rational explanation for the photostability of $\mathrm{Py} \bullet^{+}$. A similar mechanism was proposed to account for the photostability of the naphthalene radical cation. ${ }^{25}$ However, the two sloped conical intersections involved are even more accessible in $\mathrm{Py}^{\bullet}{ }^{+}$, suggesting a shorter excited-state lifetime in this case. Thus, our model also predicts Py ${ }^{+}$to be nonfluorescent. We hope therefore that our study will encourage experimental work on the time-resolved photodynamics and emission of the pyrene cation, particularly in the gas phase. We plan to use the MMVB method we have further tested here to study cations of larger PAHs, for which CASSCF calculations are not possible at present.
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