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Absorption spectra of bridged triarylamine radical cations are calculated quantum mechanically which extends
our previous classical analysis (Lambert et al. J. Phys. Chem. A 2004, 108, 6474). A comparison between
spectra determined within a diabatic and an adiabatic representation shows that under certain circumstances
deviations occur. It is found that the latter are mainly caused by the Condon approximation for the dipole
moments. The inclusion of vibrational degrees of freedom leads to an excellent agreement with experiment.

1. Introduction

While electron and hole transfer processes play an important
role in many physical, chemical, and biochemical processes,1-4

it is often advantageous to look at simple model systems in
order to investigate basic charge transfer aspects. For this
purpose, mixed valence (MV) compounds have often been
employed.5-8 In these compounds, at least two redox centers
with different redox states are connected by a bridge unit. These
redox centers may be metal complexes or purely organic redox
activegroups9 while thebridgemaybesaturatedorunsaturated.10,11

It is the goal of this paper to describe the optical transitions in
organic MV compounds quantum mechanically within a three-
state model which involves the states localized at the redox
centers and, as a third state, the bridge.12-17

Recently, we investigated a series of organic bis(triarylamine)
radical cation MV compounds 1+-3+ in which the triarylamine
redox centers are connected by different unsaturated bridges,
though the N-N distance was kept fixed.13 The structures of
the three compounds are shown in Figure 1. In methylene
chloride solution, the radical cations 1+ and 2+ display three
distinct absorption features in the near-infrared region (NIR): a
sharp band at ca. 13000 cm -1 which is due to a localized π-π*
excitation in the triarylamine radical cation moiety,18 a band
(shoulder) at 11000 cm -1 which is due to an optically induced
hole transfer from the triarylamine radical cation to the bridge,
and, a third very broad band at ca. 6000-8000 cm-1 which is
associated with the optically induced hole transfer form one
triarylamine to the other. The latter band is usually called
intervalence charge transfer (IV-CT) band. For 3+ the situation
is much different: at 12500 cm-1 a band typical of localized
anthracene radical cations is observed and at ca. 5000 cm-1 a
band that is associated with the transfer of a hole from the
anthracene to either triarylamine.

The electronic states that are involved in the above-mentioned
transitions can be modeled by applying a three-state approxima-
tion in which three diabatic (formally noninteracting) states are
mixed, see ref 13. These are the ones where the positive charge
is localized either at triarylamine or at the bridge. While the
former states are degenerate in energy, the latter one is higher
in energy for 1+ and 2+ by the free energy difference ∆G° but

is lower in energy for 3+ (see below). These three diabatic states
may be coupled in a 3 × 3 Hamilton matrix via electronic
couplings Vij to yield, upon diagonalization, three adiabatic
states. For 1+ and 2+ this yields a double minimum (adiabatic)
potential surface for the ground state but a single minimum
potential for 3+; that is, in 1+ and 2+ the hole is localized at
one triarylamine group whereas in 3+ the hole is localized at
the anthracene bridge. If one assumes harmonic potentials for
each diabatic state, one can construct potential energy surfaces
in two dimensions using an asymmetric ET (electron transfer)
coordinate x and a symmetric ET coordinate y. Intuitively it is
easy to understand why at least one (averaged) asymmetric and
one symmetric mode is necessary for a three-state model: The
asymmetric mode x transforms one asymmetric (symmetry
broken) state into its degenerate mirror image. This process
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Figure 1. Structure of the three mixed valence compounds where the
triarylamine redox centers are connected by different bridge units.
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proceeds via a symmetrical transition state. The symmetric mode
y transforms this symmetric transition state into the symmetric
state in which the charge is localized at the bridge. The minima
of the diabatic potential surfaces are chosen in a way that the
dimensionless distance between each minimum is unity.13

The hole transfer processes between different adiabatic states
are governed mainly by three parameters, the electronic
coupling, the free energy difference ∆G°, and the reorganization
energies associated with the potential curvature of the diabatic
states. Applying Marcus-Hush (MH) theory19,20 and the
generalized Mulliken-Hush (GMH) theory,21-23 we were able
to deduce the electronic coupling and the reorganization
parameters by analysis of the absorption bands associated with
transitions between the adiabatic states. The Mulliken-Hush
theory rests on the assumption of Boltzmann distributed ground
states with infinitely small vibronic level spacings at the high-
temperature limit. A classical calculation of energy differences
to the excited-state surfaces then yields the electronic transitions
as (in the two-level approximation) Gaussian-shaped bands. This
theory however neglects discrete vibronic effects. Recent work
by Hupp et al.,24,25 Zink et al.,26,27 and by us28 devoted to the
description of vibronic effects within a two-state model. Because
in systems with a low-lying bridge state it might be advanta-
geous to include this second excited state in the treatment, it is
the goal of this work to present a quantum mechanical
formulation within a three-level approach which will yield more
precise information about the connection of vibronic modes and
reorganization parameters that are involved in the IV-CT
transitions.

The paper is organized as follows: in section 2, the theoretical
methods and the model employed to calculated the spectra are
summarized. The results and a comparison between theory and
experiment are presented in section 3. Finally, a summary in
section 4 concludes the present article.

2. Theory and Model

2.1. Generalized Mulliken-Hush Theory. We start with
an outline of the method usually employed to describe the optical
properties of IV-CT systems. The Hamiltonians for the bis(tri-
arylamine) cations are constructed following the generalized
Mulliken-Hush theory.21-23 Details of this procedure are given
in ref 13, and we here only summarize the key steps. The starting
point is an adiabatic (a) representation of the three state
Hamiltonian which reads

HGMH
a ) (V1

a 0 0

0 V2
a 0

0 0 V3
a )-E (µ11

a µ12
a µ13

a
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where the Vn
a are transition energies usually taken as the

absorption band positions determined from experiment. The
second term describes an electric dipole interaction which
contains the matrix elements of the projection of the dipole
operator on the field polarization vector, and E is the electric
field. The dipole matrix elements are assumed to be independent
of the nuclear coordinates (Condon approximation). We note
that, because we deal with ionic systems where the dipole
operator is not translational invariant, it is advantageous to work
with the differences µnn

a - µ11
a,13 which amounts to a shift in

the eigenvalues of the Hamiltonian HGMH
a. Performing a unitary

transformation with a matrix C diagonalizing the dipole matrix,
one arrives at the (diabatic (d)) Hamiltonian
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d, due to
symmetry. As outlined in ref 13, we employ two values for the
coupling so that the respective diabatic potential matrix is

(V11
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Thus, with knowledge of the transition energies Vn
a and the

adiabatic dipole matrix elements it is possible to derive the
diabatic coupling matrix in eq 2 which serves as a starting point
for a further parametrization.

In the construction of the Hamiltonian, the constant diagonal
elements Vnn

d of HGMH
d are replaced by potential surfaces

depending on two effective, dimensionless coordinates (x, y)
along which the charge transfer occurs. The following form is
obtained

V11
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In these equations, λ1 ) λ3 is the total ()vibrational + solvent)
reorganization energy of the triarylamine localized states and
λ2 is the reorganization energy associated with the bridge
localized state. The parameter C augments the diabatic harmonic
potentials by a quartic term which was necessary to adjust the
calculated bandwidth to the experiment in the classical analysis
given in ref 13. The energy ∆G° displaces the bridge state
vertically. The topology of the potential surfaces is illustrated
for the 1+ system in Figures 2 and 3. The diabatic surfaces
(Figure 2) exhibit the two minima for the triarylamine localized
states at x ) (0.5 and y ) 0 (panels a and c), whereas the
minimum of the bridge localized potential (panel b) occurs at
the x ) 0 position but is shifted along the symmetric coordinate
y. Switching to the adiabatic representation yields nonintersect-
ing surfaces (Figure 3) with a double minimum topology in the
ground state and single minima in the excited states.

The reorganization parameters for the three system n+ (n
) 1, 2, 3) are summarized in Table 1 which also contains
electronic couplings and the dipole matrix elements. The
detailed way in which these quantities were determined is
given in ref 13; here, the procedure is outlined only briefly:
The adiabatic transition moments and the transition energies
were determined experimentally from the absorption spectra.
The adiabatic dipole moment differences were computed by
quantum chemical methods as these quantities are not accessible
experimentally. We employed the AM1-CI method to obtain
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the dipole moments. The validity of this approach is discussed
in detail in ref 13. Then we derived all diabatic quantities from
the adiabatic values by GMH theory. The diabatic electronic
couplings together with eqs 6 were then used to calculate the
potential energy surfaces. We used these potential energy
surfaces to calculate the absorption spectra in a classical way
(see Introduction). The reorganization parameters were then
determined by a best fit of the derived absorption spectra to the
experimental spectra.

2.2. Hamiltonians for the Quantum Propagation. In our
quantum calculation, two representations of the Hamiltonian are
employed. The diabatic Hamiltonian Hd consists of the sum of
the GMH Hamiltonian eq 2 including the kinetic energy
operators and the potential surfaces Vnn

d(x,y)

Hd ) (T 0 0
0 T 0
0 0 T )+ (V11

d(x, y) VBR VIV

VBR V22
d(x, y) VBR

VIV VBR V33
d(x, y) )-

E (µ11
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0 µ22
d 0

0 0 µ33
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Here, T denotes the kinetic energy operator for the nuclear
degrees of freedom

T)- 1
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∂
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2m
∂

2
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(8)

Note that, because dimensionless coordinates are employed, the
mass parameter has the unit of an inverse energy. The values

of the mass are given in units of eV-1 throughout without
repeating this explicitely. In order to keep the number of
parameters small, we choose the mass to be the same for the
two vibrational degrees of freedom. This, in general, will have
to be modified.

We now switch to the adiabatic representation by performing
a unitary transformation of the Hamiltonian Hd. The coordinate-
dependent transformation matrix A(x,y) is defined as the one
which diagonalizes the diabatic potential matrix. In more detail,
we have

Ha )AHdAt )A(T 0 0
0 T 0
0 0 T )At +

(V1
a(x, y) 0 0

0 V2
a(x, y) 0

0 0 V3
a(x, y) )-EA(µ11

d 0 0

0 µ22
d 0

0 0 µ33
d )At

(9)

The transformation of the matrix containing the kinetic energy
operators introduces kinetic coupling elements which, in what
follows, are ignored. Furthermore, a coordinate dependence is
introduced in the adiabatic dipole-matrix elements. This depen-
dence is neglected in our treatment, i.e., the dipole matrix is
taken as the one constructed from GMH theory (see eq 1) so
that the adiabatic Hamiltonian is

Figure 2. Diabatic potential energy surfaces of the 1+ system. Panels
a and c correspond to the two triarylamine localized states whereas the
bridge potential is shown in panel b. Contours are shown starting at a
value of 2000 cm-1 and increasing in steps of 2000 cm-1.

Figure 3. Adiabatic potential energy surfaces of 1+ for the ground
(panel a), first (panel b), and second excited state (c). Contours are
shown starting at a value of 2000 cm-1 and increasing in steps of 2000
cm-1.
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where now the molecular Hamiltonian is diagonal and the
interaction term carries an off-diagonal coupling. The Hamil-
tonians in the adiabatic (Ha) and diabatic (Hd) representation
are the basis for the calculation of absorption spectra as
discussed below.

It has to be kept in mind that, within the GMH theory, the
adiabatic and diabatic Hamiltonians are equivalent because they
are connected by a unitary transformation. The introduction of
a coordinate-dependent unitary transformation, on the other
hand, introduces a coordinate dependence in the adiabatic dipole
matrix and also gives rise to kinetic coupling terms. The
approximations leading to the adiabatic Hamitonian in eq 10
mean that the here adopted two representations are not
equivalent and one or the other might be more convenient to
describe spectroscopic properties of the molecules under
consideration. Below we show that that the adiabatic representa-
tion offers a simple approach to model and interpret the
absorption spectra of the here treated bis(triarylamine) radical
cations.

2.3. Absorption Spectra. Absorption spectra are calculated
adopting the time-dependent approach to spectroscopy.29-32

Starting from an initial state |ψi> with energy Ei, the spectrum
is given as (atomic units are employed)

σi(Eph) ∼ ∫-∞

∞
dt e-i(Ei+Eph)tci(t)w(t) (11)

where Eph denotes the photon energy. The spectrum appears as
the Fourier transform of a time-correlation function defined as

ci(t)) 〈µψi|e
-iHt|µψi〉 (12)

were µ is the projection of the dipole operator on the electric
field polarization vector. Calculation of the correlation function
involves evaluation of the overlap between the initial state (times
the dipole operator) and its time-propagated state. In eq 11, a
window function w(t) is introduced which damps the correlation
function for longer times. In this way we phenomenologically
account for the influence of an environment leading to a line
broadening.33 The numerically given energy resolutions in
section 3 are calculated as ∆Eres ) p8 ln(2)/∆t, which gives
the relation between the width (full width at half-maximum) of
a Gaussian in energy (∆Eres) and time (∆t) domain.

We now modify the general expression for the correlation
function according to our purposes. A similar approach has been
applied before to characterize absorption and emission properties
of molecules with excited-state mixed valence states within a
two-state model.34In the adiabatic approach the calculation of
spectra for transitions from the ground state |1> to the higher
states |2> and |3> separates. The initial state is defined as the
system’s ground state of energy Ei

a defined by

(T+V1
a(x, y)) ψ1,i

a(x, y))Ei
a ψ1,i

a(x, y) (13)

The correlation functions then are obtained as

Cin
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a ψ1,i
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atµ1n
a ψ1,i
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where the brackets denote integration over the nuclear degrees
of freedom (x, y). The total spectrum is then obtained as the
sum

σi
a(Eph) ∼ ∑

n

σin
a(Eph))∑

n
∫
-∞

∞

dt e-i(Ei+Eph)tcin
a(t) (15)

where the index (n) runs over all excited states with nonvan-
ishing transition dipole moment. The time evolution is obtained
with the propagator containing the adiabatic Hamiltonian in state
|n>, Hn

a ) T + Vn
a(x,y).

In the diabatic representation, the initial state ψ_ i
d has three

components and fulfills the time-independent Schrödinger
equation

H0
d(ψ1,i

d

ψ2,i
d

ψ3,i
d ))Ei

d(ψ1,i
d

ψ2,i
d

ψ3,i
d ) (16)

where we have not explicitely distinguished between a vector
and its transposed, and H0

d is the molecular part of the total
Hamiltonian given in eq 7. According to the three-component
wave function there is a single correlation function to be
determined as

ci
d ) 〈�_

d|e-iH0
dt�_

d 〉 ) 〈(µ1
dψ1,i

d

µ2
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The spectrum for transitions into all states (σi
d) is obtained by

a single Fourier transform of this function. The problem here
is that this formalism includes a transition from the initial
(ground) state into itself and the spectrum exhibits a large
intensity peak around the ground-state energy. This, of course,
does not make much sense, and therefore, the state �_d at time
t ) 0 is replaced as

�_
df�_

d - 〈ψ_ i
d|�_

d 〉 ψ_ i
d (18)

i.e., we project out the contribution from the initial wave
function. All propagations are performed with the split-operator
method by Feit and Fleck35 adapted to the case where the
Hamiltonian is a matrix.36 The stationary states are obtained
by imaginary time propagation.37

3. Results

We start with the calculation of the absorption spectra in the
approximation that the kinetic energy operators are negligible
which corresponds to the limiting case of an infinite mass m.

TABLE 1: Model Parameters Employed in the Construction
of the Potential Energy Surfaces

system 1+ 2+ 3+

λ1 (cm-1) 8500 7400 3000
λ2 (cm-1) 3800 9200 3000
∆G° (cm-1) 7600 900 -1900
VBR

d (cm-1) 1070 1270 1660
VIV

d (cm-1) 1000 1910 430
C 0.2 0.0 0.0
µ12

a (D) 6.2 9.7 14.1
µ13

a (D) 4.7 6.8 0.0
µ11

d (D) 71.6 46.7 36.0
µ22

d (D) -0.9 -3.0 0.0
µ33

d (D) 36.0 6.1 -36.0
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In the actual calculation we employed a large but finite value
of m ) 10500 because otherwise the ground-state vibrational
wave function cannot be determined. It has to be noted that the
adiabatic and diabatic Hamiltonians of eqs 7 and 10 are still
not equivalent because the dipole matrix is treated as geometry
independent. Naturally, different spectral features are to be
expected which is demonstrated in Figure 4. There, the
theoretically determined spectra σ0

d, σ0
a are shown for the three

radical cations and for transitions out of the vibrational ground
state (i ) 0). In calculating the spectra, a Gaussian window
function w(t) is employed which leads to a spectral resolution
of 1620 cm-1. From the figure it is obvious, that differences
exist which are largest for system 1+ (upper panel). There, two
bands are found which agree in position but differ in intensity.
In the other two systems, the deviations are minor, being
smallest in the case of the 3+ system having only a single band
(due to the fact that the dipole moment is nonzero only for the
|1>f |2> transition, see, however, the discussion below). The
deviations stem from the different coupling elements contained
in the adiabatic/diabatic Hamiltonians. An analysis for the case
where the deviations are largest (the 1+ system) shows that the
main reason for the disagreement between the calculated spectra
is the Condon approximation for the dipole moment matrix. If,
in going from the diabatic to the adiabatic representation (i.e.,
transforming Hd (eq 7) into Ha (eq 10)), this matrix is
transformed employing the coordinate-dependent transformation
matrix, both calculations give almost identical results. The fact
that then the spectra are still not identical is due to the omission
of kinetic couplings which arise upon transforming the kinetic
energy operators in the Hamiltonian.

From the formulation given in the last section, it is already
clear that the adiabatic approach allows for a simpler analysis
of the spectral properties. First, the spectrum can be deconvo-
luted into a sum of single spectra (see eq 15), and second,
neglecting the kinetic energy operator allows the establishment
of a relation between the spectrum, the potential surfaces, and
the initial vibrational wave function. This connection is com-
monly named the “reflection principle”.31 The intensity of the
various bands (corresponding to transitions into distinct higher
electronic states) directly scales with the square of the transition
dipole moment µ1n

a which can be seen in comparing Figure 4

with the values in Table 1. Thus, in what follows, we concentrate
on the spectra resulting from the adiabatic description.

To investigate the influence of the internal vibrational motion
on the optical properties, spectra are calculated for different
values of the mass parameter m entering into the kinetic energy
operators. The variation of m influences both the ground- and
excited-state dynamics. In the ground state, the zero-point energy
rises with decreasing mass which is accompanied by a more
delocalized vibrational wave function. This is similar in the
excited state where, because of the increasing level spacing, a
vibrational progression can eventually be observed in the
spectrum; see below.

Results for all radical cations and for three values of the mass
parameter are displayed in Figure 5 which also contains the
measured curves, for comparison. Note, that in the latter spectra
there exist additional absorption bands at larger photon energies.
These bands result from transitions to higher excited states which
are not incorporated in our model.

Let us regard the 1+ case as a first example. In lowering the
value of the mass parameter to a value of m ) 1005, the mere
effect is that the two electronic bands are broadened so that the
minimum around 10000 cm-1 becomes less pronounced. If the
mass parameter is set to its smallest value m ) 201, a clearer
deviation occurs. First, absorption sets in at lower photon
energies. Within a one-dimensional harmonic picture, the
difference in zero-point energy in the excited and ground state
is

∆E0 )∆+ 1

2√m
(√k2 - √k1) (19)

where ∆ is the energy shift and kn are the respective force
constants. This means that the red shift occurring with decreas-
ing mass is associated with a force constant being larger in the
ground than in the excited state. Second, a vibrational structure
becomes visible which is superimposed on the band splitting.
These trends are also found for the 2+ radical cation: with
decreasing mass the two distinct electronic bands become less
distinguishable. Furthermore a vibrational substructure and a
red shift arises. On the other hand, the system 3+ is less sensitive
to the introduction of the kinetic energy. This essential difference
between the 3+ system and the others can be understood in

Figure 4. Comparison of absorption spectra calculated employing an
adiabatic and a diabatic representation. Spectra are shown for a mass
parameter of m ) 10050 eV-1 and for the three compounds n+, as
indicated. The adiabatic/diabatic curves are normalized to have the same
maximum height at their respective low energy extremum.

Figure 5. The influence of vibrational motion on absorption spectra
of the systems n+. Calculated spectra (solid lines) are displayed for
different mass parameters, as indicated. Also shown are measured
spectra as dashed lines.
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regarding the ground-state wave functions and excited-state
potentials. In Figures 6 and 7, we show these functions for the 2+

and 3+ system, respectively. As already mentioned in the introduc-
tion, a double minimum structure is found in the potential energy
surface of the 2+system (this is similar in the case of 1+, not
shown) where the minima are deep enough to support a bound
state. This corresponds to the situation where the hole is located
at one of the two triarylamine groups. In a symmetry broken
state then, there is density only on one of these groups. The
vertical transition to the higher state has a Franck-Condon
window which is well separated from the potential minimum
and is localized in a region where the potential gradient is rather
steep. Thus, a vibrational progression is to be expected. On the
other hand, for the 3+ system, the ground-state density is located
at the bridge and a vertical transition ends up in a region where
the excited-state potential has a small gradient. This means that
the density of vibrational states is large and a much higher
resolution is needed to observe a vibrational fine structure.

The role of the spectral resolution is illustrated in Figure 8
for the 1+ system (and a mass parameter of m ) 1005). In
increasing the resolution from 1528 to 952 cm-1, a vibrational
substructure appears in the first absorption band. The peaks

become sharper for an even higher resolution of 427 cm-1. The
vibrational spacing is found to be in the order of 1100 cm-1.
There is a diffuse structure on the second absorption band which
shows that the resolution is still not large enough to resolve the
respective vibrational structure corresponding to a smaller
vibrational spacing (due to the shallow potential energy surface)
in the second excited state.

We now turn to a comparison with experiment. For a given
spectral resolution of ∆E ) 1895 cm-1 and a choice of the
mass parameter of m ) 1005, an excellent agreement with
experiment is found for the systems 1+ and 2+; see Figure 5.
As was already mentioned above, the strong absorption bands
at energies larger than 13000 cm-1 are not described within
our employed model. In the 2+ case, the calculated spectrum is
slightly red-shifted which suggests that a fine-tuning of the
model parameters is appropriate (here, the red shift can easily
be obtained by an energy shift of the adiabatic potential V2(x,y)).
This, however, is not within the scope of this work. The
Gaussian-like absorption band for the 3+ radical cation is also
excellently reproduced for the choice of m ) 1005 (where here
a larger mass does not change the spectrum).

As was noted above, the relative intensity of the two
absorption bands can be adjusted choosing different values for
the adiabatic transition dipole moments. This trend is illustrated
in regarding system 3+. There is evidence for a small absorption
band at higher energies13 which is somehow hidden under the
more intense single band with its center between 4000 and 5000
cm-1. The additional band is easily obtained theoretically if the
dipole moment µ13

a is set to values different from zero. In Figure
9, lower panel, the spectra σ0n

a corresponding to the transitions
into the excited states with n ) 2, 3 are shown (m ) 10050).
They were normalized such that their maxima are of equal
height. The sum of these spectra, calculated for two different
ratios of the transition dipole moments rµ ) (µ12

a/µ13
a), are

compared to experiment in the middle and upper panels. As
expected, the addition of the high-energy spectral component
yields to an enhanced total spectrum which is in excellent
agreement with experiment for the ratio of rµ ) 2.14. We thus
conclude that, besides the simplicity of the reduced dimension-
ality model employed, there are still different parameter sets
leading to very similar results and thus to a good agreement
between theory and experiment.

Let us now compare the results of the quantum calculation
to the classical determination of the absorption spectra as

Figure 6. Adiabatic ground-state wave function (upper panel) and
potential (lower panel) of the first excited state for the 2+ system. The
contours start at a value of 1000 cm-1 and increase in increments of
1000 cm-1.

Figure 7. Same as Figure 6 but for the 3+ system.

Figure 8. Adiabatically calculated absorption spectra for the 1+ system
employing different spectral resolutions ∆Eres, as indicated.
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detailed in ref 13. There, the adiabatic potentials were used to
determine the spectra employing a Boltzmann distribution for
the ground state and mapping this distribution via the difference
potentials on the energy scale. This is close but not identical to
our case of large mass (m ) 10050), where the initial Boltzmann
distribution is replaced by the quantum mechanical ground-state
wave function. It is then not surprising that similar results are
obtained which justifies our more simple approach taken before.
One might then argue that the latter classical approach yields a
good first description of the optical properties of the radical
cations investigated here.

4. Summary

We present calculations on the absorption properties of three
mixed valence systems. The theoretical model rests on the
application of generalized Mulliken-Hush theory which yields
model Hamiltonians expressed in a representation with potential
(diabatic) or transition dipole (adiabatic) coupling elements. In
a step further, vibrational motion is included in the Hamiltonians.
Absorption spectra are calculated for various mass parameters
which influences the time scale of the internal vibrational
dynamics (and/or the vibrational level spacing). Depending on
the system, the spectra derived from the diabatic or adiabatic
representation differ. For one system (1+) it is found that the
deviation is rooted in the Condon approximation employed for
the transition dipole moments. Concerning the interpretation of
the spectral features, the adiabatic representation offers the most
direct approach. As is well-known, the spectrum is the sum of
bands corresponding to the various electronic transitions. It is
then more facile to tune the model parameters to achieve
agreement with experiment. In the present case where, for all
radical cations, the spectra do not show any vibrational
progression, the mere effect of a vibrational motion is a
broadening of the bands. This broadening can, of course, also
be due to the coupling to the surroundings, i.e., the solvent.
This is illustrated by comparing calculations for different mass
parameters and spectral resolutions. Within the present model,
which was set up before based on experimental and quantum
chemical investigations, it is shown that a mass parameter of m
) 1005 eV-1 leads to an excellent agreement with experiment

for all three radical cations. This leads to a vibrational spacing
(in the first excited state) in the order of 1100 cm-1, which is
not unreasonable in view of recent resonance Raman measure-
ments on similar systems.28 In the future it will be necessary to
gain more insight into the internal dynamics to arrive at a
realistic picture of the role of nuclear motion. Here, femto- and
picosecond time-resolved experiments offer a valuable tool to
monitor this dynamics in real time.
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Figure 9. Comparison of calculated and measured absorption spectrum
for the 3+ system. The lower panel contains the partial spectra σ0n

a for
the transition into the excited states n ) 2 and 3, where the spectra are
normalized to the same value at their respective maxima. The middle
and upper panel contain the sum of the spectra for different ratios rµ )
µ12

a/µ13
a of the two transition dipole moments, as indicated.
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