
ARTICLES

On-the-Fly, Electric-Field-Driven, Coupled Electron-Nuclear Dynamics

Garth A. Jones,*,† Angela Acocella,‡ and Francesco Zerbetto‡

Department of Biological Sciences, UniVersity of Essex, WiVenhoe Park, Colchester, CO4 3SQ, United
Kingdom, and Dipartimento di Chimica “G. Ciamician”, UniVersità di Bologna, V. F. Selmi 2, 40126,
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An on-the-fly, electric field driven, coupled electron-nuclear dynamics approach is developed and applied to
model the photodissociation of water in the Ã(1B1) excited state. In this method, a quantum propagator evolves
the photon-induced electronic dynamics in the ultrafast time scale, and a quasi-classical surface hopping
approach describes the nuclear dynamics in the slower time scale. In addition, strong system-field interactions
are explicitly included in the electronic propagator. This theoretical development enables us to study rapid
photon-induced bond dissociation dynamics and demonstrates the partial breakdown of electronic coherence
as well as electronic population trapping in the excited state when the molecular vibrations detune the system
with respect to the applied field. The method offers a practical way to use on-the-fly dynamics for modeling
light-molecule interactions that lead to interesting photochemical events.

1. Introduction
Radiation-matter interactions are fundamental to nature.

Significant is the case of the interaction of light with a molecule
that gives rise to electronically excited states, a precursor of
chemical events such as charge transfer,1 energy transfer,2 and
the photodissociation of molecules.3 When a molecule is
exposed to a strong laser field, the parameters of the field can
play a significant role in product formation. Altering the
wavelength can bring transitions into and out of resonance with
the incident light. Other parameters such as light intensity, pulse
width, and delay time also play important roles in many
circumstances.4,5 These are especially important in the (sub)-
femtosecond regime, where the pulse width is of the order of a
molecular vibration. Quantum control experiments seek to
optimize the outcome of photochemical reactions by fine tuning
the parameters of the applied laser field.6-10 For example, one
may wish to increase the yield of a desired fragment in a
photodissociative process while at the same time reducing the
production of unwanted fragments. Finding the optimal condi-
tions can be very difficult and often involves using statistical
techniques to search “for the elusive pulse among hundreds of
thousands of shaped pulses following a number of strategies”.6

Laser pump-probe experiments that study ultrafast processes
have also made some very exciting advances over the past
several years.11-13 One particularly interesting recent discovery
is that long-lived quantum coherence can occur in natural
photosynthetic systems.14,15 This is thought to play a central
role in the efficiency of energy transfer within these important
biological systems.

Explicit modeling of matter-field interactions can greatly aid
the understanding of these ultrafast photon-induced processes.16-18

Several approaches employ time-dependent quantum chemical
methodologies.19-21 Generally, these approaches involve per-
turbing the molecular system with a strong field and following
the electron dynamics for several femtoseconds. These tech-
niques allow processes such as electronic population transfer
between states, charge migration between atoms, and mutiphoton
events to be modeled on the ultrafast time scale. However, an
underlying feature of most of these models is that they generally
assume a stationary molecular geometry, and therefore coupled
electron-nuclear effects, such as nuclear-induced electronic
decoherence, cannot be addressed. Trajectory surface hopping
approaches involve modeling nonadiabatic processes by explic-
itly incorporating the molecular vibrations via nuclear trajec-
tories that evolve over excited states, as well as ground-state
surfaces.22-24 These methods are very popular because they are
robust and can be applied with high precision using either
analytical surfaces or by direct-dynamics. Surface hopping
methods have been applied to many important phenomena
including molecular collisions,25 photodissociation,26 and elec-
tron transfer.27 However, these approaches generally do not
include the external field or the resulting electron dynamics,
and hence there is a lack of detailed information on the ultrafast
time scale.

Several studies have been undertaken which involve com-
bining field-driven electron dynamics and nuclear dynamics,
with the aim of modeling photodissociation in molecular
systems. For example, Dou et al. have employed a complete
active-space self-consistent field approach that has been used
to model the photodissociation of cyclobutane,28 and Bargheer
et al. have modeled the photodissociation of F2 and ClF in an
argon matrix using a diatomics-in-molecule Hamiltonian.29 In
other studies, Kong and co-workers model photodissociation
using a quasi-diatomic approach, where the nuclear motion is
described by a wave packet that evolves over a potential energy
surface which is “dressed” to mimic interaction with an external
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field,30-32 and Kono and co-workers employ a time-dependent
field-following approach which evolves nuclear wave packets
over MCSCF surfaces.33,34 These types of approaches generally
require the construction of analytical ground- and excited-state
potential energy surfaces, the dynamics to occur in restricted
regions of phase-space, and/or some other approximation to
describe the surfaces, such as the use of effective potential terms
in the Hamiltonian.

This paper describes the development of an “on-the-fly”,
coupled electron-nuclear dynamics approach that models
photoinduced processes in molecules and gives insight into
them. The approach includes the required self-consistency
between the electronic and nuclear degrees of freedom by using
a quantum propagator to incorporate strong system-field
interactions. This quantum propagator is then interfaced with a
direct-dynamics surface hopping methodology to treat nuclear
dynamics on different excited-state potential energy surfaces.
It therefore explicitly includes both the field-induced electron
dynamics through the quantum propagator and the molecular
vibrations through the quasi-classical dynamics. We have
developed the model with the aim of using it to study the
influence that both the external field and molecular vibrations
play in evolving the quantum subsystem (i.e., the electron
dynamics) and how the dynamics of the quantum subsystem
can in turn affect the nuclear dynamics of the molecular
geometry.

An important feature of the method is that the energies and
energy gradients, which are needed to evolve the quasi-classical
dynamics, are calculated on the fly using standard quantum
chemical methods, thereby avoiding the need to perform the
laborious task of constructing analytical surfaces. In addition,
we invoke the time scale separation between the rapid electronic
process and slower nuclear dynamics to evolve the electronic
and nuclear degrees of freedom using small (∼10s4 fs) and large
(∼10s1 fs) time-steps, respectively. This makes the approach
highly robust. The two-step approach is similar in nature to the
other methodologies where the dynamics of the electronic and
the nuclear degrees of freedom are evolved on fast and slower
time scales, respectively.35-37

The major difference between this approach over many other
on-the-fly quasi-classical dynamics approaches is that it explic-
itly includes and intimately couples together the laser field
parameters, the electron dynamics, and the molecular vibrations.
This makes the approach useful for modeling ultrafast events
and processes where the laser field parameters and the nuclear
dynamics may play important roles in the outcome of a
photophysical process, such as issues related to population
transfer and coherence dephasing.

In this work, the photodissociation of water was chosen as a
test case for this approach because it is one of the most well-
studied photoinduced processes. Further, the photodissociation
of water from the Ã(1B1) state occurs rapidly and is not
complicated by nonadiabatic coupling to other surfaces away
from the asymptotic region. Although the model is not expected
to provide much additional insight into this well-studied and
fundamentallyimportantprocess,itallowsthecoupledelectron-nuclear
dynamics approach to be fully explored and demonstrates that
useful insights can be gained when field-driven electron
dynamics is coupled to on-the-fly quasi-classical nuclear
dynamics. The model demonstrates population trapping in an
excited state and partial breakdown of coherence between
electronic states when significant distortions of the molecular
geometry, induced by the dissociation process, lead to detuning
of the system with respect to the external field.

We hope that this approach may prove useful for modeling
ultrafast processes where field parameters, electron dynamics,
and nuclear dynamics all play important roles. The methodology
is fully outlined in section 2.

2. Computational Details

2.1. On-the-Fly Coupled Electron-Nuclear Dynamics. In
this section, the coupled electron-nuclear dynamics approach
is described without loss of generality. The electronic degrees
of freedom are evolved using a quantum propagator which
includes the system-field interaction in the form of an intense
oscillating external electric field coupled to the transition dipole
moment of the molecule. Quasi-classical dynamics are used to
evolve the nuclear degrees of freedom by employing the velocity
Verlet integrator.38 The system-field interaction may give rise
to electronic transitions if a resonance exists between the applied
electric field and one of the allowed transitions. The Tully
criterion is used to determine whether this is to occur.22 If so,
the quasi-classical trajectory will begin evolving on the new
surface. The algorithm employs a two-step approach where the
dynamics of the electronic and the nuclear degrees of freedom
are evolved, in turns, and on fast and slower time scales,
respectively.

The electron dynamics is driven, on the fast time scale, by
an oscillating external electric field, which may be considered
to be a simple classical analogue of a laser field.The electron
dynamics algorithm employs the norm-conserving Cayley
propagator:39,40

Ψ(t+ δt)) (1+ iHδt
2p )-1(1- iHδt

2p )Ψ(t) (1)

where Ψ is the electronic wave function and H is the total
Hamiltonian matrix defined by the sum of the unperturbed
Hamiltonian, Ho, and the perturbed part of the Hamiltonian H′(t).

H(t))Ho +H ′ (t) (2)

The total Hamiltonian takes the energy or state representation,
where the unperturbed Hamiltonian matrix is diagonal. The
diagonal elements correspond to the eigenvalues of each of the
states (scaled so that the ground state is zero). The perturbed
part of the Hamiltonian depends on time and is defined by eq
3.

H ′ (t))-µbε(t) sin(ωt) (3)

It introduces the field-matter interaction, where the external
field is a classical linearly polarized electric field that is coupled
to the molecule via the electronic transition dipole moment, µb.
Here, ε(t) is the amplitude of the applied electric field and ω is
the frequency of the applied field.

In the current application, the molecule is initially in its
electronic ground state and the initial wave function is an
eigenfunction of the molecular Hamiltonian, with the coefficient
corresponding to the ground state being unity and all of the
other coefficients being equal to zero. After the external electric
field is “switched on”, coupling may occur between the ground
state and one or more of the excited states. The molecular wave
function will then evolve in time, moving from its original
stationary ground-state wave function to a nonstationary state,
i.e., a state that is a coherent superposition of the energy
eigenstates. If the wavelength of the incident radiation is
resonant with an allowed transition, electronic population flows
between the states. The wave function coefficients now become
complex-valued with the elements remaining orthonormal to
one another at all times during the entire trajectory.
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The density matrix elements may be calculated at any time,
t, using eq 4.

Fij(t)) ci
/(t)cj(t) (4)

Here ci(t) and cj(t) are the complex-valued wave function
coefficients, corresponding to states i and j. The diagonal
elements, Fii(t), are real-valued and describe the population of
each of the states as the electron dynamics trajectory proceeds.
The trace of the density matrix is unity throughout the trajectory.
The off-diagonal elements, Fij(t), i * j, are generally complex-
valued and represent the coherences between two different
electronic states.

We now discuss how the molecular vibrations are incorpo-
rated into the model by employing a direct quasi-classical
dynamics routine. The quasi-classical dynamics is coupled to
the electron dynamics intimately through a two-step procedure:
For every time-step of the quasi-classical dynamics trajectory,
the electron dynamics is evolved for exactly the same period
using a time-step that is approximately 3 orders of magnitude
smaller. Therefore, before each of the quasi-classical dynamics
steps begins, the electron dynamics routine will have been
evolved for one cycle using the electronic parameters obtained
from the previous quasi-classical dynamics step. Once the
electron dynamics has completed its cycle, the Tully criterion
is applied to assess whether surface hopping should occur using
eq 5:22,23

Pifj )max[Fii(t1)-Fii(t2)

Fii(t1)
, 0] (5)

where P is the probability of hopping out of the ith state and
into the jth state. Here Fii is the population of the ith state, and
the jth state corresponds to the state where the majority of the
state population moves into. The probability of surface hopping
is compared to a pseudorandom number between 0 and 1. If
surface hopping is deemed to occur, according to the pseudo-
random number, the quasi-classical trajectory begins to evolve
on the other surface from the next point of the trajectory. This
procedure introduces the quantum-to-classical interaction to the
model, namely, that at any point during the quasi-classical
trajectory a significant shift of electron population from one
state to another state may take place as a result of the electron
dynamics. This will in turn affect the nuclear dynamics by
enabling the trajectory to evolve on the new potential energy
surface.

The quasi-classical dynamics is evolved using the velocity
Verlet integrator.38 In the current study, the forces are calculated
numerically from the Hartree-Fock and CIS wave functions,
for the ground and excited-state surfaces, respectively. During
the running of a coupled electron-nuclear dynamics trajectory,
the parameters required to evolve the electron dynamics, namely,
the molecule’s transition dipole moment and its state energies,
are updated at every point of the quasi-classical dynamics
trajectory. This introduces the classical-to-quantum interaction,
namely, that the quasi-classical dynamics gives rise to changes
in the molecular geometry and that these changes, in turn, affect
the electronic properties that are required to evolve the quantum
subsystem. The coupled electron-nuclear dynamics approach
therefore introduces a forward-backward self-consistency
between the electronic and nuclear degrees of freedom.

There are a few approximations of the model which will now
be explicitly stated. The first is the neglect of multiphoton events
and/or ionization of the molecules. A high-intensity external
field is required for full population inversion to take place. In
the current simulation, an intensity of 0.05 au, or 2.57 V Å-1 is

used. The requirement of high-intensity fields for full population
inversion to occur is a common characteristic in these kinds of
single-molecule simulations, and intensities of this magnitude
are often used.19-21 In reality, these intensities would be
expected to give rise to multiphoton events and/or ionization
of the molecules. However, these processes are not considered
in the current application. The only electronic processes that
are considered within the context of the current model are
transitions between the electronic states of the neutral molecule
via direct interaction with the external field. A second ap-
proximation is that the polarizability of the molecule is
neglected. The application of an oscillating external field could
lead to a “dressed” surface when the energy levels would
fluctuate in response to the applied field. However, for the
current application, the frequency of the external perturbation
is much higher than that of the rate of transition, and hence we
assume that the surfaces take the averaged form. As a result,
when the Hartree-Fock or CIS wave functions are calculated
at each point of the quasi-classical trajectory, it is done in the
absence of an external field. Finally, in the current application,
we do not consider the possibility of thermal transitions
introduced via the nonadiabatic coupling vector. This can be
justified, within the context of the current application, because
the first excited singlet state of water is well separated from
the other states away from the asymptotic region of the potential
energy surface.

2.2. Ab Initio Calculations. The trajectory described below,
which models the photodissociation of water, employs the
6-31++G(d,p) basis set which includes polarization and diffuses
functions both on the oxygen and hydrogen atoms. Because we
are dealing with a photodissociation process that involves the
breaking of an OH bond, unrestricted wave functions are
employed. Both Hartree-Fock and configuration interaction
singles (CIS) levels of theory are used in the current study.

The water molecule was optimized at the HF/6-31++G(d,p)
level of theory. The optimized geometry of water has a structure
of C2V symmetry with OH bond lengths of 0.94 Å, and an HOH
bond angle of 107.1°. A subsequent harmonic frequency analysis
revealed three real-valued normal vibrational modes correspond-
ing to the in-plane bending mode (ν1 ) 1728.8 cm-1), the
symmetric OH stretching mode (ν2 ) 4146.4 cm-1), and the
antisymmetric OH stretching mode (ν3 ) 4268.5 cm-1).

A UCIS/6-31++G(d,p) calculation was performed on the HF/
6-31++G(d,p) optimized structure. The six lowest states were
included in the calculation revealing three singlet states and three
triplet states. Table 1 displays the important data from the CIS
calculations. The transition dipole moments displayed in column
three are those associated with the Cartesian coordinate that
passes through the plane of the water molecule. (i.e., in the
calculations, the water molecule is constrained to the xz-plane
and the dipole moment corresponds to the y-direction).

One can see from Table 1 that the only state with a finite
transition dipole moment in the y-direction, for the HF/6-
31++G(d,p) optimized C2V structure, is the first excited singlet

TABLE 1: UCIS/6-31++G(d,p) Parameters

state
energy relative

to GS (eV)
transition dipole

moment (au)

1 (3B1) 8.09 0.00
2 (1B1) 8.73 0.472
3 (3A2) 10.12 0.00
4 (3A1) 10.15 0.00
5 (1A2) 10.42 0.00
6 (1A1) 10.93 0.00
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state, which lies 8.73 eV above the ground state. This corre-
sponds to the Ã(1B1) state and overestimates the experimental
value by ∼1 eV.3,41

2.3. Initialization and Running of the Coupled Electron-
Nuclear Dynamics Trajectory. The trajectory calculations are
performed using “in-house” software that has been written in
Fortran 90. The software makes use of linear algebra libraries
(LAPACK and BLAS).42,43 During the running of the coupled
electron-nuclear dynamics simulations, Gaussian03 is called
automatically to calculate the parameters required at each step
in the trajectory.44 The two main parameters that are used to
evolve the electron dynamics are the CIS state energies and
the transition dipole moments. The forces corresponding to the
surface that the trajectory is evolving are the parameters required
for the nuclear dynamics. The forces are calculated using the
Hartree-Fock wave function when the trajectory is evolving
on the ground-state surface and the CIS wave function when it
is on one of the excited-state surfaces.

The quasi-classical trajectory was initialized at the C2V
optimized geometry and begins on the ground-state surface.
Zero-point energy is applied to each of the vibrational modes.
The trajectory therefore starts in its ground-state equilibrium
position with all vibrational modes having maximum kinetic
energy. The quantum trajectory includes the ground state and
all six excited states. The initial wave function is therefore the
pure ground-state wave function of the form Ψ(t ) 0) ) {1, 0,
0, 0, 0, 0, 0}.

When the trajectory begins, the oscillating electronic field is
applied into the plane of the water molecule (i.e., that
perpendicular to both of the OH bonds) and is applied
continuously throughout the simulation. The phase of the
external perturbation is initially zero. The maximum intensity
of the external oscillating field is set to 2.57 V Å-1. The
frequency of the applied field corresponds to a photon energy
of 8.73 eV, which is equal to the difference in energy between
the ground state and the first excited singlet state, Ã(1B1).

The time-steps used in this trajectory are δt ) 1.0 × 10-4

and ∆t ) 0.1 fs for the electron and nuclear dynamics steps,
respectively.

3. Application

3.1. Background. The photodissociation of water is generally
considered one of the most studied and best understood
examples of photodissociation. Many studies, both experimental
and theoretical in nature, have been done on this process.3,41,45-49

Although the photodissociation of water can occur via a range
of possible mechanisms and wavelengths of light, this study is
concerned only with the direct and rapid photodissociation that
occurs from the first electronically excited singlet state, Ã(1B1)
via interaction with light that is resonant with this transition.
The photodissociation of water from Ã(1B1) is considered to
be a “prototype of fast and direct bond rupture in an excited
electronic state”.41 The transition to the lowest energy excited
singlet state, Ã(1B1), is well separated from the higher energy
singlet states, which implies that photodissociation occurs with
very little interaction from these states. The lack of fine structure
in its spectral band indicates that dissociation in Ã(1B1) occurs
via a direct mechanism, and it is generally accepted that the
lifetime of H2O(Ã) is within the period of a molecular
vibration.3,36 Schematically, the process is described as

H2O(X̃, 1A1)+ pω(≈165nm)fH2O(Ã, 1B1)f

H(2S)+OH(2Π) (6)

Within the context of a coupled electron-nuclear dynamics

methodology, the photodissociation can be thought of as taking
place in two steps. Initially, the application of radiation at about
165 nm induces an electronic transition from the electronic
ground state, X̃(1A1), to the first excited singlet electronic state
Ã(1B1). The excited state is unbound. Once the system becomes
electronically excited for a significant period of time, the
molecular vibrations will move under the influence of the
repulsive forces, and rapid photodissociation will result.

3.2. Electron Dynamics Trajectory. Initially, an electron
dynamics trajectory was run using the frozen geometry corre-
sponding to the optimized C2V structure. This allows an analysis
of the electron dynamics when they are decoupled from the
quasi-classical trajectory. Plane-polarized light was propagated
into the molecule, in the direction perpendicular to its plane
(i.e., the y-direction, see section 2.2). The frequency of the
incident light, ω, was set in resonance with the energy gap
between the ground state and the first excited singlet electronic
state Ã(1B1), ∆E. The maximum intensity was set to 2.57 V
Å-1. The state populations are defined by the associated diagonal
elements from eq 4. After the electric field is applied at time
equals zero, rapid population transfer begins to occur im-
mediately from the ground state, X̃(1A1), which has an initial
population of 1.0, to the first excited singlet electronic state
Ã(1B1), which has an initial population of 0.0. Because the
system has a clamped geometry, the incident radiation remains
in resonance with the energy gap, ∆E, throughout the electron
dynamics trajectory, and full population inversion occurs at
approximately 3.3 fs, where 100% of the state population is
now in the Ã(1B1) state. Following this, stimulated emission
begins to occur, and the ground state becomes fully populated
once again at 6.6 fs. These processes continue, in turn,
periodically throughout the trajectory, giving rise to two-state
coherent excitation between these two active states. Within the
context of semiclassical time-dependent perturbation theory, this
can be considered to be an n-photon process giving rise to
absorption and stimulated emission between the two states. The
Rabi frequency for this process is 0.0234 au. The analytical
solution for the Rabi angular frequency is given by, �ij ) µbij · εb0/
p, where µbij is the transition dipole moment between states i
and j and εb0 is the amplitude of the incident field. With the use
of this formula, the Rabi frequency is 0.0236 au, which is in
good agreement with the frequency of population inversion
predicted by the quantum propagator.

3.3. Coupled Electron-Nuclear Dynamics. Now the full
coupled electron-nuclear dynamics trajectory is considered
where zero-point kinetic energy is assigned to each of the three
vibrational modes. The trajectory starts near the C2V stationary
point, as described in section 2.3. The wave function is
initialized in the ground state, and as above, the external electric
field is propagated into the plane of the molecule, with a photon
energy of 8.73 eV, and a maximum intensity of 2.57 V Å-1.
The external field perturbation is continuous with its phase
preserved over the entire trajectory. The trajectory runs for 20
fs, which is more than twice the period of an OH stretching
mode. Figure 1 describes the dynamics of some of the important
parameters as the trajectory evolves over the 20 fs.

When the field is “switched on” at time zero, it is immediately
in resonance with the energy gap, ∆E. For the first two
femtoseconds, the state population, Figure 1a, begins to move
rapidly from the ground state, X̃(1A1), into the first excited
singlet state, Ã(1B1). During this period, the vibrational dynamics
induces one of the bond lengths, d(OH1), to increase (Figure
1c), causing ∆E to decrease (Figure 1b). As this OH bond
continues to stretch, ∆E gets smaller, and the system moves
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out of resonance with the applied field, stopping full population
inversion from taking place. State population now begins to flow
from the excited state back into the ground state at about the 3
fs mark, and the nuclear trajectory does not enter the excited-
state surface. Just before the 4 fs point, the OH bond reaches
its maximum length of about 1.2 Å. During the next period
(>4 fs), the length of the OH bond decreases, and the trajectory
moves back toward the equilibrium geometry. This brings ∆E
back into resonance with the applied field, and the state
populations flow freely from X̃(1A1) to Ã(1B1) and then back
into X̃(1A1), passing a point (∼7 fs) where there is nearly 100%
population in the ground state.

Figure 2 shows the probability of surface hopping between
the ground state, X̃(1A1), and the first excited singlet state,
Ã(1B1), based on the Tully criterion, eq 5, where Figure 2a
represents the probability of hopping from the ground-state
surface to the upper surface and Figure 2b is the probability of
hopping from the upper surface back down to the lower surface.

Looking at Figure 2a, one can see that up until the 7 fs mark,
there are two short periods where hopping from the ground state
to the first excited singlet state has a finite probability. When
this is compared to Figure 1a, it can be seen that these periods
are centered around the points in the trajectory where the state
populations cross (at about 2.0 and 4.5 fs) and the electron
population begins to move into the first excited singlet state.
The trajectory does in fact hop onto the upper surface at
approximately 4.5 fs. However, the trajectory almost im-
mediately hops back down to the ground state before the 7 fs
mark, where, one can see from Figure 2b, that the hopping
probability for this process is exceptionally high in this region
of the trajectory.

During the interval 8-13 fs, Figure 1 shows that the trajectory
enters a region of the potential energy surface where ∆E is in
resonance with the external field, and a large fraction of the
state population moves from the ground state into the first
excited singlet state. Again, one can see clearly from Figure 2a
that the Tully criterion predicts a high probability of surface
hopping to the excited-state surface during this period of the
trajectory. The state populations cross at about 9 fs, and at about
this point the trajectory hops to the excited-state surface.

The trajectory now having hopped from the bounded X̃(1A1)
ground state to the repulsive Ã(1B1) excited state moves along
the bond breaking reaction coordinate, and d(OH1) becomes
elongated while simultaneously ∆E becomes smaller. This forces
detuning of the system as ∆E moves out of resonance with the
applied field. The trajectory is now trapped in the unbounded
excited state because stimulated emission can no longer occur.
One can see from Figure 2b that there is essentially zero
probability of surface hopping from the excited state back into
the ground state after the 11 fs mark of the trajectory. Now
that the trajectory is trapped on the upper surface, the state
populations quickly converge to approximately 0.10 and 0.87
for the ground and first excited singlet states, respectively. Rapid
photodissociation then occurs to produce the two products, H(2S)
and OH(2Π).

Figure 3 describes the time dependence of the electronic
coherence between the ground state and the first excited state
for the first 30 fs of the trajectory. The electronic coherence
corresponds to the off-diagonal density matrix element, Fij, i *
j, (only the real part is shown), which is associated with the
active states, X̃(1A1) and Ã(1B1). Several rigorous theoretical
studies have been undertaken on nuclear-induced decoherence,
which introduce the nuclear dynamics through Duschinsky
rotation50 and nonadiabatic trajectories.51,52 In the current
presentation we seek only to demonstrate that nuclear-induced
decoherence is observed by the model, and hence it is only
discussed qualitatively. Note that in the current situation we

Figure 1. Coupled electron-nuclear dynamics. (a) The state popula-
tions for the ground state, X̃(1A1) (black), and the excited state, Ã(1B1)
(gray). (b) The energy gap between the ground state and the first excited
singlet state, Ã(1B1), in eV. (c) The OH bond lengths, OH1 (black) and
OH2 (gray), in angstroms.

Figure 2. Instantaneous probability of surface hopping according to
the Tully criterion, eq 5. (a) Surface hopping from the ground state
(lower surface) to the first excited singlet state (upper surface), and (b)
the probability of surface hopping from the upper to the lower surface.
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are dealing with a single gas-phase molecule that has zero-point
vibrational energy assigned to each of its normal modes and is
exposed to an external field. We did not average over an
ensemble of trajectories, nor did we consider the case of
system-bath decoherence, where the quantum subsystem is
coupled to an external dissipative environment, which is required
for condensed phase simulations.2,53,54

For the initial part of the trajectory, 0-7 fs, the characteristic
oscillations corresponding to a rapid Rabi process can be clearly
seen. As expected, the amplitude approaches zero at ap-
proximately 7 fs where almost 100% of the state population
moves back into the ground state (see Figure 1a). From 7-12
fs, the oscillations associated with coherent electronic population
transfer return, as state population once again shifts from the
ground state to the first excited singlet state. After the trajectory
hops to the excited state, and the photodissociation process
begins to take place at about 12 fs, the molecular vibrations
drive the molecule out of resonance with the applied field, and
partial nuclear-induced decoherence of the quantum subsystem
becomes apparent. Two major changes in the dynamics of
the coherence parameter can be seen from this point of the
trajectory, namely, a reduction in the maximum absolute
amplitude and a decay of the frequency of oscillation. The
former is related to convergence of the state populations
(Figure 1a), with the latter being attributed to the two states
evolving toward quasi-degeneracy (Figure 1c).

Although the UCIS/6-31++G(d,p) calculation, performed on
the HF/6-31++G(d,p) C2V optimized structure, revealed that
the only transition dipole moment coupled to the ground state
was the first excited singlet state, Ã(1B1), one can see that the
sum of the final state populations is only 0.97. This is because
a second excited singlet state becomes very slightly occupied
during the running of this trajectory. The state which become
slightly populated corresponds to the third excited singlet state,
which corresponds to the state 6(1A1) in Table 1. This occurs
because the coupled electron-nuclear dynamics approach
updates the electronic parameters at every point of the quasi-
classical dynamics trajectory. Consequently, deformations of the
molecular geometry that occur during the simulation can give
rise to dramatic changes in the magnitude of state energies and
transition dipole moments. Therefore, singlet states which are
not in resonance, or that are not even coupled to the ground
state at the equilibrium geometry, can move into full or partial
resonance with the external field as the trajectory evolves away
from this region of the potential energy surface. The final state

populations (at the 20 fs mark) are 0.10, 0.87, and 0.03 for the
ground state, the first, and the third excited singlet states,
respectively. All other states are exactly zero, indicating that
none of these states become coupled to the ground state during
the running of the trajectory.

4. Conclusion

Wehavedescribedthedevelopmentofacoupledelectron-nuclear
dynamics approach that evolves the electronic and nuclear
degrees of freedom in a forward-backward self-consistent
manner. This is achieved by application of a quantum propagator
that incorporates a strong system-field interaction, which is
interfaced with a quasi-classical surface hopping methodology.
The model was applied to the photodissociation of water from
the first excited singlet state, Ã(1B1). Very fast photodissociation
of water, of the order of time of a molecular vibration, from
the Ã(1B1) state is predicted, in solid agreement with the many
previous studies.3,36

The model demonstrates population transfer between two
states when they are in resonance with an external oscillating
field and shows how this resonance condition can breakdown
when geometric distortions of the molecular structure force a
detuning between the molecular system and the external field,
giving rise to population trapping, and which results in rapid
photodissociation. Once photodissociation begins to occurs, and
electronic population becomes trapped in the excited state, a
decrease in the amplitude and frequency of the corresponding
off-diagonal density matrix element is seen, indicating partial
nuclear-induced decoherence of the quantum subsystem. The
electronic parameters are updated at every point in the coupled
electron-nuclear dynamics trajectory, and hence states which
are not coupled to the ground state at the equilibrium position
may become coupled in other regions of the potential energy
surface.

The on-the-fly approach for modeling coupled electron-nuclear
dynamics appears to offer useful physical and chemical insights
into photoinduced processes occurring in molecules and gives
a detailed description of the electron dynamics on the ultrafast
time scale. Because the technique uses a simple quantum
propagator and obtains the required electronic parameters
through standard quantum chemical packages, it is robust and
can be applied readily to other molecular systems.
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