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The electronic relaxation processes of a photoexcited linear perylenediimide-perylenemonoimide (PDI-PMI)
acceptor-donor dyad were studied. PDI-PMI serves as a model compound for donor-acceptor systems in
photovoltaic devices and has been designed to have a high-energy PDI-•-PMI+• charge transfer (CT) state.
Our study focuses on the minimal Gibbs free energy (∆GET) required to achieve quantitative CT and on
establishing the role of charge recombination to a triplet state. We used time-resolved photoluminescence
and picosecond photoinduced absorption (PIA) to investigate excited singlet (S1) and CT states and
complemented these experiments with singlet oxygen (1∆g) luminescence and PIA measurements on longer
timescales to study the population of triplet excited states (T1). In an apolar solvent like cyclohexene (CHX),
photoinduced electron transfer does not occur, but in more polar solvents such as toluene (TOL) and
chlorobenzene (CB), photoexcitation is followed by a fast electron transfer, populating the PDI-•-PMI+• CT
state. We extract rate constants for electron transfer (ET; S1fCT), back electron transfer (BET; S1rCT),
and charge recombination (CR) to lower-energy states (CTfS0 and CTfT1). Temperature-dependent
measurements yield the barriers for the transfer reactions. For ET and BET, these correspond to predictions
from Marcus-Jortner theory and show that efficient, near quantitative electron transfer (kET/kBET g 100) can
be obtained when ∆GET ≈ -120 meV. With respect to triplet state formation, we find a relatively low triplet
quantum yield (ΦT < 25%) in CHX but much higher values (ΦT ) 30-98%) in TOL and CB. We identify
the PDI-•-PMI+• state as a precursor to the T1 state. Recombination to T1, rather than to the ground-state S0,
is required to rationalize the experimental barrier for CR. Finally, we discuss the relevance of these results
for electron donor-acceptor films in photovoltaic devices.

Introduction

The active layer of the most efficient polymer solar cells to
date consists of a partially phase-separated blend of a p-type
(electron donating, D) conjugated semiconducting polymer and
an n-type (electron accepting, A) material, which can be a small
molecule, a second conjugated polymer, or an inorganic
nanocrystalline semiconductor.1 Light absorption results in a
bound electron-hole pair (exciton) in either of the two materials.
After diffusion of the exciton to the D-A interface, the first
step in the charge separation process is an electron transfer step
between D and A, creating a charge transfer (CT) state in which
D and A are positively and negatively charged, respectively.
The CT state, which can be described as a weakly bound
electron-hole pair at the D-A interface, must be further
dissociated to allow efficient collection of electrons and holes
at the opposite electrodes.

For efficient conversion of sunlight into electrical power, the
photoinduced CT reaction should be both quantum and energy
efficient, that is, the process S1fCT should occur with unit
quantum yield and minimal energy loss [E(S1) ≈ ECT]. The first
condition enables a high photocurrent, and the second condition
enables a high photovoltage because ECT determines the
maximum attainable open-circuit voltage (VOC). A third require-
ment for efficient power conversion is that the lifetime of the
CT state is long enough to allow efficient spatial separation and

eventually the collection of the electrons and holes. Because
the driving force for electron transfer reactions ∆GET ) ECT -
E(S1) is one of the parameters that determines the forward rate
and efficiency of electron transfer, the question arises whether
the desired combination of high quantum and high energy
efficiency exists in photoinduced electron transfer. This is one
of the questions that we address here.

For photovoltaic blends, it has been suggested that a driving
force of ∆GET ≈ -0.35 eV from the lowest singlet excited state
is required for full electron transfer from D to A.2,3 However,
these estimates are based on approximations of ECTsfor
example, obtained from the oxidation potentials and the optical
band gaps of the materialssbecause a more direct measure of
ECT can often not be obtained.3

Covalently linked molecular D-A dyads can be seen as
model compounds for D-A blends used in solar cells. In such
a D-A dyad, photoexcitation of D or A is followed by electron
transfer, populating a CT state, which can be described in the
first approximation as a radical ion pair with the radical cation
(D•+) and the radical anion (A•-) interacting to a degree
determined by their electronic coupling. Sometimes, the energy
of this state, ECT, can be determined from CT emission.
Alternatively, ECT can be predicted by point-dipole estimations.4

Information about the third requirement of a CT state in a
D-A blend used for photovoltaics, that is, the long lifetime,
can be inferred from transient absorption5,6 or CT (or exciplex)
emission studies.7-12 Both reveal that charge recombination,
either geminate or nongeminate, often occurs in the nanosecond
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time domain. Recently, enhanced triplet formation via a CT state
has been reported in some D-A blends used for organic
photovoltaics,12-14 a process that is recognized as a loss
mechanism because it involves the recombination of photoex-
cited charge carriers and, hence, a reduced photocurrent. It is
obvious that such charge recombination can only occur if ECT

is similar tosor higher thansE(T1), the energy of the lowest
charge neutral triplet excited state (T1) of D or A. Especially,
in designing conjugated D-A molecules or materials where ECT

is close to E(S1),15 the condition that ECT > E(T1) will likely
occur because the exchange energy E(S1) - E(T1) of conjugated
molecules can be up to 1 eV. Very recently, quantum chemical
calculations have shown that the electronic coupling between
CT and intramolecular triplet states in D-A pairs can be similar
to those arising from associated intramolecular singlet states.16

However, detailed experimental information on the triplet
formation processssuch as rates, yields, transfer barriers, and
the mechanism of formationsin D-A blends is lacking. Again,
the properties of this triplet state formation are difficult to study
in such blend films due to, for example, structural disorder inside
these blends. Crucial insights, however, can be obtained from
D-A dyads.

The process of populating T1 from a CT state and vice versa
has been extensively studied for such D-A model compounds.
It is now well-established that one of the prerequisites to realize
CT states with long (i.e., in the microsecond range) lifetimes
in artificial systems mimicking the (bacterial) photosynthetic
unit is that charge recombination to a locally excited triplet state
should be prevented, as pointed out in a recent review by
Verhoeven.17 The electronic coupling between D and A is
reduced exponentially with ion separation distance. At long
D-A pair separation (RCC > 15 Å),18 and hence very weak
electronic coupling, radical pair intersystem crossing (RP-ISC)
is the commonly observed mechanism of triplet formation from
CT states.19-22 Here, ISC occurs from the initially singlet excited
CT state tosdue to the weak coupling between the CT
statessthe nearly degenerate triplet CT state (1CTf3CT), mainly
via hyperfine interaction (HFI)-driven spin dephasing. For
weakly coupled states at ambient temperature, that process
occurs typically on the order of 10 ns. The slow ISC is followed
by a fast charge recombination populating the locally excited
triplet state (3CTfT1). RP-ISC is the main process in the
photosynthetic reaction center21 and is commonly observed for
D-A-A triads.22 For D-A pairs at a much shorter separation
distance, ISC via HFI, thus via RP-ISC, is less obvious, because
the much stronger electronic coupling between D and A causes
the energy splitting between 1CT and 3CT to become larger
than the HFI energy. Still, also for much shorter molecular D-A
dyads, rapid ISC via the CT state was observed upon photo-
excitation. Such dyads include pyrene-amine,23 porphy-
rine-quinone,19 methylacridinium ions,24,25 bodipy-N-meth-
ylpyridinium,26 small monoimide-diimide dyads,20 perylen-
emonoimide (PMI)-triphenylamine,27,28 and a porphyrin-C60

dyad.29 The ISC rates (CTfT1) for these dyads are generally
in the range of 0.01-1 ns-1,23,25,26,29,30 while for pyrene-amine
in hexane an even faster rate (>20 ns-1) is reported.23 An
alternative decay pathway for photoinduced CT states of dyads
with strong electronic coupling between the anion and the cation
is a direct conversion (1CTfT1) via spin-orbit coupling (SO-
ISC), involving a coupled electron transfer and spin inversion.23,24

Such a process is enhanced by a nearly perpendicular orientation
of the donor and acceptor units.31 Recently, Dance et al. reported
on ISC at low temperature in donor-bridge-acceptor (D-B-A)
systems comprised of a phenothiazine (D) and a perylenediimide
(PDI) (A) and found that for short bridge (B) lengthsone phenyl
ringsSO-ISC mainly occurs, while for longer bridge lengths
(2-5 phenyl groups), RP-ISC is the main contributor of the
ISC process.18 In addition to CT states as precursors for T1,
also higher lying excited states have been shown to play a role
in PMI derivatives.32,33

In this study, we focus on a new electron D-A system, PDI-
PMI (Figure 1), that serves as a model for a system with a low
∆GET [and hence ECT ≈ E(S1)] in an environment [e.g., toluene
(TOL)] of low relative permittivity (εr). PDI-PMI is a rigid linear
dyad of PDI and PMI coupled with one phenyl ring, and its
photophysical properties are compared to PDI and PMI that are
structurally similar but carry only one of the two chromophores.
According to density functional theory (DFT) calculations, the
dihedral angles of the bridging phenyl with the PDI and PMI
chromophores in PDI-PMI are about 70°34 and 60°,35 respec-
tively. Together with the node in the frontier orbitals on the
imide nitrogen in PDI, this causes delocalization of π-electrons
through the bridge to be minimal. Reasons to choose peryle-
neimides as model compounds are their high fluorescence
quantum yields, chemical inertness, and photochemical stability.
They are well-soluble if so-called swallow tails or substituted
phenyl moieties are introduced.36 Other examples of linear dyads
containing PDI and PMI molecules are PDI-PDI,37-40 PMI-
PMI,41 and another PDI-PMI.42

The photoinduced electron transfer processes, populating
intramolecular CT states, have been thoroughly investigated for
a number of these dyads and show interesting features. For
example, a strong distance and solvent dependence is observed
for the equilibrium between a fluorescent and a CT state for
the PDI-PDI dyads38,40 and also for PMI-triphenylamine dyads.27,43

Studies on the electron transfer barriers, however, and on the
triplet excited-state population have not been reported. After
photoexcitation of PDI-PMI and relaxation of the molecule to
the lowest fluorescent singlet excited state (S1), the electronic
processes can be described by fluorescence (kF), nonradiative
decay (kNR), electron transfer (kET), back electron transfer (kBET),
and charge recombination (kCR), as schematically shown in
Figure 2a.

The PDI-PMI dyad is interesting as a model for blends of
conjugated materials used as the photoactive layer in organic
photovoltaic devices, because it has the following properties:

Figure 1. Structures of PDI-PMI and the reference compounds PDI and PMI.
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(i) It consists of two conjugated systems, both of which are
absorbing visible light; (ii) photoexcitation of either of the two
chromophores populates a singlet excited state with an intrinsic
decay time of a few nanoseconds; (iii) the chromophores are
positioned at relatively short electron-hole separation distance;
(iv) in a relatively apolar medium and at room temperature, the
CT state is located just below S1; and (v) the PDI unit possesses
a low-energy triplet excited state [E(T1) ) 1.2 eV].44 With all
of these properties, it mimics those of organic donor-acceptor
blends. Furthermore, the fact that the triplet excited state of
monomeric PDI is only marginally populated (<0.5%) by direct
photoexcitation is convenient, because it simplifies studying
effects on the ISC rate.45 Therefore, this dyad can give us a
more profound insight in the charge separation and recombina-
tion processes occurring in photovoltaic devices.

In this paper, we describe the photophysical processes that
occur following photoexcitation of PDI-PMI in a number of
solvents and as a function of temperature, and we discuss the
results focusing on two aspects: (i) the minimal driving force
for electron transfer (∆GET) that still allows quantitative CT,
while achieving a maximum energy of the CT state, and (ii)
the rate of ISC from the singlet CT state. We use Marcus-Jortner
theory in combination with a continuum model for describing
the energetics and to quantify the forward and backward elec-
tron transfer between the S1 and the CT states and the
recombination of CT to T1 and S0. Finally, the relevance of
these results is discussed for D-A blend films for photovoltaic
devices.

Experimental Section

General. All reagents and solvents were used as received or
purified using standard procedures. Compounds PDI,46 1,47 and
348 were synthesized following previously reported synthetic
procedures. Column chromatography was performed using
Merck silica gel 60 (230-240 mesh). 1H NMR and 13C NMR
spectra were recorded at room temperature on a Varian Mercury
(400 and 100 MHz, respectively). Proton chemical shifts are
reported in ppm relative to tetramethylsilane (TMS). Infrared
(FT-IR) spectra were recorded on a Perkin-Elmer Spectrum One
UATR FT-IR spectrophotometer. Matrix-assisted laser desorp-
tion/ionization time-of-flight (MALDI-TOF) MS spectra were
recorded on a Perspective DE Voyager spectrometer using
R-cyano-4-hydroxycinnamic acid or 2-[(2E)-3-(4-tert-butylphe-
nyl)-2-methylprop-2-enylidene]malononitrile (DCTB) as a ma-
trix. Elemental analyses were carried out using a PerkinElmer
2400.

PMI. A mixture of N-(2,6-diisopropylphenyl)-9-bromop-
erylene-3,4-dicarboximide (1) (100 mg, 0.18 mmol), phenyl-
boronic acid pinacol ester (28 mg, 0.23 mmol), and Pd(PPh3)4

(18.5 mg, 0.016 mmol, 9 mol%) was dissolved in 10 mL of
TOL and 2 mL of 2 N K2CO3. The reaction mixture was stirred
at 115 °C for 24 h. The solution was then poured into diluted
HCl (200 mL) and extracted with CH2Cl2. The organic layer
was dried over MgSO4, followed by evaporation of the solvent.
The crude product was carefully purified by silica gel column
chromatography (CH2Cl2) to give PMI as a red solid (10 mg,
10%). IR: ν (cm-1) 1698, 1660 (νCdO imide). 1H NMR (CDCl3,
400 MHz): δ 8.69-8.67 (2d, J ) 8 Hz, 2H), 8.56-8.49 (m,
4H), 8.20 (d, J ) 8 Hz, 1H), 7.63-7.46 (m, 8H), 7.36-7.34
(m, 2H), 2.78 (hept, J ) 6.8 Hz, 2H), 1.19 (d, J ) 6.8 Hz,
12H). 13C NMR (CDCl3, 100 MHz): δ 164.0, 145.7, 143.4,
137.8, 137.6, 132.7, 132.1, 132.0, 130.0, 129.5, 129.4, 128.6,
128.5, 128.3, 128.0, 127.0, 126.9, 124.0, 123.9, 123.6, 121.0,
120.9, 120.3, 120.1, 29.1, 24.0.; MALDI-TOF MS (m/z) calcd
for C40H31NO2, 557.24; found, [M•]+ ) 557.1.

N-(2,6-Diisopropylphenyl)-9-bromoperylene-3,4-dicarboxim-
ide (1) (100 mg, 0.18 mmol), 4-aminophenylboronic acid pinacol
ester (50 mg, 0.23 mmol), and Pd(PPh3)4 (18 mg, 0.016 mmol,
9 mol%) were dissolved in 10 mL of TOL and 2 mL of 2 N
K2CO3. The reaction mixture was stirred at 115 °C for 15 h.
The solution was then poured into diluted HCl (200 mL) and
extracted with CH2Cl2. The organic layer was dried over
MgSO4, followed by evaporation of the solvent. The crude
product was carefully purified 2× by silica gel column chro-
matography (CH2Cl2) to give 2 as a dark purple solid (79 mg,
78%). IR: ν (cm-1) 3372 (NH2), 1695, 1657 (νCdO imide). 1H
NMR (CDCl3, 400 MHz): δ 8.65-8.63 (2d, J ) 8 Hz, 2H),
8.48-8.41 (m, 4H), 8.10 (d, J ) 7.6 Hz, 1H), 7.61-7.57 (m,
2H), 7.48 (t, J ) 7.8 Hz, 1H), 7.39-7.34 (m, 4H), 6.90 (d, J )
8 Hz, 2H), 2.78 (hept, J ) 6.8 Hz, 2H), 1.19 (d, J ) 7.6 Hz,
12H). 13C NMR (CDCl3, 100 MHz): δ 164.0, 146.4, 145.7,
143.8, 137.9, 137.8, 132.8, 132.1, 132.0, 131.1, 130.6, 129.8,
129.4, 129.3, 128.4, 128.1, 127.8, 126.9, 126.8, 124.0, 123.9,
123.8, 120.9, 120.5, 120.1, 119.8, 115.0, 29.7, 29.1, 24.0.
MALDI-TOF MS (m/z) calcd for C40H32N2O2, 572.25; found,
[M + H]+ ) 573.2.

PDI-PMI. A mixture of 2 (30 mg, 52.38 µmol), 3 (30.05
mg, 53.16 µmol), and imidazole (596 mg) was heated at 160
°C for 2 h. The crude product was purified by silica gel column
chromatography (CH2Cl2) to give PDI-PMI as a dark red solid
(33 mg, 56%). IR: ν (cm-1) 1703, 1661 (νCdO imide). 1H NMR
(CDCl3, 400 MHz): δ 8.77 (2d, J ) 8.4 Hz, 2H), 8.69-8.62
(m, 8H), 8.56-8.46 (m, 4H), 8.17 (d, J ) 8 Hz, 1H), 7.78 (d,
J ) 8 Hz, 2H), 7.72 (d, J ) 8 Hz, 1H), 7.65 (t, J ) 8 Hz, 1H),
7.59 (d, J ) 8 Hz, 2H), 7.49 (t, J ) 7.8 Hz, 1H), 7.36 (d, J )
8 Hz, 2H), 5.26-5.17 (m, 1H), 2.78 (hept, J ) 6.8 Hz, 2H),
2.31-2.25 (m, 2H), 1.92-1.85 (m, 2H), 1.34-1.20 (m, 28H),
0.84 (t, J ) 7.0 Hz, 6H). 13C NMR (CDCl3, 100 MHz): δ 163.9
(CdO), 163.6 (CdO), 145.7, 142.4, 140.3, 137.6, 137.4, 135.3,
134.9, 134.2, 132.5, 132.04, 132.04, 131.9, 131.0, 130.5, 129.8,
129.5, 129.4, 129.3, 128.9, 128.8, 128.4, 128.3, 127.2, 126.9,
126.7, 126.4, 124.0, 123.5, 123.4, 123.1, 123.0, 121.0, 120.9,
120.3, 120.2, 54.8, 32.4, 31.7, 29.7, 29.6, 29.2, 29.1, 26.9, 24.0,
22.6, 14.0. MALDI-TOF MS (m/z) calcd for C77H65N3O6,
1127.49; found, [M•]- ) 1127.6. Anal. calcd: C, 81.96; H, 5.81;
N, 3.72; O, 8.51. Found: C, 80.36; H, 6.33; N, 3.43.

Electrochemistry. Cyclic voltammograms were recorded in
an inert atmosphere with 0.1 M tetrabutylammonium hexafluo-
rophosphate (TBAPF6) in dichloromethane (DCM) as a sup-
porting electrolyte. The working electrode was a platinum disk

Figure 2. (a) Schematic drawing with the relative energies of the lowest
fluorescent singlet excited (S1, 1PDI*-PMI or PDI-1PMI*), the CT state
(1CT, PDI-•-PMI+•) in cyclohexene (CHX) and TOL, and the singlet
ground state (S0), and the transfer rates between these states: fluores-
cence (kF), nonradiative decay (kNR), electron transfer (kET), back
electron transfer (kBET), and charge recombination (kCR). (b) In addition
to panel a, the lowest locally excited triplet excited (T1) and CT (3CT)
states and the nonradiative decay rates to S0 (kNR1 and kNR2) or T1 (kT1

and kT2) are included.
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(0.2 cm2), and the counter electrode was a platinum electrode.
The scan was performed using a Ag/AgCl reference electrode
with a ferrocene-ferrocenium couple (Fc/Fc+) as an internal
standard (+0.35 V vsAg/AgCl in DCM) using a µAutolab II
with a PGSTAT30 potentiostat and a scan speed of 100 mV/s.

Absorbance and Fluorescence. The solvents for spectro-
scopic studies were spectroscopic grade and used as received
unless stated otherwise. UV/vis absorption spectra were recorded
using a PerkinElmer Lambda 900 spectrophotometer, and steady
state fluorescence spectra were recorded on an Edinburgh
Instruments FS920 double-monochromator spectrophotometer
with a Peltier-cooled red-sensitive photomultiplier. The emission
spectra were corrected for the wavelength dependence of the
sensitivity of the detection system. Time-correlated single photon
counting fluorescence studies were performed on an Edinburgh
Instruments LifeSpec-PS spectrometer by photoexcitation with
a 400 nm picosecond laser (PicoQuant PDL 800B) operated at
2.5 MHz and detection with a Peltier-cooled Hamamatsu
microchannel plate photomultiplier (R3809U-50). The data were
deconvoluted with the instrument response function of the
instrument, recorded using dispersed light, and fitted to a
multiexponential function using the Fluofit package (PicoQuant,
Berlin). Low-temperature (<300 K) fluorescence spectra were
recorded using an Oxford Instruments nitrogen flow (CF)
cryostat connected to an Oxford ITC601 temperature controller.
A Lauda RC 20 CS refrigerated bath circulator was used to
measure at temperatures above 300 K. The long component in
the time traces of PDI-PMI in chlorobenzenesand the residual
fluorescence in the steady state measurementsmay be partly
due to a fluorescent impurity, which causes a higher uncertainty
in the values of kCR and kBET determined at this temperature.49

Subpicosecond Pump-Probe Photoinduced Absorption
(ps-PIA). The femtosecond laser system consisted of an
amplified Ti/sapphire laser (Spectra Physics Hurricane), provid-
ing 150 fs pulses at 800 nm with an energy of 750 µJ and a
repetition rate of 1 kHz. The pump pulses at 490 nm were
created via optical parametric amplification (OPA) of the 800
nm and frequency doubling. The probe beams at 540 and 955
nm were generated in a separate OPA. The pump beam was
linearly polarized at the magic angle (54.7°) with respect to the
probe beam, to cancel out orientation effects in the measured
dynamics. The temporal evolution of the differential transmis-
sion was recorded using a Si detector by a standard lock-in
technique at 500 Hz. For the ps-PIA as well as the ns-PIA
(below), the solutions were placed in an airtight screw-cap quartz
cuvette (Spectrocell) with 1 mm optical path length.

Nanosecond Pump-Probe PIA (ns-PIA). The spectra were
recorded by exciting the sample with pulses at 488 nm (pulse
width, 4 ns; repetition rate, 10 Hz) obtained from an optical
parametric oscillator (OPO), pumped by the third harmonic of
a Nd:YAG laser. An intensified charge-coupled device (CCD)
camera was used to record the transmission of a tungsten-halogen
probe light through the sample after dispersion by a spec-
trograph. The signal acquisition by the CCD camera was
electronically gated at different time delays after the excitation
pulse, with a gate width of 60 ns. To obtain differential
transmission spectra, the reference transmission was recorded
at a 20 ms delay. For the ns-PIA experiments, oxygen-free
saturated solutions were prepared in a glovebox ([O2] < 10 ppm)
unless stated otherwise and kept in a screw-capped quartz cell
(Spectrocell) with an optical path length of 1 mm.

Oxygen Phosphorescence. For the singlet (1∆g) oxygen
phosphorescence measurements, the spectra were recorded by
exciting the sample with the second harmonic of a Nd:YAG

laser (5 ns, 532 nm, 10 Hz repetition rate). The incoming beam
was filtered with a 532 nm laser line filter (Lot Oriel), and the
luminescence was collected at a straight angle to the excitation
beam with a liquid N2-cooled ultrasensitive germanium detector
(Edinburgh Instruments EI-P) with an RG1000 (Schott) glass
filter and a 1292 nm NIR band (T ) 60% at 1270 nm, fwhm )
80 nm) pass filter (Lot Oriel). The diode signals were transferred
to a PC and averaged 96 times. The samples were air-saturated
solutions with absorbances amounting to 0.35 ( 0.01 at 532
nm, in a quartz cell with an optical path length of 10 mm.

Singlet oxygen (1∆g) quantum yields (Φ∆) were determined
by probing the oxygen (1∆g) phosphorescence decay with time
(see the Supporting Information, Figure S1) using50,51

Φ∆ )
n2IP

0kP(ST)

n2(ST)IP
0(ST)kP

Φ∆(ST) (1)

with n the refractive index of the solvent, IP
0 the extrapolated

phosphorescence intensity at t ) 0, and kP the rate of radiative
decay from the singlet oxygen (1∆g) state, taken from Scurlock
et al.,51 who reported kP relative to that in benzene (kP′ ) kP/
kP

benzene). For CHX, kP′ is determined from the relation with
the polarizability of the solvent (kP′ ) 0.68).51 ST denotes
“standard”: Here, C60 in benzene with Φ∆ ) 0.95 ( 0.05.52,53

The optical density was 0.35 ( 0.01 at 532 nm for each
measurement.

We checked the experimental procedure using TPP (meso-
tetraphenylporphyrin) as a reference compound. For TPP, the
measured yields (Φ∆ ) 0.70 in benzene, and Φ∆ ) 0.57 in CB)
show good correspondence to those determined previously in
benzene (Φ∆ ) 0.62 and 0.78)50,54 and in CB (Φ∆ ) 0.61).50 The
laser fluence dependence was carefully checked in each experiment
(see the Supporting Information, Figure S1 and Table S1), and we
found that only at laser fluences above 6 J m-2 the intensity of the
signal starts to deviate from linearity.55 At low fluences and after
∼15 µs delay, the signal intensity has a decay rate that is equal
for each compound in the same solvent (Figure S1 of the
Supporting Information for TOL). From this decay, Φ∆ was
determined. At early times (<15 µs), the TPP and notably the PDI-
PMI decay traces reveal additional short components that are absent
in the C60 trace for which only a rise of the oxygen (1∆g)
luminescence is observed. These short components are probably
caused by saturation of the detector by residual photoluminescence,
extending into the near-infrared.56,57

Results and Discussion

Synthesis of PDI-PMI. The bromo-substituted PMI 147 was
converted into the amine 2 via a Suzuki reaction by applying
the commercially available 4-aminophenylboronic acid pinacol
ester (Scheme 1).58 Thereafter, 2 was reacted with 3,48 leading
to PDI-PMI. Reference compound PMI was obtained from 1
by a Suzuki reaction with phenylboronic acid pinacol ester
(Scheme 1). The low isolated yield in this step is due to the
tedious separation from N-(2,6-diisopropylphenyl)perylene-3,4-
dicarboximide, which also formed during the reaction. As a
result of their solubilizing groups, PDI-PMI, PDI, and PMI are
well-soluble in organic solvents such as DCM, TOL, chloroform,
and tetrahydrofuran, allowing detailed characterization and
analysis of their photophysical properties.

Electrochemistry. In Figure 3, the cyclic voltammogram of
PDI-PMI in DCM is shown together with those of the reference
compounds PDI and PMI. Comparison with the reference
compounds reveals that the four reversible reduction waves of
PDI-PMI correspond to two reversible reductions of the PDI
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moiety followed by two reductions of the PMI moiety (Table
1). The oxidation of PDI-PMI reveals one reversible peak, which
results from the oxidation of the PMI part of the molecule. PDI
is not oxidized up to +1.25 V vs Fc/Fc+.40 From these
measurements, it is evident that for PDI-PMI the first reduction
peak involves the formation of the PDI anion [Eo(PDI-PMI/
PDI--PMI) ) -1.040 V vs Fc/Fc+], while the first oxidation
involves the PMI moiety [Eo(PDI-PMI/PDI-PMI+) ) +0.915
V vs Fc/Fc+]. The energy difference between oxidation and
reduction of PDI-PMI hence amounts to 1.95 eV in DCM.

Absorbance and Steady State Fluorescence at T ) 300
K. The absorbance and fluorescence spectra and fluorescence
quantum yields of PDI-PMI and the reference compounds PDI

and PMI were determined in solvents of increasing polarity:
CHX, TOL, and CB. PDI and PMI show very similar absorption
and emission spectra with a vibronic progression and high
fluorescence quantum yields (ΦF, Table 2 and Figure 4). There
are, however, some differences: (i) The vibronic peaks in the
absorbance and emission spectra of PMI are broader than those
of PDI and hence less resolved, (ii) the 0-0 vibronic absorption
peak of PMI is 15 nm blue-shifted as compared to PDI, (iii)
the emission spectra of PMI are 9-26 nm red-shifted from the
spectra of PDI, and (iv) in the same solvent ΦF is about 15%
lower for PMI than for PDI for which ΦF ∼ 1. We note that
for a dendrimer-substituted PMI derivative, ΦF ) 0.95 ( 0.05
has been reported.59 The difference is consistent with the excited
state lifetime of 3.85 (PMI in TOL, Table 2) vs 4.25 ns (ref 59)
and suggests that some weak nonradiative decay mechanism is
active in PMI. Its origin is not clear but might involve
intramolecular motion of the phenyl ring, which is easier in
PMI than in the dendrimer-substituted PMI.

PDI-PMI shows an absorption that is similar to the sum of
the PDI and PMI reference compounds (dashed line in Figure
4). Only the spectrum of the dyad is slightly red-shifted with
respect to both PDI and PMI. The extinction coefficient at the
maximum absorption is ε ) 98000 L mol-1 cm-1 (PDI, 529
nm), ε ) 28000 L mol-1 cm-1 (PMI, 520 nm), and ε ) 136000
L mol-1 cm-1 (PDI-PMI, 533 nm) in DCM, respectively. Hence,
the extinction coefficient of PDI-PMI is 8% higher than the sum
of the two separate moieties. Both the red shift and the increased
intensity of the 0-0 peak can be explained in terms of a weak
excitonic coupling between the two chromophores.37,60 This
agrees with a marginally faster radiative decay rate (krad) for
PDI-PMI than for the individual chromophores (Table 2).
Additionally, the fact that the absorption spectrum of PDI-PMI
largely resembles the sum of the two individual chromophores
indicates that delocalization of π-electrons through the phenyl
bridge is small.

The maximum of the fluorescence emission of PDI-PMI is
at a wavelength intermediate to those of PDI and PMI (Table
2), and the spectral shape, although slightly broader than that
of PDI and more resolved than that of PMI, resembles the
emission of the two separate chromophores. The individual
contributions of the two chromophores to the lowest fluorescent
singlet state of PDI-PMI cannot be resolved from the spectra,
and in the remainder, we will simply designate the state as S1.
The absolute fluorescence quantum yield of PDI-PMI is rather
high (ΦF ) 0.77) in CHX but drops dramatically when going
to TOL (ΦF ) 0.24) or CB (ΦF ) 0.017) (Figure 5 and Table
2). This drop in ΦF in more polar solvents can be rationalized
by the population of a nonfluorescent CT state (PDI-•-PMI+•,
Figure 2a) from the S1 state. Energetically, the S1fCT electron
transfer seems feasible because the energy of the S1 state of
E(S1) ) ca. 2.3 eV (from the 0-0 emission) is larger than the
difference between the oxidation and the reduction potential
(1.95 eV), which is a first approximation for the energy of the
CT state. With decreasing solvent polaritysthe relative permit-
tivity, εr, decreases in the order DCM, CB, TOL, CHXsECT is
expected to increase, explaining why the CT state is not
populated in CHX. A more accurate, experimental value for
ECT will be given in the next section.

The formation of the CT state may well be preceded by an
energy transfer step between the PDI and the PMI chromophores.
We consider, however, that it is virtually impossible to test this
experimentally, because selective excitation of either chromophore
in PDI-PMI is seriously hampered by their overlapping absorption
spectra. In CHX, where CT formation is absent, we observe a single

SCHEME 1: Synthesis of PDI-PMI and PMIa

a Conditions: (i) A 1.3 equiv amount of 4-aminophenylboronic acid
pinacol ester, 9% Pd(PPh3)4, TOL, 2 N potassium carbonate, 15 h, 115
°C. (ii) A 1.0 equiv amount of 3, imidazole, 160 °C, 2 h. (iii) A 1.3
equiv amount of phenylboronic acid pinacol ester, 9% Pd(PPh3)4, TOL,
2 N potassium carbonate, 24 h, 115 °C.

Figure 3. Cyclic voltammograms of PDI-PMI and the reference
compounds PDI and PMI in DCM.

TABLE 1: Oxidation and Reduction Potentials in V vs
Fc/Fc+ Measured with a Scan Rate of 100 mV/s in DCM
with 0.1 M TBAPF6 as a Supporting Electrolyte

Ered
4 Ered

3 Ered
2 Ered

1 Eox
1

PDI -1.260 -1.060 +1.25a

PMI -1.950 -1.495 +0.885
PDI-PMI -1.925 -1.450 -1.240 -1.040 +0.915

a Onset of oxidation.
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decay time, which suggests that if energy transfer occurs, it will
take place within a few picoseconds.

Electron Transfer Rates at T ) 300 K. Upon photoexci-
tation, the fluorescence of the PDI and PMI reference com-
pounds decays monoexponentially, and fluorescence lifetimes

of τ ) 3.75 ( 0.1 ns for PMI and τ ) 4.15 ( 0.2 ns for PDI
were obtained in CHX, TOL, and CB (Table 2). For PDI-PMI,
the traces are strongly solvent-dependent: In CHX, the emission
decays monoexponentially (τ ) 3.09 ns), while in TOL and
CB the traces show a distinct biexponential decay with a slow
(τ1) and a fast (τ2) component (Figure 6 and Table 2). This can
be explained by the absence (in CHX) and presence (in the other
two solvents) of a dynamic equilibrium between the emissive
S1 state and the nonemissive CT state (Figure 2a). In the
dynamic equilibrium, forward electron transfer (S1fCT) is
followed by a back electron transfer reaction, repopulating the
singlet excited state (CTfS1).

For PDI-PMI in CHX, we assume that electron transfer is
absent (kET ≈ 0), because ΦF is high and because the
fluorescence intensity decays monoexponentially with a lifetime
that is similar to those of the individual chromophores. The rates
of fluorescence (kF) and nonradiative decay (kNR) can then be
determined from τ and ΦF (from steady state fluorescence)
according to

1
τ
) kF + kNR (2)

ΦF )
kF

kF + kNR
(3)

By substituting ΦF ) 0.77 and τ ) 3.09 ns, we find kF ) 0.25
ns-1 and kNR ) 0.076 ns-1 in CHX (Table 3).

TABLE 2: Absorption (λabs) and Fluorescence (λem) Maxima, Absolute Fluorescence Quantum Yields (ΦF) Using C13-PDI-C13

in CHCl3 (ΦF ) 1.00)61 as a Reference, and Reconvolution Fits of the Photoluminescence Decay Traces at 535 nm at T ) 300 K

solvent λabs (nm) λem (nm) ΦF τ1 (ns) τ2 (ps) A1/A2 krad (ns-1)a

PDI
CHX 519 526 0.97 3.96 0.24
TOL 526 536 1.02 4.21 0.24
CB 529 538 0.96 4.34 0.22

PMI
CHX 485/513 533 0.85 3.65 0.23
TOL 492/519 550 0.87 3.85 0.23
CB 498/523 562 0.77 3.78 0.20

PDI-PMI
CHX 522 531 0.77 3.09 0.25
TOL 529 541 0.24 5.6 30 ( 10b 0.15 ( 0.05b

CB 532 550 0.02 4.1 ( 0.1c 70 ( 10b 0.009 ( 0.002b,c

a Radiative decay rate: krad ) ΦF/τF. b Because of the short τ2 for PDI-PMI in TOL and the low A1/A2 in CB, these fits are less accurate; the
error of τ2 is linearly related to that of A1/A2 (e.g., if τ2 ) 20 ps, A1/A2 ) 0.1, and if τ2 ) 40 ps, A1/A2 ) 0.2). c In CB, the low PL quantum
yield of PDI-PMI may cause τ1 and A1/A2 to be less accurate.49

Figure 4. Absorbance (left axis) and fluorescence (right axis) spectra
of PDI-PMI (top) and the reference compounds PDI and PMI (bottom)
in CHX with the same concentration for all compounds (5 × 10-6 M).
For the fluorescence spectrum of PDI-PMI, a 2× diluted sample was
used. The emission spectra were corrected for the optical density (OD)
at the excitation wavelength (485 nm), such that the relative intensities
can be directly compared. The dashed line shows the sum of the
absorption spectra of PDI and PMI.

Figure 5. Fluorescence spectra of PDI-PMI in CHX, TOL, and CB.

Figure 6. Time-resolved photoluminescence traces of PDI-PMI in
different solvents. Excited at 400 nm, and the emission was detected
at 535 nm.
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For PDI-PMI in TOL and CB, kET, kBET, and kCR (Figure 2a)
can be determined from the fluorescence lifetime measurements
in combination with a kinetic model that includes both forward
electron transfer and back electron transfer to S1. The concentra-
tion of S1 states ([S1]) is related to the rate constants according
to38c,62

[S1]) [S1]0( A1

A1 +A2
e-t ⁄ τ1 +

A2

A1 +A2
e-t ⁄ τ2) (4)

with [S1]0 the concentration of singlet excited states at t ) 0
and

A1 )
τ2

-1 - kF - kNR - kET

τ2
-1 - τ1

-1
(5)

A2 )
kF + kNR + kET - τ1

-1

τ2
-1 - τ1

-1
(6)

1
τ1,2

) 1
2

(kF + kNR + kET + kBET + kCR-

√(kBET + kCR - kF - kNR - kET)2 + 4kETkBET) (7, 8)

The fluorescence of PDI-PMI is linearly dependent on the
concentration of singlet excited states (IF ∝ [S1]). Analysis of
the PL decay traces in TOL and CB provides A1 and A2 and the
two decay times τ1 and τ2 according to eq 4. For the reference
compounds PDI and PMI, only a minor solvent dependence is
found for τ (3.75 ( 0.10 ns for PMI and 4.15 ( 0.20 ns for
PDI) and ΦF (0.82 ( 0.05 for PMI and 0.98 ( 0.02 for PDI);
thus, we can assume that kNR and kF of the dimer are also only
weakly solvent-dependent. Then, the forward electron transfer
rate (kET) can be obtained using kF and kNR from PDI-PMI in
CHX and after rewriting eqs 5 and 6:

kET )
A1τ1

-1 +A2τ2
-1

A1 +A2
- kF - kNR (9)

Subsequently, kBET and kCR can be obtained from eqs 7, 8. The
electron transfer rates (kET, kBET, and kCR) for PDI-PMI in TOL
and CB following this analysis are given in Table 3.

Additionally, from these rates, the fluorescence quantum yield
can be calculated

ΦF )
kF(kBET + kCR)

(kF + kNR)(kBET + kCR)+ kETkCR
(10)

The fluorescence quantum yields obtained from the time-
resolved measurements (Table 3) are in excellent agreement with
those independently determined by steady state fluorescence,
showing the validity of the approach. However, because of the
fast kET, the accuracy of the measurement in TOL is limited
due to the time response of the TR-PL setup.

An alternative technique to study electron transfer processes
is via ps-PIA, by which ground state bleaching, PIA of charged
species, as well as luminescence signals can be probed. Time
traces at λprobe ) 540 and 955 nm (λpump ) 490 nm) are shown
for TOL (Figure 7a) and CB (Figure 7b). The CT state
absorption is assumed to be characterized by a complementary
absorption of the radical cation of PMI and the radical anion of
PDI.38c,45,63 Thus, at 540 nm, the emission from the S1 state
(positive ∆T/T) and the absorption of the CT state (negative
∆T/T) are probed, while at 955 nm the ∆T/T signal is the sum
of S1 - Sn and CT1 - CTn absorption. This yields the following
equations:

∆T ⁄ T (540 nm))-c1[S1]+ c2[CT] (11)

∆T ⁄ T (955 nm)) c3[S1]+ c4[CT] (12)

where c1-c4 are positive scaling factors related to the fluores-
cence intensity (c1) or the extinction coefficients (c2-c4) of the
chemical species at the probe wavelengths. Note that the sign
of the scaling factors is indicated in eqs 11 and 12. [S1] is
described by eq 4, and the concentration CT states ([CT]) are
described by eq 13:38c,62

[CT]) [S1]0A3(e
-t ⁄ τ1 - e-t ⁄ τ2) (13)

A3 )
kET

τ2
-1 - τ1

-1
(14)

Thus eqs 11 and 12 describe the signal intensity as a function
of kF, kNR, kET, kBET, and kCR, and the coefficients c1-c4. By a
simultaneous analysis of both wavelength traces and by using
kF and kNR from the fluorescence in CHX, kET, kBET, and kCR

are obtained in TOL and CB (Table 3). Most values are within
experimental error from those acquired by the fluorescence
measurements and that of kET in TOL is more accurately
determined via PIA. Only for kCR in CB is a higher value found
than by fluorescence. The low ΦF of PDI-PMI in CB at T )
300 K can explain why the determination of kCR by ps-PIA is
more accurate than by fluorescence methods.

To summarize the measured transfer rates using time-resolved
fluorescence and ps-PIA at T ) 300 K, we suppose that kET is
absent in CHX, while in TOL fast electron transfer (kET ) ca.
25 ns-1) and back electron transfer (kBET ) ca. 4 ns-1) occurs.
In CB, electron transfer and back transfer are slower by 40%
(kET ) ca. 15 ns-1) and a factor of 80 (kBET ) ca. 0.05 ns-1),
respectively. The charge recombination rate in TOL (kCR ) ca.
0.16 ns-1) is about 150× slower than kET, while in CB (kCR )
ca. 0.5 ns-1), it is about 30× slower than kET in the same solvent.

Having established both kET and kBET, we can directly
determine the Gibb’s free energy of electron transfer (∆GET)
via

TABLE 3: Electron Transfer Rates at T ) 300 K for PDI-PMI in Various Solvents from Analysis of Fluorescence and ps-PIA
Decay Traces

method solvent kF (ns-1) kNR (ns-1) kET (ns-1) kBET (ns-1) kCR (ns-1) ΦF
a ΦF (ST)b

TR-PL CHX 0.25 0.076 0.77
TR-PL TOLc 0.25 0.076 30 ( 10 4.0 ( 0.5 0.16 ( 0.01 0.20 ( 0.06 0.24
TR-PL CBc,d 0.25 0.076 14 ( 2 0.05 ( 0.01 0.24 ( 0.01 0.021 ( 0.004 0.017
ps-PIA TOL 0.25 0.076 21 ( 4 4.6 ( 2 0.1 ( 0.3
ps-PIA CB 0.25 0.076 13 ( 3 <1.4 0.5 ( 0.2

a From eq 10. b From steady-state PL. c The uncertainty in the fits of the short component in CB and TOL results in the tabulated
uncertainties for the transfer rates (relatively large for kET in TOL) and ΦF. d The low PL quantum yield of PDI-PMI in CB at T ) 300 K
causes kBET and kCR to be less accurate than in TOL.49
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∆GET )-kBT ln( kET

kBET
) (15)

We find that in TOL and CB, ∆GET amounts to about -50
and -150 meV, respectively. It is of interest to establish the
∆GET that makes electron transfer quantitative. For this, we have
determined kET and kBET in TOL:CB solvent mixtures at 300 K
(Figure 8). At a 1:1 ratio of TOL and CB, kBET drops below
kET/100. From this, we conclude that a charge separation (over
14 Å), without significant back electron transfer, can be achieved
with a relatively low driving force for electron transfer of only
∆GET ) -120 meV. Under these conditions, we can ignore
kBET as compared to kET and calculate the quantum yield for
electron transfer from ΦET ) kET/(kET + kF + kNR) ) 98%.
This demonstrates that near quantitative electron transfer can
be obtained for a driving force as low as -120 meV. We note
that the equilibrium that exists between S1 and CT allows us to
determine both kET and kBET and, hence, an accurate experi-
mental determination of ∆GET, from which ECT can be
determined via ECT ) E(S1) + ∆GET.

Temperature Dependence of CT Kinetics. After obtaining
the electron transfer rates (kET, kBET, and kCR) at T ) 300 K,
the barriers for these processes can be obtained from temper-
ature-dependent measurements. The fluorescence decay traces
distinctly change with temperature. The short component (τ1)
in the time traces becomes much more important upon cooling
a PDI-PMI solution in TOL from T ) 300 to 220 K (Figure 9a
and Supporting Information, Table S2). After analysis, we find
that the lower temperature causes a reduction of kET and kBET

with a factor of 2 (from kET ) 40 ( 10 to 15 ns-1) and with 2
orders of magnitude (from kBET ) 4 ( 0.5 to 0.03 ns-1),
respectively, while kCR () 0.18-0.16 ns-1) remains virtually
constant between T ) 300 and 220 K (Table S2 of the
Supporting Information). Note that at T ) 300 K, we actually
find a faster rate than obtained in the previous section (kET )
30 ( 10 ns-1, Table 3). This difference indicates the inaccuracy
caused by the short decay time that is near the response time of
TR-PL setup at T ) 300 K. At lower temperature, the short
decay time increases and the measurements improve in accuracy.

By using Eyring’s formula:

k0 )
kBT

h
exp(∆S0

#

kB
)exp(-∆H0

#

kBT ) (16)

and plotting kB ln(hk0/kBT) vs T-1 (Figure 9b, top) the changes
in enthalpy (the slope gives -∆H0

#) and entropy (the intercept
with the ordinate gives ∆S0

#) for the electron transfer and back
transfer and charge recombination process are obtained (Table
S3 of the Supporting Information). From these, ∆G ET and the
heights of the barriers (from ∆G 0 ) ∆H0 - T∆S 0) for the
three processes are found at each temperature (Figure 10a for
T ) 220 and 300 K).

The same results follow from eq 15: ∆GET is enhanced with
a lowering of the temperature (from ∆GET ) ca. -50 meV at
T ) 300 K to -120 meV at T ) 220 K). The temperature
dependence of ∆GET is given in Figure 9c together with ΦF

(from eq 10), which decreases with 1 order of magnitude upon
going from T ) 300 to 220 K.

Also in CB, the rates for electron transfer and back transfer
are temperature-dependent; however, the effects are less dra-
matic than in TOL: There is a mere 35% increase of kET upon
going from T ) 300 to 380 K, while kBET increases by a factor
of ∼4 and kCR increases by less than 25% between T ) 340
and 380 K (Table S2 of the Supporting Information and Figure
9b, bottom). High temperature measurements were carried out
in contrast to TOL, because in CB the fits become better upon
increasing the temperature, the limiting factor at lower tem-
perature being the low ΦF.

Using Eyring’s formula (eq 16), we can again calculate the
overall change in enthalpy and entropy for electron transfer and
the barriers for the electron transfer and back transfer and charge
recombination (Figure 9b and Table S3 of the Supporting
Information). The heights of the barriers in CB are depicted in
Figure 10b for T ) 300 and 380 K, along with the energies
(ECT) of the CT state relative to the S1 state. The fluorescence
quantum yield increases from ΦF ) 0.02 at 340 K to ΦF )
0.03 at 380 K, while ∆GET increases with temperature from
∆GET )-0.13 to -0.11 eV between T ) 340 and 380 K (Table
S2 of the Supporting Information and Figure 9c).

The more negative value of ∆GET (and correspondingly higher
∆GBET

# ) explains why kBET is much slower in CB than in TOL,
causing a 10× lower ΦF in CB, even with the higher kET in
TOL. With increasing temperature, we find that for both solvents
∆GET

# and ∆GCR
# increase along with the energy of the CT state

(ECT), while ∆GBET
# decreases. Note that while ∆GET

# and ∆GCR
#

increase with temperature, the higher Boltzmann energy (kBT
) 19, 26, and 33 meV at T ) 220, 300, and 380 K, respectively)

Figure 7. ps-PIA traces of PDI-PMI in TOL (a) and CB (b). Pump,
λpump ) 490 nm; and probe, λprobe ) 540 nm (O) or λprobe ) 955 nm
(0). In panel b, the ps-PIA trace of PDI in CB (dashed line) is also
shown. The solid lines are best fits through the data using eqs 11 and
12, and the dotted lines give the best fit if the rates obtained by
fluorescence are used as input parameters.

Figure 8. kET, kBET, and kCR determined by TR-PL at T ) 300 K vs
the fraction (p) of CB for a TOL/CB solution containing a constant
concentration of PDI-PMI.

8624 J. Phys. Chem. A, Vol. 112, No. 37, 2008 Veldman et al.



still makes kET and kCR faster at higher temperature. It is
remarkable that at T ) 300 K the barrier for forward electron
transfer (∆GET

# ) is 20 meV lower in TOL than in CB, despite a
110 meV lower ∆GET in CB.

Population of the Triplet Excited State at T ) 300 K. After
the analysis of the rates and barriers for electron transfer, back
transfer, and charge recombination, we will now focus on the
formation of triplet excited states that are formed after photo-
excitation. With ns-PIA, we observe that triplet excited states
are populated after formation of the PDI-PMI CT state.
Photoexcitation of PDI-PMI in N2-saturated TOL at 488 nm
leads to a PIA spectrum that is typical for the T1-Tn absorption
of PDI (Figure 11),44 with its absorption in the same spectral
region as the bleaching bands. The rise of the signal intensity
is faster (<50 ns) than the time response of the setup, while
the triplet lifetime is τT ) 14 ( 2 µs. In CB, a similar T1-Tn

absorption is observed with τT ) 5 ( 1 µs, whereas in CHX
no PIA signal could be detected, indicating a much lower triplet
quantum yield (ΦT) in this solvent. Also, for PDI in CB, no
T1-Tn absorption could be detected. Upon addition of oxygen,
the decay time of the PDI-PMI triplets in TOL as well as in
CB was reduced by more than a factor of 10. PDIs have a lowest
triplet excited state energy of E(T1) ) 1.20 eV,44 and for PDI-
PMI, we expect a similar E(T1) because of the similar E(S1) of
the molecules. The triplet quenching by oxygen is in agreement
with this expectation, allowing the population of the singlet
oxygen (1∆g) state with an energy of 0.98 eV above its triplet
ground state (3Σg-).64

The triplet quantum yield (ΦT) of PDI-PMI can be determined
from singlet oxygen (1∆g) luminescence measurements via the
relation: Φ∆ ) ΦTfTS∆, in which Φ∆ is the singlet oxygen (1∆g)
quantum yield, fT is the fraction of triplet states trapped by
oxygen in a given system, and S∆ is the efficiency of singlet
oxygen (1∆g) generation from the quenched triplet state. From
the strong reduction of τT upon the addition of oxygen, we infer
that fT is close to unity for PDI-PMI in oxygen-saturated TOL
and CB. S∆ of π-π*-excited triplet states of aromatic hydro-
carbons are generally also close to unity (S∆ ) 0.8-1.0),
especially if E(T1) is close to the energy of singlet oxygen
(1∆g).64 Thus, although Φ∆ gives a lower limit, it approximates
the actual value of ΦT.

Singlet oxygen (1∆g) quantum yields (Φ∆) were determined
for PDI-PMI in benzene (BZ), CHX, TOL, and CB by excitation
at 532 nm and probing the oxygen (1∆g) phosphorescence decay
as described in the Experimental Section. Φ∆ provides lower
limits for ΦT, revealing ΦT

CHX g 0.10 ( 0.08, ΦT
BZ g 0.57 (

0.14, ΦT
TOL g 0.56 ( 0.14, and ΦT

CB g 0.42 ( 0.11 (Table
4). In all solvents, ΦT is consistent with the measured
fluorescence quantum yield (ΦF + ΦT e 1). The lower limits
for ΦT

TOL and ΦT
CB are larger than the upper limit for ΦT

CHX

determined from the fluorescence quantum yield (ΦT e 1 -
ΦF ) 0.23). This indicates that ISC from 1CT to T1 (in TOL
and CB) is more efficient than ISC from S1 to T1 (in CHX).

ISC Rates. The decay pathways of photoexcited PDI-PMI
can be described by quantum yields from the S1 and the CT
state, the sum of which is unity. These quantum yields are those
of fluorescence (ΦF, radiative decay to S0), triplet formation
(ΦTi, ISC to T1), and nonradiative decay (ΦNRi, internal
conversion to S0). The subscript i ) 1 denotes decay directly
from S1 and i ) 2 denotes decay via the CT state (to T1 or S0).
Radiative decay from the CT state is not observed (ΦF,CT ,
0.01) and is neglected in this analysis. The corresponding
labeling of transfer rates is depicted in Figure 2b.

Figure 9. (a) Temperature dependence of time-resolved photoluminescence
of PDI-PMI in TOL. The solution was excited at λexc ) 400 nm, and the
emission was detected at λem ) 540 nm. (b) Plots of kB ln(hk0/kBT) with k0 )
kET, kBET, and kCR vs 1/T for PDI-PMI in TOL for T ) 220-300 K (top) and
in CB for 300-380 K (bottom) from photoluminescence decay analysis. The
solid lines are linear fits through the data. The intercepts and slopes of these
fits give ∆S0

# and ∆H0
#, respectively. The dashed lines are predictions using

Marcus-Jortner. For εr and n, see the Supporting Information). For TOL, the
apparent εapp is used. (c) Temperature-dependent fluorescence quantum yield
(left axis) and driving force for electron transfer (right axis) for PDI-PMI in
TOL (open symbols) and CB (closed symbols), derived from time-resolved
fluorescence using eqs 10 and 15. At T < 230 K for TOL and at T < 340 K
for CB, the low ΦF causes kBET to be less accurate.49 At Tg 290 K for TOL,
the low value of τ2 affects the accuracy of determining kET and kBET as indicated
by the error bar for ΦF.
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The ranges for ΦTi
Sol and ΦNRi

Sol can be determined using
ΦF

Sol and Φ∆
Sol in each solvent (Sol), from

ΦF
Sol +ΦT1

Sol +ΦNR1
Sol +ΦT2

Sol +ΦNR2
Sol ) 1 (17)

ΦT1
Sol +ΦT2

SolgΦ∆
Sol (18)

For CHX, ΦT2
CHX and ΦNR2

CHX are 0, because the CT state is
not populated. The lower limit for the triplet yield from the S1

state follows from eq 18 by recalling that ΦT1
CHX g Φ∆

CHX )
0.10 ( 0.08, while the upper limit follows from eq 17 by ΦT1

CHX

e 1 - ΦF
CHX ) 0.23. The upper limit for ΦNR1

CHX then also
follows by ΦNR1

CHX ) 1 - ΦF
CHX - ΦT1

CHX e 0.21 (Table
4).

If we assume again that kNR () kNR1 + kT1) and kF of PDI-
PMI are solvent-independent, ΦT1

Sol + ΦNR1
Sol is obtained for

the other solvents:

ΦT1
Sol +ΦNR1

Sol )
ΦF

Sol(ΦT1
CHX +ΦNR1

CHX)

ΦF
CHX

(19)

Because of the fast deactivation of the S1 state and correspond-
ingly low PL yields, this also results in low values: ΦT1

TOL +
ΦNR1

TOL ) 0.07 and ΦT1
CB + ΦNR1

CB ) 0.005, which are the
upper limits for ΦT1 and ΦNR1. Subsequently, the lower limit
for ΦT2

Sol is obtained by substituting the upper limit for ΦT1
Sol

in eq 18, yielding ΦT2
TOL g 0.35 and ΦT2

CB g 0.31. Finally,
the upper limits for ΦT2

Sol and ΦNR2
Sol are determined by eq

17. The quantum yields PDI-PMI in CHX, TOL, and CB are
summarized in Table 4.

From ΦT1 in CHX and the measured decay time (τ ) 3.09
ns, Table 2), the ISC rate from the S1 state is obtained as follows:
kT1

CHX ) ΦT1/τ ) 0.006-0.074 ns-1. From kCR ()kT2 + kNR2,
Table 3), ΦT2, and ΦNR2, the decay rates from the CT state
(kT2 and kNR2) are determined for TOL and CB, using

kT2
Sol )

ΦT2
Sol

ΦT2
Sol +ΦNR2

Sol
kCR

Sol (20)

kNR2
Sol ) (1-

ΦT2
Sol

ΦT2
Sol +ΦNR2

Sol)kCR
Sol (21)

The rates for kT2
TOL and kT2

CB are 0.075-0.17 and 0.1-0.7 ns-1,
respectively, and are significantly faster than kT1

CHX. Note that
although Φ∆

TOL is higher than Φ∆
CB, kT2

CB may be higher than

Figure 10. Schematic of the barriers (in free energy) for electron transfer, back-transfer, and charge recombination at T ) 220 (separated lines)
and 300 K (connected lines) in TOL (a and c) and T ) 300 (connected lines) and 380 K (separated lines) in CB (b and d), as determined from
temperature-dependent time-resolved fluorescence (a and b) and from the Marcus-Jortner model (c and d).

Figure 11. ns-PIA spectra of PDI-PMI in N2-saturated TOL, using an
excitation wavelength of λexc ) 488 nm (5 ns width, 35 µJ) and the
indicated delay times.
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kT2
TOL. First, the higher Φ∆

TOL may partially be caused by the
longer triplet lifetime measured in N2-saturated TOL (τT

TOL )
14 µs vs τT

CB ) 5 µs), causing an enhanced triplet trapping
efficiency (fT). Second, the decay rate from CT to S0 (kNR2) is
likely much lower in TOL, which would lead to a high ΦT

TOL,
even for a slow kT2

TOL.
Prediction of the Gibb’s Free Energy for Electron

Transfer. The experimentally obtained rates and barriers for
the electron transfer processes depicted in Figure 2b will be
compared to an electronic model based on Marcus-Jortner
theory. The semiquantitative model described by Weller can
be used to estimate the Gibb’s free energy (∆GET) for electron
transfer on the basis of the relative permittivity (εr) of the
solvent:4b

∆GET ) e[E°(D ⁄ D+)-E°(A ⁄ A-)]-E(S1)-
e2

4πε0εrRCC
-

e2

8πε0
( 1

r+
+ 1

r-)( 1
εref

- 1
εr

) (22)

in which E(S1) is the energy of the lowest singlet excited state,
e and ε0 are the elementary charge and the vacuum permittivity,
E°(D/D+) and E°(A/A-) are the redox potentials of the electron
donating and accepting part of the molecule measured in a
solvent with relative permittivity εref, RCC is the center-to-center
distance of the two charges, and r+ and r- are the radii of the
positively and negatively charged species.

The results obtained from eq 22 are given in Table 5 for PDI-
PMI in CHX, TOL, and CB at T ) 300 K using the following
parameters: a solvent-dependent E(S1), from the emission
maximum of PMI, E°(D/D+) ) +0.915 V and E°(A/A-) )
-1.040 V vs Fc/Fc+ in DCM (Table 1), r+ ) r- ) 4.7 Å,40

and RCC ) 14 Å (based on molecular modeling).
The results correspond to the observations that forward

electron transfer takes place in CB (where ∆GET ) -0.24 eV),
while it does not in the less polar CHX (where ∆GET ) +0.21
eV). However, the positive value found for TOL (∆GET )+0.22
eV) contradicts the experimental results by indicating that
electron transfer should not take place.

Solvents like TOL and dioxane (DIOX) are special because
they often show larger stabilization energies of states with CT
character, leading to a further red shift of the CT type emission
than predicted from their “bulk” relative permittivity: εr ) 2.27
for dioxane and εr ) 2.37 for TOL. These anomalies are well-
known for solvents that have a low dipole moment but a high
quadrupole moment; this class of solvents is referred to as
nondipolar solvents to distinguish them from low-dielectric
nonpolar solvents such as alkanes.65 Reichardt’s polarity (ET

N,
Table S4 of the Supporting Information)66 scale is derived from
the Stokes’ shift of a betaine probe. For PDI-PMI, we observe
a strong correlation between the ET

N of the solvent and the
amount of PL quenching (Figure 12a). Because εr does not give
a good description of the solvent-molecule interactions, a so-
called “apparent dielectric permittivity” (εapp) was introduced,
such that the nondipolar solvent under consideration behaves
as a hypothetical dipolar solvent of polarity εapp.67-70 From the
relation between εr and ET

N (Figure 12b), values of εapp ) 3.5
and 5.2 are found for TOL and DIOX, respectively. The value
for DIOX is similar to that calculated (εapp ) 6.4-7.7),69 and
experimentally obtained (εapp ) 6.5)71 for smaller solutes.72 For
TOL, εapp ) 4.3 was calculated for a solute with a radius of 4.3
Å.70 Hence, εapp ) 3.5 ()εr + 1.15) for TOL seems a reasonable
value for PDI-PMI.

The effect of replacing εr by εapp in eq 22 makes that the
calculated value of ∆GET changes from ∆GET ) +0.22 eV to
∆GET ) -0.06 eV (Table 5), which compares better to the
observed PL quenching. If temperature-dependent values for
εr

77 are used, eq 22 gives a good description of the lower driving
force for electron transfer (less negative ∆GET) at higher
temperature, caused by a reduction of εr. For TOL, the calculated
values correspond within 0.02 eV to those obtained from the
photoluminescence measurements, if an apparent relative per-
mittivity [εapp ) εr(T) + 1.15] is used (viz. Figure 10a,c). For
CB, the predicted value is off by 0.08 eV at T ) 300 K and by
only 0.03 eV at T ) 380 K. The better prediction at higher
temperature (T > 340 K) could be partially explained by the
higher accuracy in the determination of kBET due to the higher
PL quantum yield.49

Marcus-Jortner Model. The experimental energy barriers
can be compared to those obtained from the Marcus equa-
tion:73

∆G0
# )

(∆G0 + λ)2

4λ
(23)

Here, λ represents the reorganization energy, being the sum of
the internal (λi) and solvent (λs) reorganization energies. The
internal reorganization energy was set to λi ) 0.25 eV, a value
typical for large aromatics,74 and following previous studies on
PDIs.38b,45 The solvent contribution can be estimated using the
Born-Hush approach, in which n is the refractive index of the
solvent:75

TABLE 4: Measured Quantum Yields of Singlet Oxygen
(1∆g) Luminescence (Φ∆), PDI-PMI Fluorescence (ΦF),
Triplet Formation (ΦT), and Nonradiative Decay (ΦNR) and
the Rates (kT2 and kNR2) Obtained from These in
Air-Saturated Solvents at T ) 300 K as Compared to
Predictions by Marcus-Jortner Theory Using VS1-CT )
VCT-S0 ) 6 meV and VCT-T1 ) 0.17 meV

measured predicted

solvent CHX TOL CB TOL CB

Φ∆ 0.02-0.18a 0.42-0.70 0.31-0.52
ΦF 0.77b 0.24b 0.017b 0.12 0.004
ΦT1 + ΦNR1 0.23c 0.07d 0.005d 0.04 0.001
ΦT2 + ΦNR2 0 0.69c 0.98c 0.85 0.99
ΦT1 0.02-0.23d,d 0-0.07d 0-0.005d

ΦNR1 0-0.21d 0-0.07d 0-0.005d

ΦT2 0 0.35-0.69c,e 0.31-0.98c,e 0.80 0.25
ΦNR2 0 0-0.34c 0-0.67c 0.05 0.74
kCR (ns-1)f 0.15-0.17 0.3-0.7
kT2 (ns-1) 0.075-0.17g 0.1-0.7g 0.12 0.17
kNR2 (ns-1) 0-0.085h 0-0.5h 0.008 0.51

a Extrapolation to t ) 0 results in a significant error because τ∆ is
shorter and because IP

0 is lower. b From Table 2. c From eq 17.
d From eq 19. e Lower limit from eq 18. f From Table 3. g From eq
20. h From eq 21.

TABLE 5: Results of Eq 22, Using E°(D/D+) ) +0.915 V
and E°(A/A-) ) -1.040 V, r+ ) r- ) 4.7 Å, RCC ) 14 Å,
and the Value of εr at T ) 300 K

solvent E(S1) (eV)a ECT (eV)b ∆GET (eV)

CHX 2.33 2.54 +0.21
TOL 2.25 2.47 +0.22
TOLc 2.25 2.19 -0.06
CB 2.21 1.97 -0.24

a From λ max,em of PMI. b ECT ) E(S1) + ∆GET. c Here, an
“apparent εr” is used (see the text and Table S4 of the Supporting
Information).
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λs )
e2

4πε0[1
2( 1

r+
+ 1

r-)- 1
RCC]( 1

n2
- 1

εr
) (24)

The rates for electron transfer, back transfer, and charge
recombination can then be predicted by the semiclassical Marcus
expression,73 adapted by Jortner, who introduced higher vibra-
tional levels:74,76

k0 ) ( 4π3

h2λskBT)1/2

V2e-S∑
n)0

∞ [ Sn

n!
exp(- (∆G0 + λs + nhν)2

4λskBT )]
(25)

Here, S ()λi/hν) relates to the effective mode vibrational energy.
We have used a value of 0.186 eV ()1500 cm-1) for hν, a
typicalvaluerepresentingthestretchvibrationofthecarbon-carbon
double bond in aromatic systems.38b,45,74 V describes the
electronic coupling of the two states involved in the CT reaction.
For the transition from S1 to 1CT, ∆G0 equals ∆GET or -∆GET

for kET and kBET, respectively. We obtain VS1-CT ) 5-7 and
7-8 meV, respectively, from kET and kBET measured in TOL at
T ) 300 K. These values are similar to that of 2.4 meV reported
for a PDI-phenyl-PDI molecule.38b

The temperature dependence of the transfer rates observed
in Figure 9b relates to eq 25, where the temperature is a direct
parameter but where λs is also temperature-dependent in
consequence of the temperature dependence of n and εr (eq 24).
The temperature dependence is mainly determined by T and
λs(T) in the exponential factor of eq 25. We have used
temperature-dependent values for εr(T) as well as n(T) for TOL
and CB (see the Supporting Information, Table S4) to obtain
λs(T).77-79

The experimental changes in rates and barriers with temper-
ature for the forward electron transfer and back electron transfer
processes are qualitatively reflected by the Jortner model (Figure
9b) using a temperature-independent VS1-CT ) 6 meV ()48
cm-1) for TOL and CB. Using the temperature-dependent rates
from eq 25 and applying Eyring’s eq 16, we determined the
∆G of the CT state and its transition state with respect to E(S1)
at different temperatures (Table S5 of the Supporting Informa-
tion and Figure 10). Figure 10 shows that the 20 meV lower
barrier for electron transfer (∆GET

# ) found for PDI-PMI in TOL
as compared to CB is not predicted by the Marcus-Jortner
model, which results in a 30 meV higher ∆GET

# in TOL than in
CB at T ) 300 K. We consider such small differences within
the error of the model and the parameters chosen.

For the charge recombination rate to the singlet ground state
(CTfS0, kNR2), ∆G0 equals -E(S1) - ∆GET in eq 25 and VCT-S0

denotes the electronic coupling between the CT and the S0 state.
While for both solvents the differences between the predicted
and the measured values of ∆GET

# and ∆GBET
# are only minor,

a large discrepancy is found between the predicted and the
measured values of ∆GCR

# if only charge recombination to the
singlet ground state is accounted for (Figure 10). The discrep-
ancy between the predicted and the measured value of ∆GCR

#

amounts to 0.84 eV in TOL and to 0.13 eV in CB (Figure 10).
This is also reflected by the differences between the observed
kCR and the predicted rates for kNR2, which are, for example,
20-30× lower in TOL (6-8 × 10-3 ns-1), at each temperature
(Figure 9b), when using a coupling constant (VCT-S0 ) 6 meV)
with a magnitude similar to that between the S1 and the CT
state. These differences between the experimental finding and
the theoretical prediction correspond to the experimental results
that the CT state is partially depopulated via ISC to the lowest
excited triplet state, resulting in a higher kCR than the rate (kNR2)
predicted by the model.

Marcus-Jortner Model Including ISC. For charge recom-
bination of the singlet CT state to the charge neutral triplet
manifold (kT2, 1CTfT1), ∆G0 equals E(T1) - E(S1) - ∆GET.
A coupling constant (VCT-T1 ) 6 meV) with a magnitude similar
to VS1-CT can be used in eq 25 to predict a theoretical rate
(kT2

TOL ) 145 and kT2
CB ) 500 ns-1), if it would be an allowed

transition. Obviously, these values are orders of magnitude
higher than those measured (kT2 ) 0.1-0.7 ns-1), because
1CTfT1 is indeed spin-forbidden. Two mechanisms have been
proposed for ISC via states with CT character (kT2, 1CTfT1),
RP-ISC and SO-ISC. RP-ISC involves ISC from the singlet CT
state (or radical pair) to the corresponding triplet CT state
(1CTf3CT), followed by charge recombination yielding the
locally excited triplet state (3CTfT1). The second step is a fast
process, because it is spin-allowed. It can be described with
the rates [kT2(3CTfT1) on the order of 100 ns-1] mentioned
before. Hence, in this mechanism, the first step (1CTf3CT)
should be rate-determining and of the order of 0.1 ns-1. Even
though at short distances the exchange energy is much larger
that the HFI, this mechanism cannot be ruled out.

The SO-ISC mechanism involves a coupled electron transfer
and spin inversion, directly converting the 1CT to the T1 state.
SO-ISC can therefore be described by Marcus-Jortner theory
if a lower coupling constant is used between the electronic states,
1CT and T1. Thus, by making use of the measured rates (kT2

Sol,
Table 4), we obtain VCT-T1

TOL ) 0.13-0.20 meV and VCT-T1
CB

) 0.09-0.22 meV, which are ∼40× lower than VS1-CTSol.
Interestingly, these values are in the same range for the two
solvents, which would be expected as the electronic coupling

Figure 12. (a) Fluorescence quenching (I0/I ) ΦF
-1) vs Reichardt’s polarity (ET

N). The line is a linear fit to the data. (b) Reichardt’s polarity vs
relative permittivity (εr) of the solvents.
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is expected to be roughly solvent-independent. From kNR2, we
can only obtain upper limits for VCT-S0 (VCT-S0

TOL ) 0-18 meV
and VCT-S0

CB ) 0-6 meV); however, because of the electronic
similarity between the S0 and the S1 state, we can expect that
VCT-S0

Sol is of similar magnitude as VS1-CTSol (6 meV) rather
than the ∼0.17 meV found for VCT-T1

Sol.
Previous analyses of SO-ISC (1CTfT1) as a charge recom-

bination with low electronic coupling using the Marcus-Jortner
model have revealed electronic coupling constants for other
D-A systems. Kobori et al. found VCT-T1 ) 1.6 cm-1 ) 0.20
meV for a porphyrin-C60 dyad,80 similar to our results. Gould
et al.,81 however, found a ∼10× lower electronic coupling
between 1CT and T1 than observed by us (VCT-T1 ) 0.23 cm-1

) 0.028 meV) in a series of CT complexes and 3000× lower
than the coupling constant between 1CT and S0 (VCT-S0 ) 750
cm-1 ) 93 meV). Similar values for VCT-T1 were found by
Morais et al. (VCT-S0 ) 1250 cm-1 ) 155 meV and VCT-T1 )
0.18 cm-1 ) 0.022 meV) for a small and structurally constrained
anthraquinone-based D-A dyad.30 Thus, for small dyads with
strong electronic coupling between 1CT and S0 (the CT
complexes and the anthraquinone-based dyad), a ca. 10× smaller
coupling (VCT-T1) between the 1CT and the T1 is found than
for the larger porphyrin-C60 dyad and PDI-PMI. These differ-
ences could tentatively be explained with the less structurally
constrained position of the chromophores in the two larger
dyads, thereby also allowing a near perpendicular orientation
of D and A to occur, which is beneficial for the SO-ISC rate.

Using VS1-CT ) VCT-S0 ) 6 meV and VCT-T1 ) 0.17 meV,
we can derive kET, kBET, kT2, and kNR2, and the quantum yields
are in correspondence to those measured (Table 4). The
predicted temperature dependence of ΦF (solid line in Figure
13a) shows good correspondence to that determined by time-
resolved fluorescence (O). The increase in ΦF

TOL with temper-
ature is mainly caused by kBET

TOL(T), which has a much stronger
temperature dependence than either of the other rates. Figure
13b shows the predicted quantum yields as a function of εr.
The measured data points (ΦF and Φ∆) are indicated in the graph
for the three different solvents. Note that Φ∆ (0) corresponds
to a lower limit for ΦT1 + ΦT2. For CHX, the data point is
therefore below the curves for ΦT1 + ΦNR1 (dashed). For TOL
and CB, the data lie on the predicted line for ΦT2 (dotted).

Conclusion and Implications for Solar Cells

We found that in TOL and at T ) 300 K, the PDI-PMI dyad
has a high-energy CT state (PDI-•-PMI+•) that is nearly iso-
energetic (ECT ) 2.19 eV) to its S1 state [E(S1) ) 2.25 eV].
The small energetic difference combined with a low barrier for
electron transfer (∆GET

# ) 130 meV) allows for a dynamic
equilibrium between the S1 and the CT state that can be
described by an electron transfer rate (S1fCT) and a back
electron transfer rate (S1fCT) of kET ) ca. 30 ns-1 and kBET

) 4 ns-1, respectively. In CHX, we find an upward shift of
ECT due to the lower polarity of the solvent, and electron transfer
(S1fCT) does not occur, while in CB, a more polar solvent,
ECT is reduced in energy and kBET is strongly hampered. The
barriers for the electron transfer and back transfer processes
(∆GET

# and ∆GBET
# ) and ECT were determined from (temperature-

dependent) TR-PL measurements and compare well with
predictions using Marcus-Jortner theory, if for TOL an apparent
relative permittivity εapp ) εr + 1.15 is used. We find that
efficient, near quantitative (∼98%) electron transfer can be
obtained when ∆GET ) ECT - E(S1) ≈ -120 meV. This is
much less than the minimal value the band edge offset ≈ -0.35
eV that is being considered appropriate for D-A blends.3

ns-PIA and singlet oxygen (1∆g) luminescence measurements
reveal that decay from the CT state partially occurs via
population of the T1 state, leading to absolute triplet quantum
yields of ΦT ) 0.42-0.76 in TOL and ΦT ) 0.31-0.98 in
CB. These yields are significantly higher than that determined
in CHX (ΦT ) 0.02-0.23). The ISC rates (S1fT1 in CHX and
CTfT1 in TOL and CB) were determined and are considerably
faster from the CT state (kT2

TOL ) 0.075-0-17 ns-1 and kT2
CB

) 0.1-0.7 ns-1) than from the S1 state (kT1
CHX ) 0.006-0.074

ns-1) and are actually competing with nonradiative decay to
the singlet ground state (S0). If kT2 (1CTfT1) is described by
SO-ISC, we find an electronic coupling between the 1CT and
the T1 state of VCT-T1 ) ca. 0.15 meV in TOL and CB, ca. 40
× lower than that between S1 and 1CT. In combination with
electronic coupling constants for the coupling between the S1

and the 1CT state and the 1CT and the S0 state (VS1-CT )
VCT-S0 ) 6 meV), the electronic processes between the four
states (S1, 1CT, T1, and S0) can be described by Marcus-Jortner
theory, nearly quantitatively corresponding to the measured
values. The recombination to the triplet state is a direct
consequence of the high-energy CT state.

The characteristics of PDI-PMI are favorable to serve as a
model compound for systems with a low driving force for
electron transfer, ∆GET, creating a high energy CT state in an
environment (TOL) with low relative permittivity. Hence, it is
interesting to compare the electronic properties of our dyad to
those of organic (polymeric) electron donor-acceptor blends
used for photovoltaic applications. PDI-PMI approaches such
polymer blends in many ways: (i) εr of TOL and CB compare
well to those of many conjugated polymers (εr ) 2-4);1 (ii)
the optical gap of 2.2 eV is only ∼0.2-0.3 eV above that of
commonly used polymers such as MDMO-PPV {poly[2-
methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylene vinylene]}
and P3HT [poly(3-hexylthiophene)];1 (iii) the low ∆GET com-
pares to a situation that is aimed for in such blends, because it
makes ECT as high as possible for a given optical gap and for
photovoltaic devices the open-circuit voltage (VOC) is linearly
dependent on ECT;12,13c,82 (iv) photovoltaic devices typically
operate near T ) 300 K; and (v) the fluorescent lifetime of the
separate chromophores compares to that of the individual
materials in such blends. Of course, a molecular dyad in solution
is a simple model for a blend film. The largest differences

Figure 13. (a) Predicted (lines) temperature dependence of ΦF, ΦT1

+ ΦNR1, ΦT2, and ΦNR2 in TOL as compared to those measured for ΦF

(O, from TR-PL, Table S2 of the Supporting Information) and ΦT2

(0, Table 4). The values for ΦNR2 and ΦT1 + ΦNR1 are within the
experimentally obtained ranges: 0-0.34 and 0-0.07, respectively, at
T ) 300 K. (b) Predicted (lines) dependence of ΦF, ΦT1 + ΦNR1, ΦT2,
and ΦNR2 on εr at T ) 300 K using n ) 1.500 and E(S1) ) 2.25 eV.
ΦF (O) and Φ∆ (0, lower limit for ΦT1 + ΦT2) are also plotted for
CHX, TOL, and CB (Table 4). For panels a and b, the coupling
constants given in the caption of Table 4 were used.
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between our model compound and a polymer blend are (i) the
relatively low electronic overlap between the wave functions
of the dyad as compared to the close-packed chromophores in
a film, (ii) the low viscosity of the medium (liquid), allowing
for molecular reorganizations that occur less in polymeric
blends, and (iii) the impossibility for the photogenerated charges
to dissociate over longer distances than the size of the molecule
(∼2 nm). We will compare two aspects of the properties of our
PDI-PMI dyad to that of electron donor-acceptor blends. First,
the limit for ∆GET will be considered, and then, the triplet
formation in PDI-PMI will be compared to that in polymer
blends.

Photoexcitation of PDI-PMI in TOL (∆GET ) -50 meV)
and CB (∆GET ) -150 meV) is followed by a fast forward
electron transfer (S1fCT), depopulating the singlet excited state
faster than fluorescent decay (kET ) ca. 100 × kF for both
solvents), despite the low ∆GET. This is enabled by the low
barriers for electron transfer (∆GET

# ) ca. 150 meV). However,
back electron transfer from the CT to the S1 state (kBET, S1fCT)
can also be fast at such low driving forces and actually acts as
a depopulation route for the CT state of PDI-PMI in TOL, which
can easily be visualized by the relatively high PL yield (ΦF

from S1) of ca. 20%. In CB (ΦF < 0.02) the back electron
transfer rate (kBET) is negligible, which is supported by TR-PL
and ps-PIA measurements.

Back electron transfer from CT to S1 has been reported for
electron donor-acceptor blends of conjugated polymers with a
small driving force for electron transfer, that is, with small
HOMO or LUMO offsets. Morteani et al. used the term
“efficient electron-hole capture” for the repopulation of the S1

state of the polymer with the lowest optical band gap from
injected holes and electrons from the HOMO of the electron
donor and LUMO of the electron acceptor, respectively, and
used this process to prepare efficient LEDs.10c,83

For PDI-PMI, however, the results clearly show that a high
ECT allows decay from the CT state to the lower energy triplet
state (CTfT1). Notably, if the CT state of PDI-PMI is populated
(in TOL and CB), much higher triplet quantum yields (ΦT )
0.3-1) are found than for the reference compounds PDI and
PMI and than for PDI-PMI in CHX (ΦT ) 0.02-0.23) in which
the CT state is not populated. Not only the triplet quantum yields
are much higher in TOL and CB, also the ISC rates (0.1-0.7
ns-1) are an order of magnitude faster than in CHX (0.01-0.07
ns-1) and are strongly competing with nonradiative decay to
the ground state (kNR2 ) 0-0.5 ns-1).

Also, in polymer:polymer13 and polymer:PCBM12,14 blends
for organic photovoltaics, enhanced triplet formation via the
CT state is observed in some cases, generally for blends with
low HOMO and LUMO offset, thus a small driving force for
electron transfer, and consequentially a high ECT (and high VOC

for the photovoltaic devices). Thus, although the high VOC is
beneficial for device performance, the high ECT makes recom-
bination to lower lying triplet states of either of the two materials
more favorable, thereby shortening the decay time of the CT
state. The results of the PDI-PMI dyad show that in such a
situation recombination to the triplet manifold can be a major
decay pathway. It would therefore be desirable to design
materials with a small energy difference between the lowest
singlet exciton state [E(S1)] and the lowest triplet excited state
[E(T1)]. Such materials with a low singlet-triplet splitting [EST

) E(S1) - E(T1)] would be ideal candidates to achieve high-
energy CT states at an energy just below E(S1), thereby allowing
for a high VOC, without compromising on the decay time,

because charge recombination to a low lying triplet state is
prevented if ECT < E(T1).
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Müllen, K.; Hofkens, J.; de Schryver, F. C. Angew. Chem., Int. Ed. 2004,
43, 6116–6120.

(29) Luo, C.; Guldi, D. M.; Imahori, H.; Tamaki, K.; Sakata, Y. J. Am.
Chem. Soc. 2000, 122, 6535–6551.

(30) Morais, J.; Hung, R. R.; Grabowski, J. J.; Zimmt, M. B. J. Phys.
Chem. 1993, 97, 13138–13144.

(31) Khudyakov, I. V.; Serebrennikov, Y. A.; Turro, N. J. Chem. ReV.
1993, 93, 537–570.

(32) Vosch, T.; Hofkens, J.; Cotlet, M.; Köhn, F.; Fujiwara, H.;
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