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We apply the ab initio molecular orbital (MO)-configuration interaction (CI) based quantum master equation
(MOQME) method to the investigation of ultrafast exciton dynamics in an anthracene dimer modeled after
anthracenophane, which is experimentally found to exhibit an oscillatory signal of fluorescence anisotropy
decay. Two low-lying near-degenerate one-photon allowed excited states with a slight energy difference (42
cm-1) are obtained at the CIS/6-31G** level of approximation using full valence π-orbitals. The time evolution
of reduced exciton density matrices is performed by numerically solving the quantum master equation. After
the creation of a superposition state of these near-degenerate states by irradiating a near-resonant laser field,
we observe two kinds of oscillatory behaviors of polarizations: field-induced polarizations with faster periods,
and amplitude oscillations of x- and z-polarizations, Px and Pz, with a slower period, in which the amplitudes
of Px and Pz attain maximum alternately. The latter behavior turns out to be associated with an oscillatory
exciton motion between the two monomers, i.e., exciton recurrence motion, using the dynamic exciton
expression based on the polarization density. From the analysis of contribution to the exciton distributions,
such exciton recurrence motion is found to be characterized by both the difference in eigenfrequencies between
the two near-degenerate states excited by the laser field and the relative phases among the frontier MOs
primarily contributing to the near-degenerate states.

1. Introduction

Coherent and incoherent (relaxation) dynamics of exciton
(electron-hole pair) in molecular aggregates and supermolecular
systems is one of the recent hot topics in view of a fundamental
understanding of dynamical quantum phenomena in biological
systems as well as in photonics and optoelectronics systems.1-34

Exciton migration6-24 and exciton recurrence motion,25-34 e.g.,
coherent energy transfer25,26 and oscillatory fluorescence ani-
sotropy of two chromophores,28-32 have been intensely inves-
tigated both experimentally and theoretically. The relaxation
theory35 based on the reduced system density matrix formula is
widely used to describe various relaxation phenomena, origi-
nating in the coupling with surrounding quantum systems, in
combination with the molecular aggregate models, e.g., Frenkel
exciton model,36 in which a pair of electron and hole moves
under a constraint of taking the same position with each other
and of prohibiting the exchange between electrons (holes) at
different positions.

In experiments, several energy transfer dynamics between
choromophores can be observed by the fluorescence anisotropy
ratio, r(t) ) {I|(t) - I⊥ (t)}/{I|(t) + 2I⊥ (t)}, where I| and I⊥ are
polarization components of signals parallel and perpendicular
to the polarization direction of the excitation light, respectively.
When linear polarized light is applied to the sample, choro-
mophores whose transition moment is parallel to the polarization
plane will be excited selectively. Fluorescence from the excited
chromophores is depolarized for several reasons, such as,
difference of transition moment vector between the absorption

and emission processes, rotation motion of the chromophore,
and energy transfer to another chromophore. For bichromophore
systems, if excitonic coupling � of the two chromophores is
weak or intermediate regeon (10-50 cm-1), the excited energy
level splits with gap of 2�. One can create a superposition state
of these two excited states with the use of, for example,
uncertainty-principle limited pulse. From the analysis with the
localized (Frenkel) exciton model, one has oscillatory solution
of the exciton density between the two chromophores with time
period of h/2�.30,31 In general, such superposition state is
collapsed immediately by several dephasing processes. There-
fore, oscillatory fluorescence anisotoropy related to the oscil-
lation of excitation will be observed, at least, under the following
conditions: (i) transition moments of the two chromophores
should be nonparalell (hopefuly almost perpendicular to each
other), and (ii) the dephasing time scale should be long enough
to observe the oscillatory behavior clearly. One strategy to
satisfy these conditions is to bridge two chromophores by linker
parts.30,31

Yamazaki and co-workers have found that several types
of anthracene dimers exhibit damped oscillations of fluores-
cence anisotropy decay with periods of around 1 ps.30-32 They
have estimated the intermonomer electronic coupling and
decay time using the optical Bloch equation based on the
Frenkel exciton approach. For example, 1.0 and 1.2 ps of
oscillation period and dephasing time are estimated in 2,15-
dithia[3,3](1,5)anthracenophane (DTA) in THF solution,
respectively.30,31 This treatment can describe the mechanism
of exciton dynamics in molecular aggregates with weak
interactions, e.g., van der Waals (dipole-dipole) interactions.
It is, however, known that such treatment fails to describe
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exciton dynamics in aggregates with strong interactions, e.g.,
charge transfer interactions, and in supermolecular systems
with extended exciton delocalization.

To address these issues and to clarify the real microscopic
dynamical behavior of electron and hole density distributions,
we have proposed a quantum master equation approach com-
bined with the ab initio molecular orbital (MO)-configuration
interaction (CI) method, referred to as the MOQME approach.14

The MOQME approach has succeeded in describing incoherent
dynamics, e.g., unidirectional exciton migration in phenylacety-
lene nanostar dendrimers,24 in which the relaxation mechanism
is analyzed in view of frontier MO interactions. More recently,
we have extended this approach by defining a novel dynamic
exciton expression reproducing the dynamic polarization, which
can describe the coherent dynamics in addition to the incoherent
dynamics.37 As an example, we have applied the dynamic
exciton expression to the Rabi oscillation in H2 molecule and
have obtained the spatiotemporal evolution picture of electron
and hole density distributions for the field-induced dynamic
polarizations.37 In this study, we therefore apply this appraoch
to the investigation of coherent dynamics, i.e., exciton recurrence
motion, in an anthracene dimer mimicking realistic DTA from
the viewpoint of the microscopic dynamical behaviors of spatial
electron and hole density distributions, which cannot be
elucidated by the conventional aggregate model approaches.

2. MOQME Approach

We briefly explain the MOQME approach because its details
are provided in previous papers.14,24,37 The reduced exciton
density matrices in the singlet adiabatic exciton state basis
{|R〉(≡|1ΨR〉)} are employed:

Here, {|i〉(≡|1Ψa
r〉)} represent the singly excitation configurations

from occupied (a) to virtual (r) MO, which are assumed to
compose the one-exciton bases and the vacuum [Hartree-Fock
(HF) ground] state |1〉. The expansion coefficients, {CiR}
(referred to as CI coefficients), are obtained by the ab initio
singly excitation CI (CIS) calculation using the Gaussian 03
program package.38

Assuming the weak interaction between exciton and phonon
bath states, we derive the quantum master equation [in the
atomic units (p ) e ) m ) 1)] for the reduced system density
matrices {FR�} in the Born-Markov approximation:23,24

and

Here, M indicates the number of electronic states involving the
ground and excited states used in the MOQME approach, Fl is

a laser amplitude in the l-direction, and µR�
l indicates the lth

component of transition moment between states R and �. The
first term on the right-hand side of eq 2 and the second term on
the right-hand side of eq 3 represent relaxation terms character-
ized by the relaxation parameters Γ (see refs 23 and 37 for
details).

The system density matrices {FR�} obtained by numerically
solving eqs 2 and 3 are converted to {Fij

ex} in the one-exciton
basis using Fij

ex(t) ) ∑R�
M CiR* Cj�FR�(t). The time evolution of

system polarization Pl(t) is calculated by

Here, Fpol(r,t) is the polarization density defined by the density
difference between the reduced one-electron density [F(r,t)] at
time t and that [d11(r)] at the initial time, that is,

where {dij(r)} indicate the reduced one-electron density matrices
in the one-exciton basis {|i〉} including the HF ground state |1〉,
and {Fij

ex real(t)} represent the real parts of system density matrices
in the one-exciton basis. Using the occupied {ψa(r), ψb(r),...}
and virtual {ψr(r), ψs(r),...} MOs, eq 5 can be evaluated by

We can appropriately define the relationship between the
polarization density and the electron and hole densities by
Fpol(r,t) ≡ Felec(r,t) - Fhole(r,t), which implies that the deviation
of the electron distribution from the hole distribution gives the
polarization density. Thus, we define the expressions of Felec(r,t)
and Fhole(r,t) as37

and

|R〉 ) ∑
i

N

|i〉〈i|R〉 ) ∑
i

N

|i〉CiR (1)

dFRR
dt

) -∑
�

M

ΓRR;��F�� - Fl ∑
�

M

(µR�
l F�R - FR�µ�R

l ) (2)

dFR�

dt
) -i(ωR - ω�)FR� - ∑

γδ

M

ΓR�;γδFγδ -

Fl ∑
γ

M

(µRγ
l Fγ� - FRγµγ�

l ) (3)

Pl(t) ≡ tr[µlF(t)] ) ∫ Fpol(r,t)(-rl) dr (4)

Fpol(r,t) ≡ F(r,t) - d11(r)

)∑
i)2

[dii(r) - d11(r)]Fii(t) + 2 ∑
i)2

d1i(r)F1i
real(t) +

2 ∑
i<j(i,j*1)

dij(r)Fij
real(t) (5)

Fpol(r,t) ) ∑
i)2

[|ψr(r)|2 - |ψa(r)|2]Fii
ex(t) +

2 ∑
i(afr))2

√2ψa(r) ψr(r)F1i
ex real(t) +

2 ∑
i(afr)

<j(afs)

(i,j*1)

ψr(r) ψs(r)Fij
ex real(t) - 2 ∑

i(afr)

<j(bfr)

(i,j*1)

ψa(r) ψb(r)Fij
ex real(t)

(6)

Felec(r,t) ) ∑
i(afr))2

[Fii
ex(t)|ψr(r)|2 +

√2ψa(r) ψr(r)F1i
ex real(t) + 2 ∑

j(afs)(>i)

ψr(r) ψs(r)Fij
ex real(t)] (7)

Fhole(r,t) ) ∑
i(afr))2

[Fii
ex(t)|ψa(r)|2 -

√2ψa(r) ψr(r)F1i
ex real(t) + 2 ∑

j(bfr)(>i)

ψa(r) ψb(r)Fij
ex real(t)] (8)
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3. Structure and Exciton States of Model Dimer

Figure 1 shows the structure of the anthracene dimer model,
in which the monomer geometry is optimized by the B3LYP/
6-31G** method. The two anthracene monomers are arranged
in a face-to-face stack form with a rotational angle of 88.5°
and an intermolecular distance of 3.4 Å, which are taken from
the experimental data in refs 30 and 31. The longitudinal axis
of the lower side molecule is set to be parallel to the z-axis.
We obtain 20 excited states calculated by the CIS/6-31G**
method using full valence π-orbitals. All quantum chemical
calculations and the generation of three-dimensional (3D) grid
data of MOs are performed by the Gaussian03 program
package.38

Table 1 summarizes the calculated excitation energies,
transition moments, and CI coefficients of the lowest two excited
states 2 and 3 for the dimer system. The frontier MOs for the
dimer are shown in Figure 2. The dominant excitation configu-
rations of the two excited states are HOMOfLUMO and
HOMO-1fLUMO+1 for state 2, and HOMO-1fLUMO and
HOMOfLUMO+1 for state 3. These four frontier MOs are
made by symmetric and antisymmetric mixings of HOMO and
LUMO of the monomer. It is known that the anthracene
monomer possesses a latitudinal component of the transition
moment between the ground and first excited states. Because
the transition dipole directions of the two anthracene monomers
are almost perpendicular to each other, the electronic coupling
between the monomers in the excited state is predicted to be
very weak. Although the CIS excitation energies are known to
overshoot the experimental values, the energy difference of 42
cm-1 between near-degenerate states 2 and 3 is found to be
comparable to that estimated from the experiment in DTA (28.6
cm-1).30,31

Using transition energies and moments, the exciton dynamics
is performed by numerically solving eqs 2 and 3 with the sixth-
order Runge-Kutta method. We focus on the exciton recurrence
motion in this system, the relaxation (population damping and

dephasing) terms are not considered. We first apply the external
continuous wave (cw) laser field with the x-polarization direc-
tion, F(t) ) Fx cos ωt. The field frequency ω ) 36 612 cm-1

[)(ω2 + ω3)/2] is chosen to create a superposition state of states
2 and 3. The field power is set to 103 MW/cm2, which is strong
enough to populate both the target states creating the superposi-
tion state. One optical cycle is about 0.911 fs and after 200
optical cycles (∼182 fs), the laser field is cut off. The time
evolution of exciton density matrices is performed until 3000
optical cycles ∼2.7 ps).

4. Exciton Dynamics in Model Dimer

Figure 3a shows the exciton population dynamics of states 2
and 3. It is found that exciton is populated in these two states,
so that a superposition state is created. Figure 3b shows the x-

Figure 1. Top (z-x plane) and side (z-y plane) views of structure of anthracene dimer, in which the monomer geometry is optimized by the
B3LYP/6-31G** method. The two anthracene molecules are arranged in a face-to-face stack form with a rotational angle of 88.5° and an intermolecular
distance of 3.4 Å.

TABLE 1: Excitation Energies E (cm-1) and l-Axis
Components of Transition Moments from the Ground State
µl (D) for the First and Second Excited States

state
E

(cm-1) µx (D) µy (D) µz (D)
main configuration

(CI coefficient)a

2 36 591 1.38 0.00 -1.42 HfL (0.743), H-1fL+1 (-0.523)
3 36 633 -1.46 0.00 -1.42 H-1fL (0.725), HfL+1 (-0.552)

a H and L denote HOMO and LUMO, respectively.

Figure 2. Isosurface maps [blue (+) and white (-) contours with an
amplitude of 0.03 au] of HOMO-1, HOMO, LUMO, LUMO+1 of
the anthracene dimer model calculated at the HF/6-31G** level of
approximation.
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and z-polarizations, Px and Pz, calculated by Pl(t) ) Tr[µlF(t)].
In the induction period until cutting off the laser field (t < 182
fs), the x-polarization is induced by the interaction with the
external field. Subsequently, the increase of z-polarization
amplitudes is also observed. Even after cutting off the field,
the oscillations of population and polarization are shown to
remain without decay owing to the neglect of relaxation terms.
The rapid oscillations of field-induced polarizations Px and Pz

turn out to be consistent with the oscillation of the applied laser
field. We can also observe the long period of oscillations of
polarization amplitudes. The period of such long time oscillation
of Px (or Pz) amplitude is estimated to be about 0.8 ps. After
cutting off the field (t > 182 fs), it is found that the maximum
amplitudes of Px and Pz are observed alternately: when the am-
plitude of Pz attains the maximum, Px exhibits a negligible
amplitude, and vice versa. Such alternation of the amplitudes
of Px and Pz corresponds to the oscillatory behavior of
fluorescence anisotropy decay in the experiments, i.e., damped
exciton recurrence motion between the two monomers. Indeed,
an oscillation period of 0.8 ps is found to be comparable to the
experimental characteristic oscillation time of fluorescence
anisotropy signal for DTA (∼1.0 ps). Figure 3c shows the time
evolution of diagonal exciton density matrices, Fii

ex(t), in the one-
exciton basis, where i ) 2-5 correspond to the excitation con-
figurations, HOMOfLUMO, HOMO-1fLUMO, HOMOf
LUMO+1, and HOMO-1fLUMO+1, respectively. These
configurations are found to primarily contribute to exciton states

2 and 3 (see Table 1). Contrary to the previous result using the
dipole-coupled Frenkel exciton model,33,34 we cannot observe
the oscillatory behaviors of Fii

ex(t) relating to the exciton
recurrence motion. Moreover, the off-diagonal density matrices
F1i

ex real(t) shown in Figure 3d exhibit rapid oscillations induced
by the oscillating external electric field. The reason why the
calculated polarizations show slower oscillations of amplitudes
is discussed in detail in section 5.

We compute 3D grid data of exciton density distributions
using eqs 7 and 8 at times (i)-(iii) shown in Figure 3b: at time
(i) (around 501 fs) Pz exhibits a maximum amplitude, and Px

∼ 0, at time (ii) (around 692 fs) Pz and Px exhibit similar
amplitude, and at time (iii) (around 893 fs) Px exhibits a
maximum amplitude, and Pz ∼ 0. Parts a-c of Figure 4 show
the snapshots of exciton density distributions in one optical cycle
at times (i), (ii), and (iii), respectively. The left, center, and right
snapshots in one optical cycle around each time show the exciton
density distributions around three phases, 2πn, π/2 + 2πn, and
π + 2πn (n: integer), respectively. At time (i) (Figure 4a), the
electron and hole densities are shown to be distributed mainly
on the upper side molecule, and to oscillate asymmetrically in
the z-direction, leading to Pz. After time (i), the amplitude of
Pz decreases gradually, and that of Px grows [see Figure 3b (i)
and (ii)]. In the intermediate stage at time (ii), the exciton
appears on both monomers (see Figure 4b). Within the upper
and lower side molecules, asymmetric oscillations of electron
and hole densities are observed along the z- and x-axes, which

Figure 3. Time evolution of exciton population of states 2 and 3 (a), x- and z-axis components of system polarization Px and Pz (b), and diagonal
[Fii

ex(t)] (c) and off-diagonal [F1i
ex real(t)] (d) density matrices for singly excitation configurations, i ) 2 (HOMOfLUMO), 3 (HOMO-1fLUMO),

4 (HOMOfLUMO+1), and 5 (HOMO-1fLUMO+1).
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are the origins of Pz and Px, respectively. After time (ii), the
amplitude of Pz disappears, whereas that of Px attains a
maximum at time (iii), where the electron and hole densities
are observed mainly on the lower side molecule, and are shown
to oscillate along the x-axis. These results indicate the dynamical
behavior of spatial electron and hole density distributions for
the exciton recurrence motion between the anthracene monomers
with a period of ∼0.8 ps.

5. Mechanism of Exciton Recurrence Motion

To elucidate why the slow oscillations of polarization
amplitudes appear, we investigate the contribution of each term
appearing in eq 5 in the present model. This also enables us to
illuminate the difference in the time evolution of density
matrices between the Frenkel exciton and the MOQME ap-
proaches. From the definition of polarization density (eq 5) as
well as of electron and hole densities (eqs 7 and 8), the second
term on the right-hand side of eq 5, F1i

ex real(t)d1i(r), contributes
dominantly to the oscillatory behavior of exciton because the
off-diagonal density matrices here represent the polarizations
which originate in the interaction between the external electric
field and the transition dipoles associated with the excitation
from the ground to the excited states. The F1i

ex real(t)d1i(r) is
composed of off-diagonal density matrices, F1i

ex real(t), in the
exciton basis, and the reduced one-electron density matrices,
d1i(r) [)21/2ψa(r) ψr(r)]. We therefore analyze the dynamical
behavior of polarization by considering the temporal features
of F1i

ex real(t) and the spatial shapes of d1i(r).
We first investigate the off-diagonal density matrices F1i

ex real(t).
Parts a-c of Figure 5 show the time evolution of F1i

ex real(t) (i )
2-5) at times (i), (ii), and (iii), respectively. Each F1i

ex real(t) shows
rapid oscillatory behavior owing to the oscillating applied
electric field (see also Figure 3d). It is noted, however, that not
all these terms oscillate in the same phase. It is found at time
(i) (Figure 5a) that F12

ex real(t) and F13
ex real(t) [F14

ex real(t) and F15
ex real(t)]

oscillate in phase, whereas F12
ex real(t) and F14

ex real(t) [F13
ex real(t) and

F15
ex real(t)] oscillate in opposite phase. The relative phase between

F12
ex real(t) and F13

ex real(t) [F14
ex real(t) and F15

ex real(t)] turns out to shift
gradually with time (see Figure 5b). It is thus shown at time
(iii) (Figure 5c) that F12

ex real(t) and F13
ex real(t) [F14

ex real(t) and F15
ex real(t)]

oscillate in opposite phase, whereas F12
ex real(t) and F14

ex real(t)
[F13

ex real(t) and F15
ex real(t)] oscillate in phase, the feature of which

is opposite to that at time (i). Additionally, the oscillations of
F12

ex real(t) and F15
ex real(t) [F13

ex real(t) and F14
ex real(t)] show almost

mutually opposite phase at any time but with the same
frequency. These features can be explained by the difference
in eigenfrequencies of the two superposition states. The F12

ex real(t)
and F15

ex real(t) [F13
ex real(t) and F14

ex real(t)] are dominated by the main
configurationsi)2(HOMOfLUMO)and5(HOMO-1fLUMO+1)
of state2 [i)3(HOMO-1fLUMO)and4(HOMOfLUMO+1)
of state 3], which possess positive and negative CI coefficients,
respectively (see Table 1). Because the applied field frequency
is chosen to be near resonant to these two near-degenerate
excited states, the contributions from higher-lying states oscil-
lating with different eigenfrequencies are negligible. Therefore,
F12

ex real(t) and F15
ex real(t) [F13

ex real(t) and F14
ex real(t)] oscillate with the

same eigenfrequency of state 2 (state 3) (see also Table 1). The
slight difference in the eigenfrequencies between states 2 and
3 (42 cm-1) is predicted to cause the shift of relative phases of
F1i

ex real(t) oscillations. Indeed, F12
ex real(t) [F15

ex real(t)] and F13
ex real(t)

[F14
ex real(t)] oscillations are shown to be synchronized with each

other every ∼0.8 ps after time (i), the period of which is
consistent with the difference in the eigenfrequencies between
states 2 and 3.

Second, we examine another important contribution, spatial
features of d1i(r). Figure 6 shows the isosurface maps of reduced
one-electron density matrices d1i(r) [)21/2ψa(r)ψr(r)] appearing
in eq 5. The spatial distributions of d12(r) [)21/2ψH(r) ψL(r)]
and d15(r) [)21/2ψH-1(r) ψL+1(r)] are shown to be almost in
mutually opposite phase. However, F12

ex real(t) and F15
ex real(t) are

found to oscillate always in opposite phase (see Figure 5), so
that the spatial features of F12

ex real(t)d12(r) and F15
ex real(t)d15(r) are

predicted to be very similar to each other at any times. Similar
relationship is observed between F13

ex real(t)d13(r) and F14
ex real(t)d14(r).

Figure 4. Snapshots of electron and hole densities calculated by eqs 7 and 8 in one optical cycle around t ∼ 501 fs (a), t ∼ 692 fs (b), and
t ∼ 893 fs (c). The left, center, and right snapshots in one optical cycle around each time show the exciton density distributions around three phases,
2πn, π/2 + 2πn, and π + 2πn (n: integer), respectively. Red and blue isosurfaces represent electron and hole density maps with contour values of
0.001 au, respectively.
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Figure 7 shows the isosurface maps of F1i
ex real(t)d1i(r) for i )

2-5 at times t ) 501.65, 692.07, and 892.65 fs. At all times,
the spatial distributions of F12

ex real(t)d12(r) and F15
ex real(t)d15(r)

[F13
ex real(t)d13(r) and F14

ex real(t)d14(r)] are found to be similar to each
other. Therefore, these two terms contribute to the polarization,
electron, and hole densities in the same manner. On the other
hand, the relationship between the different types of terms, e.g.,
F12

ex real(t)d12(r) and F13
ex real(t)d13(r), is very interesting. As seen

from Figure 6, the distributions of d12(r) and d13(r) on the upper
side monomer are almost the same, and those on the lower side
one are opposite in sign. F12

ex real(t) and F13
ex real(t) are shown to be

in phase at t ) 501.65 fs (Figure 5a), and thus the contributions
of F12

ex real(t)d12(r) and F13
ex real(t)d13(r) are found to amplify each

other on the upper side monomer, but to cancel each other on
the lower side monomer (see Figure 7). At t ) 892.65 fs, F12

ex real(t)
and F13

ex real(t) are shown to be in opposite phase (Figure 5c), so
that the contributions of F12

ex real(t)d12(r) and F13
ex real(t)d13(r) are

found to reinforce each other on the lower side monomer, but
to diminish each other on the upper side one. In the intermediate
time region (around t ) 692.07 fs), the phase difference between

F12
ex real(t) and F13

ex real (t) is shown to be π/2 and thus F12
ex real(t)d12(r)

and F13
ex real (t) d13(r) contributions appear alternately. In conse-

quence, the spatial distribution of ∑i ) 2
5 F1i

ex real(t)d1i(r), which is
the dominant oscillating part of eqs 5, 7 and 8, shows the slow
oscillatory behavior of exciton between the upper and lower
side monomers with the frequency of 42 cm-1 (a period of about
0.8 ps) accompanied by the rapid oscillations in each monomer.
The present result also demonstrates that an exciton recurrence
picture in the real model of anthracene dimer is derived from
the delocalized ab initio MOs using the dynamic exciton
expression in the MOQME approach.

6. Summary

Using the ab initio MO-CI based quantum master equation
(MOQME) approach together with a dynamic exciton expression
defined by the polarization density, we have clarified the
microscopic dynamical behavior of the exciton recurrence
motion in a realistic anthracene dimer model after irradiation
of a cw laser field. Similarly to the previous studies based on
aggregate exciton models, this recurrence motion has been found
to be observed when creating a superposition state composed
of one-photon allowed two near-degenerate excited states, which
involve the excitation configurations with exciton distributions
on the both monomers. In the present ab initio approach, we
have newly observed there are two characteristic oscillatory
behaviors of polarizations: field-induced polarizations with rapid
oscillations (with periods corresponding to the excitation
energies of the near-degenerate states) and the amplitude
oscillation of x- and z-polarization (Px and Pz) with a slower
period. The slower oscillations of Px and Pz amplitudes are
shown to attain maximum alternately with a period correspond-
ing to the slight energy difference between the near-degenerate
excited states. From the snapshots of the dynamic exciton
expression, these rapid and slow oscillations of polarizations
are found to be caused by the polarization in each monomer
and the exciton recurrence motion between the monomers,
respectively. From the analysis of off-diagonal density matrices,
F1i

ex real(t)d1i(r), which dominantly describe the oscillatory polar-
ization density, F1i

real(t) for i ) 2(HfL) and 5(H-1fL+1)

Figure 5. Time evolution of off-diagonal density matrices F1i
ex real(t)

(i ) 2-5) at times t ∼ 501 fs (a), t ∼ 692 fs (b), and t ∼ 893 fs (c).
See Figure 3 for further legends.

Figure 6. Off-diagonal reduced one-electron density matrices d1i(r)
[)21/2ψa(r) ψr(r)] for i ) 2-5. White and black surfaces show the
isovalue surfaces of (0.001 au. See Figure 3 for further legends.
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[3(H-1fL) and 4(HfL+1)] are found to oscillate with an
eigenfrequency of state 2 (state 3): there is a difference in
oscillation period relating to the energy difference between the
two near-degenerate states. Because these frontier MOs of the
dimer are constructed from symmetric and antisymmetric
mixings of HOMO and LUMO of the monomer with relatively
weak coupling, the contributions of F1i

real(t)d1i(r) turn out to
amplify or cancel on each monomer, in which the period of
amplification (cancelation) is determined by the difference
between the eigenfrequencies of the two near-degenerate states
composing a superposition state. As a result, we can illuminate
more realistic and detailed dynamic motions of exciton densities
composed of both the field-induced rapid polarization oscilla-
tions in each monomer and the slower exciton recurrence motion
between the monomers using the MOQME approach. Although
the present system belongs to a relatively weak intermonomer
coupling regime, the advantage of the present approach will be
better demonstrated in case of super- and supra-molecular
systems with strong couplings and/or delocalized exciton
distributions as well as with incoherent (relaxation) effects. The
realization of experimental observation of such recurrence
behavior strongly depends on the sufficient suppression of the
various relaxation effects. In the present MOQME approach,
we will discuss the effects of decoherence processes using the
relaxation factors ΓRR;�� of eq 2 and ΓR�;γδ of eq 3, which are
related to the electronic structures through the CI coefficients.24

The study toward this direction is in progress in our laboratory.
On the other hand, to discuss the coherent energy transfer

processes of various real systems, we also need to improve the
description of excited states. As is well-known, CIS excitation
energy is overshot more than 1 eV. One way to improve this
deficiency, the use of time-dependent density functional theory
(TDDFT) method is a promising candidate. Although there are
still significant problems in conventional DFT exchange-
correlation functionals to describe the optical properties, several
novel exchange-correlation functionals are developed to over-
come the issue. A development of the MOQME method
combined with the TDDFT schemes would enable us to perform

more quantitative predictions and discussion on the relationships
between the electronic structures and coherent processes.
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