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We present quantum mechanical calculations designed to disentangle the influences of solvent effects and
substituent effects on ionic nucleophilic substitution reactions. In particular, we compare the Sy2 reactions of
CI™ with CH3;CH(X)CI and (CH3);CCH(X)CI for X = H and CN in the gas phase and aqueous solution. We
find that, for all of these reactions, transition state distortion and dielectric descreening effects are quantitatively
larger in magnitude than hydrophobic effects or exchange repulsion, but they also roughly cancel one another
so that differential solvation contributes little to differences in the free energies of activation associated with
a CHj; versus a (CHj3);C group as a substituent at the reacting position. Differential solvation of the transition-
state structures relative to the reactants is less unfavorable for X = H than for X = CN because of the greater
charge separations in the X = H case, and this separation places more positive charge on the reacting carbon
center. The smaller deceleration associated with aqueous solvation for X = H roughly balances the gas-phase
acceleration predicted for X = CN so that the aqueous activation free energies for the substrates are predicted

to be similar for these two substituents.

1. Introduction

It has long been known' that liquid-phase bimolecular
nucleophilic substitution (Sx2) reactions of substituted alkyl
halides RCH,Y (where Y is a halogen) proceed more slowly
when R is a larger alkyl group than when it is a smaller one (or
a hydrogen). The largest difference between successive homo-
logues RCH,Y is for R = H and R = CH;, and smaller
differences are observed between the increasingly larger alkyl
groups. This trend associated with S-substitution was originally
interpreted in terms of a steric effect: large groups R effectively
block the backside approach of the incoming nucleophile to the
reactive methylene carbon.? The influence of a polar effect, that
is, an effect associated with differences in electron-donating
tendencies for different alkyl groups, was discounted owing to
the f3 relationship between these groups and the reactive center.
This analysis for RCH,Y systems thus contrasted 5-substitution
effects with o-substitution effects (i.e., effects associated with
the variation of alkyl groups R in reactants R;CY), since polar
effects were considered to be quite important for the latter.
An additional consideration is that it has long been recognized
that solvation retards the rate of any particular SN2 reaction of
the form X~ + RCH,Y — RCH,X + Y because charge is
distributed more widely in the “critical complex” (now called
the transition state or TS) than in the reactants.’

Quantitatively, the Arrhenius activation energies relative to
R = H for the Sy2 reactions of EtO™ with RCH,Br in ethanol
were found to be 1.0, 1.4, 2.8, and 6.2 kcal/mol for R = CHs,
CH;CH,, (CH3),CH, and (CHj3);C, respectively. These differ-
ences served to stimulate theoretical models focusing on steric
hindrance.? In the present article, we use ‘“steric” in the
traditional sense of a direct interaction between two groups due
to exchange repulsion.
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Although early work did not attribute any portion of substitu-
tion effects (e.g., Me vs Et) to differential solvation effects, we
now recognize that increasingly bulky nonpolar substituents
affect solvation free energies by a noninductive, nonsteric effect
called solute descreening. Thus, a solvent screens the Coulomb
interactions between separated (partial) charges in solutes, with
the magnitude of the screening being proportional to the
solvent’s dielectric constant, so that a more polar solvent more
effectively screens charge—charge interactions such as those
between polar functional groups. However, a large alkyl group
near a polar functional group prevents the close approach of
solvent to the latter and thereby acts to descreen the polar group.?
Depending on the process in question, differential descreening
effects may have magnitudes equal to or larger than classic polar
or steric effects.

A considerable amount of modern work on Sy2 reactions has
been motivated by the search for an understanding of intrinsic
reactivity, defined as ‘“chemical behavior in a solvent-free
environment.”* As a further step toward focusing on intrinsic
characteristics, one can especially consider symmetric reactions,
for which the free energy of activation relative to the encounter
complex corresponds to the intrinsic free energy of activation
of Marcus theory.’ Regan et al.® measured rates of the nearly
symmetric ¥’Cl~ + CH;CH(CN)*CI (R1) and *’Cl~ + (CH3)s-
CCH(CN)*CI (R2) Sy2 reactions in the gas phase and inferred
by a statistical treatment of the rate constants that the relevant
barrier heights are —1.6 and 0.0 kcal/mol, respectively (note
that a small negative energy barrier in such reactions is still
associated with a rate-controlling dynamical bottleneck because
the free energy of activation is positive). This difference, 1.6
kcal/mol, is smaller than the 5.2 kcal/mol energetic difference
mentioned above for the reactions of CH3;CH,Br and
(CHj3);CCH,Br with EtO™ in ethanol. To explain this, Regan et
al.% calculated (using a Monte Carlo explicit-solvent simulation
method’) the difference in the aqueous solvation contribution
to the free energy of activation for these two reactions and found
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that the solvation effect is 4.0 kcal/mol more positive (retarding)
for the R = (CHj3);C case than the R = CHj case. The
conclusion was that there is an intrinsic steric effect, but the
aqueous reaction is slowed down primarily by solvation and
only secondarily by nonbonded interactions that could be labeled
steric effects.

The question of steric retardation of SN2 reactions in the gas
phase and solution was subsequently re-examined by Vayner
et al.® They first calculated gas-phase standard-state enthalpies
of activation A*Hg by the CBS-QB3//B3LYP/6-311G(2d,d,p)
method® for the two Sy2 reactions studied by Regan et al. plus
three other reactions. Their A*H{ values were —0.6 and 5.7
kcal/mol for (R1) and (R2), respectively—with the former in
reasonable agreement with experiment and the latter in poor
agreement with experiment, casting doubt on the experiment
or its interpretation and the conclusions drawn from it. Vayner
et al.} also calculated the standard-state free energy of activation
A*Gog in both the gas phase and the aqueous solution, with
solvation treated by the CPCM'? implicit solvent model. They
found A* G for R1 and R2 equal to 6.3 and 12.6 kcal/mol,
respectively, in the gas phase, and 40.5 and 46.9 kcal/mol,
respectively, in solution. The gas-phase difference of 6.3 kcal/
mol is about equal to the solution difference of 6.4 kcal/mol, in
opposition to the conclusion of Regan et al. with respect to a
presumed large solvation effect. They inferred that the conclu-
sions of ref 6 are most likely not true.

We decided to re-examine these reactions with theoretical
methods designed to ensure convergence of the gas-phase
energetics with respect to electron correlation and a one-particle
basis set and also to address the influence of solvent using
models demonstrated to be highly accurate for the prediction
of aqueous free energies of solvation. We report here the results
of these re-investigations.

2. Theory

We consider only a temperature 7" of 298 K.
The standard-state free energies of species X in the gas phase
(2) and aqueous solution (aq) are related by!°

G°(X,aq) = G°(X.g) + AG(X) ey

where AGs is the standard-state free energy of solvation.
Summing eq 1 over products and subtracting the sum over
reactants give the standard-state free energy of reaction:

AG°(aq) = AG°(g) + AAGS )

The analogue of eq 2 for the standard-state free energy of
activation is

A'G°(aq) = A*G°(g) + A*AGE 3)

where A*G° is the free energy of the transition state (which is
missing one degree of freedom) minus the sum of the free
energies of reactants and A*AGyg is the difference between the
free energy of solvation of the transition state and the sum of
the free energies of solvation of the reactants. The transition
state should be variationally optimized,'? but for typical sym-
metric Sy2 reactions, which include those studied here, the
variational transition state is the same as the conventional one.
Therefore, we apply conventional transition state theory here,
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in which case the gas-phase transition state is located at a saddle
point on the gas-phase potential energy surface,'® and in the
equilibrium solvation path approximation, the liquid-phase
transition state is located at a saddle point on the solute potential
of mean force.™

For clarity, in various contexts one might add a subscript T
or a subscript value of the temperature to the free energies of
eqs 1—3 when it is desirable to emphasize the temperature.

The standard-state free energy of solvation may be written
as

AGY(X) = AGE(X) + AGS,,. )

where AG5(X) corresponds to the solvation free energy in a
process in which the concentration of solute X is the same in
the gas phase and a dilute liquid (for such a process the solvation
free energy is directly related to the work of coupling a single
X in dilute solution to the solvent'S) and AGg,,. is the free energy
required to bring the concentrations to their standard-state values.
Here we use standard states of a 1 atm ideal gas and a 1 M
ideal solution, for which AGS,,c = +1.89 kcal/mol.

We calculate G°(X,g) in the Born—Oppenheimer approxima-
tion as the potential energy and vibrational zero point energy
plus the thermal electronic—vibrational —rotational —translational
free energy. All vibrational—rotational contributions are calcu-
lated in the harmonic oscillator rigid rotator approximation.

We calculate AGs(X) by an implicit solvation model,! in
particular by the SM8!® solvation model. In this model, we
havell,l(),l7

AGE = AGgrp + Geps 5)
where
AGgnp = AEpy + Gp (6)

In these equations, Gp is the free energy of polarizing the solute
(equal to the favorable solute—solvent interaction energy in the
equilibrium polarized state minus the cost of polarizing
the solvent'®), AEgy is the potential energy cost of raising the
internal energy of the solute by geometric and electronic
distortion to reach the most favorable polarized state in the
liquid-phase solute, and Gcps is the cavity-dispersion-solvent
structure term. Gp is calculated electrostatically using the bulk
electrostatic dielectric constant of the solvent,!"'®!7 but since
the solvation free energy is not rigorously separable into
electrostatic and nonelectrostatic terms,'® Gepg is parametrized!®
to be consistent with the assumed bulk electrostatic model; thus,
Gcps also includes the nonbulk electrostatic component of the
solvation free energy. We note that the deviation of hydrogen
bonding from that predicted by bulk electrostatics is included
in the solvent structure component of Gcps, and dielectric
descreening (which was mentioned already in the introduction)
is contained in Gp by using a realistic solute cavity.?® A key
aspect of the calculation of Gp is that it includes a realistic
description of the size and shape of the solute cavity for both
the reactants and the transition state.!!

3. Methods

The first set of calculations was carried out by hybrid
Kohn—Sham density functional theory?! with the M06-2X
density functional?? and the 6-31+G(d,p) basis set.?? Solvation
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TABLE 1: Gas-Phase Energetics (kcal/mol)

method R1 R2 R1 R2 R1 R2
CBS-QB3¢ na’ n.a. —0.6 5.7 6.3 12.6
MO06-2X —0.5 6.0 —-0.9 5.6 6.4 14.0
BMC//M06-2X —0.4 5.6 —0.8 52 6.5 13.6

“ Vayner et al., ref 8. " n.a. denotes not available.

TABLE 2: Aqueous Standard-State Free Energies of
Activation (kcal/mol) at 298 K

R1 R2
CBS-QB3/CPCM* 40.5 46.9
MO06-2X/SM8° 36.4 435
BMC//M06-2X/SM8? 36.5 43.1

@ Gas-phase geometries. ” Liquid-phase geometries.

TABLE 3: Components of Aqueous Standard-State Free
Energies of Activation (kcal/mol) at 298 K

row quantity formula R1 R2
1 A*G°(g) 6.5 13.6
2 A*Gp 319 28.6
3 A*AEgy 0.3 3.0
4 A*AGgnp 2+3 322 31.6
5 A*Geps —0.3 —0.3
6 A*AGs 445 319 31.3
7 A*AGZon —-1.9 —-1.9
8 A*AGS 6+7 30.0 29.4
9 A*G°(aq) 1+8 36.5 43.1

was included by the SM8 model. The SMS calculations require
partial atomic charges, and these were obtained by the CM4M
charge model.>* Geometries of reactants and transition states
were optimized in both the gas phase and the liquid phase. This
first set of calculations will be denoted M06-2X in the gas and
SM8/M06-2X in aqueous solution.

In the second set of calculations, the reactant and transition
state potential energies at the M06-2X/6-31+G(d,p) gas-phase
reactant and saddle point geometries were adjusted by single-
point calculations with the BMC-CCSD multicoefficient cor-
relation method.?> The same correction was also applied in the
liquid state. These calculations are denoted BMC//M06-2X for
the gas and BMC//SM8/M06-2X for the aqueous solution, where
BMC denotes the balanced multicoefficient method.

Software. All calculations were carried out using the Gauss-
ian 03% suite of electronic structure programs with local
modifications.?”8

4. Results

For this and previous work, Table 1 compares, for reactions
R1 and R2, the gas-phase potential energy barrier heights, V*
(also called classical barrier heights), the standard-state enthal-
pies of activation at 0 K, A*H{ (also called zero-point-inclusive
barrier heights), and the standard-state free energies of activation
at 298 K, A* G3g. Table 2 gives aqueous-phase free energies
of activation at 298 K, and Table 3 gives the components of
the SMS calculations of Table 2. Table 4 details the two key
geometrical variables of the gas-phase and aqueous transition
states, namely, the length of the making and breaking C—Cl
bonds (identical by symmetry) and the C1—C—CI bond angle.
The deviation of the latter variable from 180°, which would be
expected for an ideal backside attack, provides some indication
of the steric influence of the various substituents. Table 5
provides the chlorine atom partial charges for reactants and
transition states.
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TABLE 4: Bond Distances and Bond Angles of Partial
Bonds at Transition States

R1 R2
variable B3LYP MO06-2X B3LYP M06-2X
Gas Phase
re-cn A 2.45 237 2.54¢ 2.43
Oci—c—c1, deg 161¢ 163 140¢ 148
Aqueous Phase
re-c A na.’ 2.40° na 2.49¢
Oci—c—c1, deg n.al 162¢ n.at 144¢

@ Vayner et al., ref 8. ? Not given in ref 8. ¢ M06-2X/SMS.

TABLE 5: Partial Charges (au)’ on Cl in M06-2X and
MO06-2X/SMS8 Calculations

phase R1 R2
Reactant
gas —1.00, —0.10 —1.00, —0.10
ag//gb —1.00, —0.12 —1.00, —0.11
aqueous —1.00, —0.12 —1.00, —0.12
Transition State
gas —0.58, —0.58 —-0.57, —0.57
aqg//gb —0.61, —0.61 —0.62, —0.62
aqueous —0.61, —0.61 —0.64, —0.64

@1 atomic unit (au) of charge is the charge on a proton. ? aq//g
denotes liquid-phase charges at gas-phase geometries.

5. Analysis and Discussion

5.1. Gas Phase. Our predictions at the M06-2X level and
the BMC level are very similar to one another, increasing our
confidence in their quantitative utility. The new R1 results in
Table 1 are in excellent agreement with ref 8, and the R2 free
energy of activation is 1.0 kcal/mol higher. Thus, our calcula-
tions agree that R2 should be much slower than R1 in the gas
phase. The BMC calculations predict a slowdown of exp(—7.0
kcal mol~!/RT), which equals 7.3 x 107° at 298 K, whereas
the measured slowdown in ref 6 is only a factor of 0.16. These
results are especially irreconcilable in light of the accuracy
shown in validation studies of the various methods used here.
In those validation tests,?® the mean unsigned errors of CBS-
QB3, M06-2X/6-31+G(d,p), and BMC-CCSD methods for a
diverse representative set of 24 barrier heights are 1.6, 1.5, and
0.7 kcal/mol, respectively, and are even smaller for a subset of
six representative barrier heights for Sy2 reactions, in particular,
1.1, 1.4, and 0.5 kcal/mol, respectively.

The gas-phase geometries in Table 4 differ considerably, with
B3LYP giving partial bond distances that are 0.08—0.11 A
longer than the present ones. Notably, ref 8 also reports B3LYP
geometries for the paradigmatic CI~ + CH;Cl transition state,
and the listed C—Cl partial bond length, 2.36 A, is 0.06 A larger
than the most accurate available one for this prototype case,
which is 2.30 A3 it is thus reasonable to assume that the
B3LYP partial bond distances are similarly too large for R1
and R2. M06-2X/6-31+G(d,p) gives 2.32 A for the C—Cl bond
length at the gas-phase TS for CI~ + CH;Cl, in much better
agreement with the most accurate available values, so we infer
similar accuracy here. The longer making and breaking bond
length in R2 compared to R1 and the greater deviation from
180° for the bond angle 6 are consistent with the expected
effects of changing the substituent R from CH; to (CH3);C. In
the case of the bond length, the #-butyl group provides improved
hyperconjugative stabilization of a partial positive charge at the
reacting carbon center compared to a methyl group, so the
greater ionic character associated with longer C—CI bonds is
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Figure 1. Hyperconjugative resonance in the Sy2 transition-state
structure, which will be more stabilizing for X = CHj; than for X = H,
but the larger CHj substituent will also introduce unfavorable steric
interactions with the CI atoms as illustrated for the mesomer on the
left.

stabilized (Figure 1). In the case of the bond angle, the 15°
reduction seen on changing the substituent R from CHj; to
(CHj;)5C is consistent with the latter group being unable to avoid
placing methyl substituents approximately gauche to the making
and breaking C—Cl bonds. The observation that B3LYP predicts
a bond angle 8° smaller than M06-2X even though it simulta-
neously predicts longer C—CI bonds is consistent with the
tendency of this functional to overemphasize repulsive aspects
of nonbonded interactions by failing to account for dispersion-
like medium-range correlation energy.?>3!

5.2. Aqueous Phase. Table 2 shows agreement to within 4.0
kcal/mol between the present and the previous free energies of
activation in the aqueous phase. It is difficult to predict absolute
free energies of solvation for ions (in validation tests'¢ against
60 anions in aqueous solution, SM8 gave mean unsigned errors
of 3.7 kcal/mol with the 6-31G(d) basis set and 3.2 kcal/mol
with 6-31+G(d,p), whereas CPCM gave 8.9 kcal/mol with
6-31G(d)), and thus we consider this to be reasonable agreement
between the two methods. SM8 predicts aqueous solvation to
increase the free energy of activation for each reaction by about
30 kcal/mol.

As shown in Table 4, the making and breaking C—CI bonds
are predicted to be 0.03 and 0.06 A longer in aqueous solution
than in the gas phase for reactions R1 and R2, respectively.
An increase in this bond length is consistent with solvation
stabilizing separated charge, as the partial charges on the reacting
carbon center and the chlorine atoms (see Figure 1) increase
with increasing bond distance. The larger effect for R2 compared
to R1 is consistent with the greater ability of the 7-butyl group
to stabilize partial positive charge on the reacting carbon center.
Kormos and Cramer (one of the current authors) observed
similar trends in the making and breaking C—Cl bond lengths
when studying Sy2 and Sy2’ reactions of allylic halides; indeed,
they observed that when stabilization of the incipient carbenium
ion was sufficiently large, the making and breaking bond lengths
became infinite, corresponding to a crossover from Sy2-type
reactivity to a preference for Sx1-type ionization.*? In addition
to the bond length changes, the bond angle 6 is predicted to
decrease by 1—4° in the two TS structures. Such a bond angle
decrease is consistent with the tendency for solvation to stabilize
aggregation of like charges; however, the change is not very
large here, and the potential energy surface is reasonably flat
along this coordinate, so we resist overinterpreting this change.

Table 3 shows that the solvation effects on the activation free
energies for R1 and R2 are entirely dominated by solvent
polarization, since A*Gcpgs is a very small —0.3 kcal/mol in each
case. Moreover, the differential polarization free energies
between the TS structures and the reactants A*AGgyp are very
similar for R1 and R2, 32.2 and 31.6 kcal/mol, respectively. In
the case of R1, the contribution of A*AEgy to A*AGgyp is very
small, 0.3 kcal/mol, which indicates that the reactants and TS
structure are similarly polarizable with respect to gaining
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TABLE 6: Substituent Effects on Activation Free Energies
(kcal/mol)

level t-Bu—Me
Gas Phase
CBS-QB3 6.3
BMC//M06-2X 7.1
Aqueous Phase
CBS-QB3/CPCM 6.4
BMC//M06-2X/SM8 6.6

solvation free energy from the polarization of the gas-phase
structure and electronic density in solution. In the case of R2,
however, A*AEgy contributes an order of magnitude larger, 3.0
kcal/mol, to A*AGgyp. This is consistent with the considerably
larger change of the solution TS structure relative to the gas
phase for R2 compared to R1; geometric relaxation in R2
changes Gp for the TS structure from —55.1 kcal/mol for the
gas phase to —57.7 kcal/mol, while for R1 the change is from
—55.5 to —57.0 kcal/mol. This roughly 50% greater change for
R2, together with additional effects associated with the reactants,
reduces the positive A*Gp contribution to the activation free
energy from 31.9 kcal/mol for R1 to 28.6 kcal/mol for R2, but
the additional A*AEgy cost of the necessary geometric/electronic
distortion results in a net A*AGgnp value for R2 that is within
0.6 kcal/mol of that for R1. Thus, the aqueous solvation effects
on the two reaction activation free energies are predicted to be
almost identical. We note that at first glance it may appear
surprising that the Gp values for the two gas-phase TS structures
should be so quantitatively similar to one another, as one might
infer from this that the greater dielectric descreening associated
with the #-butyl group in R2 compared to the methyl group in
R1 is unimportant. However, it must be recalled that the two
TS structures are quite different with respect to the C—Cl
making and breaking bond lengths (longer in R2) and C1-C—Cl
angle (more acute in R2). The geometric changes in R2 relative
to R1 compensate for the greater dielectric descreening of the
t-butyl group, and it is coincidental that these different factors
lead to a net Gp value close to that for R1.

Table 5 extends this analysis to the effects of geometry and
density polarization on the chlorine atom partial charges of the
reactants and TS structures. For the reactants in R1 and R2,
the partial charge on the chloride ion is obviously invariant at
—1, and polarization of the solvated density at the gas-phase
geometry leads to an increase in the partial negative charge of
the alkyl halide chlorine atom by 0.01—0.02 au. Relaxation of
the reactant geometry increases this polarization by less than
0.01 au, which is consistent with the “stiff” nature of the
reactant, at least with respect to geometric distortions that might
be expected to increase internal charge separation. For the TS
structures of R1 and R2, by contrast, larger increases in chlorine
atom partial charges are seen: charge polarizations of 0.03 and
0.05 au for R1 and R2, respectively, when the solvated density
is relaxed at the gas-phase geometry and an additional 0.02 for
R2 when the TS geometry itself is permitted to relax in solution.
Again, as noted above, the larger effects for R2 are consistent
with its looser and more charge-separated character, which is
stabilized by the #-butyl substituent.

5.3. Substituent Effects. The net substituent effects on
activation free energies are summarized in Table 6. For this
purpose the substituent effect is defined as A* G59g for R2 minus
A* G5 for R1. All substituent effects in the table are in the
very narrow range of 6.3—7.1 kcal/mol. Focusing on the most
accurate results (BMC//M06-2X), we see that the substituent
effect is 7.1 kcal/mol in the gas phase and 6.6 kcal/mol in
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TABLE 7: Aqueous Standard-State Free Energies of
Activation (kcal/mol) at 298 K
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TABLE 8: Components of Standard-State Free Energies of
Activation (kcal/mol) at 298 K

R3 R4 quantity R3 R4

CBS-QB3/CPCM 38.4 47.6 A*G°(g) 11.5 18.1
MC-FEP 239 30.4 A*Gp 22.1 18.4
MO06-2X/SM8 34.0 42.0 A*AEgy 2.8 7.0
BMC//M06-2X/SM8 34.3 41.6 A*AGenp 24.9 254
A*Geps —-0.2 —0.1

. . A*AGS 24.7 25.3
solution. Hydrophobic effects and solute—solvent exchange AIAGS, ~19 ~19
repulsion (i.e., direct steric interaction of solute and solvent) AAGS 22.8 23.4
are contained in Gcps; since, as noted above, A*Gepg is A*G°(aq) 34.3 41.6

essentially the same for both reactants (accelerating by 0.3 kcal/
mol), we conclude that differential hydrophobic effects and
direct solute—solvent steric interactions are not important in
understanding the contribution of solvation to the substituent
effect. Instead, the rather small solvent contribution of —0.5
kcal/mol to the substituent effect can be attributed to electrostatic
polarization effects because it is dominated by A*AGgyp, Which
Table 3 shows to be equal to —0.6 kcal/mol. In terms of absolute
solvation free energies for individual species, AGgnp is less
negative for R2 than for R1 by 1.3 kcal/mol for the TS structure
(—53.5 vs —54.8 kcal/mol) and by 1.9 kcal/mol for the reactants
(—85.1 vs —87.0 kcal, where the difference is entirely associated
with the alkyl halide as the chloride ion contributes a constant
value in each case), leading to the A*AGgyp value of —0.6 kcal/
mol.

The dielectric descreening effect discussed above is evident
in the less negative AGgnp values for R2 compared to those of
R1. If we were only to examine the partial charges in Table 5,
we would expect the opposite ordering in the TS structure
because it has larger chlorine partial atomic charges. However,
as the r-butyl group imposes more dielectric descreening than
methyl, the R2 stationary points either have smaller Gp values
or must distort more (and pay the gas-phase cost of that
distortion) to offset the descreening effect. We emphasize that
dielectric descreening may affect the activation free energy in
the same manner as a hydrophobic effect, but physically it is
an entirely different phenomenon associated primarily with
electrostatics rather than local solvent structure.

6. Another Example

We also considered the Sy2 reactions of ClI™ with CHjs-
CH(X)CI and (CH;3);CCH(X)CI for X = H (R3 and R4,
respectively) in place of X = CN (R1 and R2, respectively).
These reactions are of special interest because they have also
been studied in ref 8 by two methods, the CBS-QB3/CPCM
method® mentioned already and also by Monte Carlo/free energy
perturbation theory** (MC-FEP). The aqueous free energies of
activation are compared in Table 7. The substituent effect, that
is, the predicted difference in activation free energy for R3
versus R4, ranges from 6.5 kcal/mol, predicted by MC-FEP, to
9.2 kcal/mol, predicted by CBS-QB3/CPCM. The best SM8
prediction is 7.3 kcal/mol. Again, we focus on physical effects
rather than absolute values.

Table 8 provides a breakdown of solvation components for
R3 and R4 like that in Table 3. The solvation contribution to
the substituent effect A*AGs is 0.6 kcal/mol, which is again
dominated by A*AGgyp, which contributes +0.5 kcal/mol. Here,
however, the solute geometric/electronic distortion effect
A*AEgy is even greater than for the case of R1 versus R2,
contributing +4.2 kcal/mol, which reverses the substituent effect
of —3.7 kcal/mol that would be calculated from the raw
polarization free energies A*Gp. The interplay between distortion
energy and polarization free energy is thus not only quantita-

tively different in the case of R3 and R4 but actually
qualitatively different.

The difference between the two sets of reactions must, of
course, be attributed to the influence of the CN group compared
to H at the reacting center. This difference can be seen in the
TS structures. In the gas phase, the making and breaking C—Cl
bond lengths are nearly identical for R1 compared to R3 and
R2 compared to R4; however, the partial charges on the chlorine
atoms are not: the gas-phase charges on the CI atoms in the R3
and R4 TS structures are about 0.1 au more negative (each)
than in the analogous structures for R1 and R2. There is thus
a much greater charge separation in the R3 and R4 TS
structures, and this separation places positive charge character
on the carbenium-like reacting carbon center. The CN group,
being inductively electron-withdrawing, suppresses this charge
separation in R1 and R2. With larger starting partial charges
on the chlorine atoms, there is the potential for greater gains in
polarization free energy associated with further loosening the
TS structure. Indeed, the SMS relaxed structures have average
making and breaking C—Cl bond lengths of 2.48 A for R3 (cf.
2.40 for R1) and 2.61 A for R4 (cf. 2.49 for R2). This causes
the raw Gp values to be substantially more negative for the
relaxed TS structures of R3 and R4 compared to R1 and R2,
namely, —61.9 and —64.6 kcal/mol for R3 and R4, respectively
(cf. —57.0 and —57.7 kcal/mol for the TS structures of R1 and
R2), but the distortion costs are similarly larger.

So, for each set of reactions varying by substitution of a
t-butyl group for a methyl group, solvation has a fairly small
influence on the relative activation free energies because of a
cancellation of various effects of modest magnitude on the
relevant reactant and TS structures. However, comparing X =
H to X = CN, we see that the contribution of aqueous solvation
to the activation free energies, A*AGS, is considerably more
positive for R1 and R2 (about 30 kcal/mol, see Table 3) than
for R3 and R4 (about 23 kcal/mol, see Table 8). This trend
reflects the reduced charge separation in the TS structures for
R1 and R2, caused by CN substitution at the reacting carbon
center, which leads to reduced solvation free energies for the
TS structures. Interestingly, the net free energies of activation
in aqueous solution for R1 compared to R3 or for R2 compared
to R4 are predicted to be within about 2 kcal/mol on one another,
because the smaller decelerating influence of water on the X =
H reactions roughly compensates for the accelerating gas-phase
effect associated with X = CN substitution. This comparison
thus represents another example of the typical observation that
solvation levels the landscape when energy differences are
associated primarily with charge separation.

7. Lessons Learned

The solvent effect on the difference between the SN2 reaction
rates of CH;CH(X)CI and (CH;);CCH(X)CI is small for X =
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CN and X = H. The reduced solvation that would be expected
from the greater dielectric descreening associated with the larger
t-butyl group is roughly balanced by the greater tendency of
this group to permit geometric and electronic distortion to
recapture some of this lost polarization free energy; in magnitude
the substituent effect on distortion cancels 8§2% of the substituent
effect on the polarization free energy for X = CN and reverses
the sign of the net effect for X = H. A quantitative understand-
ing of these effects requires taking into account all of the
changes associated with distortion of the transition-state struc-
tures from their gas-phase geometries to their aqueous ones,
taking a full account of the volume and shapes of all substituents
when calculating the polarization energy. Thus, explanations
of substituent effects that use simple models of fixed geometries
or spherical, elliptical, or otherwise nondescript cavities would
be unlikely to uncover the dominant quantitative aspects.

8. Concluding Remarks

Although the question of steric effects versus solvation effects
on SN2 reactions is more than 70 years old, only recently have
all the tools come in place for understanding the problem, and
it turns out that computational chemistry provides the required
detailed information necessary to dissect the process, although
this information is still unavailable experimentally.

To produce reliable results, several advances were required,
including (i) the ability to calculate reasonably accurate gas-
phase barrier heights for systems with up to eight nonhydrogenic
atoms, (ii) the capability to optimize geometries of transition
states reliably in both the gas and the liquid solution phases,
(iii) the validation of density functionals that correctly estimate
medium-range correlation energy so that steric effects and alkyl
branching effects are treated properly, (iv) the ability to calculate
accurate free energies of solvation, and (v) an appreciation of
how to partition solvation effects into quantitatively meaningful
contributions from geometric, bulk-electrostatic, and first-
solvation-shell effects. An analysis at this level of reliability
would not have been possible even a few years ago. It is
encouraging that quantum chemistry has now advanced to the
point where we can begin to provide nuanced answers to some
of the longest-standing questions of mechanistic chemistry.
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