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The graphically contracted function (GCF) method is extended to include an effective one-electron spin-orbit
(SO) operator in the Hamiltonian matrix construction. Our initial implementation is based on a multiheaded
Shavitt graph approach that allows for the efficient simultaneous computation of entire blocks of Hamiltonian
matrix elements. Two algorithms are implemented. The SO-GCF method expands the spin-orbit wave function
in the basis of GCFs and results in a Hamiltonian matrix of dimension Ndim)NR((Smax + 1)2 - Smin

2). NR is
the number of sets of nonlinear arc factor parameters, and Smin and Smax are respectively the minimum and
maximum values of an allowed spin range in the wave function expansion. The SO-SCGCF (SO spin contracted
GCF) method expands the wave function in a basis of spin contracted functions and results in a Hamiltonian
matrix of dimension Ndim ) NR. For a given NR and spin range, the number of parameters defining the wave
function is the same in the two methods after accounting for normalization. The full Hamiltonian matrix
construction with both approaches scales formally as O(NR

2ωn4) for n molecular orbitals. The ω factor depends
on the complexity of the Shavitt graph and includes factors such as the number of electrons, N, and the
number of interacting spin states. Timings are given for Hamiltonian matrix construction for both algorithms for
a range of wave functions with up to N ) n ) 128 and that correspond to an underlying linear full-CI CSF
expansion dimension of over 1075 CSFs, many orders of magnitude larger than can be considered using traditional
CSF-based spin-orbit CI approaches. For Hamiltonian matrix construction, the SO-SCGCF method is slightly
faster than the SO-GCF method for a given NR and spin range. The SO-GCF method may be more suitable for
describing multiple states, whereas the SO-SCGCF method may be more suitable for describing single states.

1. Introduction

In the graphically contracted function (GCF) method,1-4 the
configuration interaction (CI) wave function is expanded as a
linear combination of GCFs

where the GCF basis functions |P〉 in turn are linear combina-
tions over the configuration state function (CSF) basis of
dimension NCSF

The method is formulated in terms of spin-eigenfunctions using
the Graphical Unitary Group Approach (GUGA).5,6 The expan-
sion coefficients xm

P are products of arc factors associated with
the Shavitt graph

Each GCF basis function |P〉 corresponds to a particular set of
arc factors rP. NR is the number of sets of arc factors. The arc
factor Rµ(q;m)

P is associated with the arc µ in the directed walk

connecting orbital levels (q - 1) to q in the CSF |m̃〉. There are
n orbitals in the Shavitt graph, so each CSF coefficient in a
particular GCF consists of a product of n arc factors. Conse-
quently, the wave function depends on the linear coefficients
cP and on the nonlinear arc factor parameters. The expansion
form is appropriate for both ground and excited states and to
closed- and open-shell molecules. NR dimensions in the range
10-20 have been shown sufficient4 to achieve chemical
accuracy for small molecules.

Efficient recursive algorithms have been developed to com-
pute reduced density matrices, scalar products SPQ)<P|Q〉, and
Hamiltonian matrix elements HPQ ) 〈P|Ĥ|Q〉 in this basis. In
the non-spin-orbit case, the effort required to construct an
individual Hamiltonian matrix element between two GCF basis
functions HPQ scales as O(ωn4) for a wave function expanded
in n molecular orbitals. The prefactor ω itself scales between
N0 and N2, for N electrons, depending on the complexity of the
underlying Shavitt graph. The corresponding metric matrix
element SPQ ) 〈P|Q〉 requires effort that scales as O(ωn), the
transition reduced density matrix DMN requires O(ωn2) effort,
and the two-particle density dMN requires O(ωn4) effort. There
is no component of the effort or storage for matrix element
computation that scales as NCSF.

In this work, we extend the GCF method to include the
spin-orbit (SO) interaction into the Hamiltonian matrix element
construction within a relativistic effective core potential (RECP)
formalism,7 and we present timing results for our initial
implementations. When the spin-orbit interaction is incorpo-
rated, the wave function expansion basis must include several
possible interacting spin states.8 Two paradigms have been
explored previously: the straightforward idea of computing
interactions between separate Shavitt graphs, and the idea of† Part of the “Russell M. Pitzer Festschrift”.

|ψ〉 ) ∑
P)1

NR

cP|P〉 (1)

|P〉 ) ∑
m)1

NCSF

xm
P |m̃〉 (2)

xm
P ) ∏

r)1

n

Rµ(r;m)
P (3)

J. Phys. Chem. A 2009, 113, 12741–12747 12741

10.1021/jp9059032 CCC: $40.75  2009 American Chemical Society
Published on Web 09/08/2009



merging several such graphs together to form a single multi-
headed Shavitt graph. This latter paradigm appears to be
particularly promising because it allows the interactions to be
computed for all of the interacting spin states simultaneously,
with only minimal additional effort compared to the non-
spin-orbit, single-headed graph case. Particularly when applied
to ground and excited states of molecules containing transition
metals, lanthanides, and actinides, which are characterized by
large spin-orbit interactions involving many valence electrons
with sometimes large numbers of interacting spin states,9 the
multiheaded Shavitt graph paradigm appears to have significant
computational advantages. Closed-form expressions have been
derived8 for the number of nodes and arcs in full-CI multiheaded
Shavitt graphs and also for the number of nodes in the
corresponding auxiliary pair graphs; it is these parameters that
determine the efficiency and scaling properties of the reduced
density matrix and Hamiltonian matrix element construction.
As discussed in more detail in the following sections, for a
multiheaded Shavitt graph each set of arc factors results in
several graphically contracted wave functions associated with
the different graph heads which, in turn, are associated with
the interacting spin states.

2. Method

Yabushita, Zhang, and Pitzer10 have formulated the inclusion
of a one-electron spin-orbit operator into the GUGA CI
Hamiltonian in the traditional CSF basis. We briefly review that
work since our methods are based on it. The total Hamiltonian
operator is defined as the sum of the non-spin-orbit operator
and the spin-orbit operator

The non-spin-orbit Hamiltonian is defined in the usual way

with Êpr ) apR
† arR + ap�

† ar� and êprst ) ÊprÊst - δsrÊpt. The array
h includes the usual one-electron kinetic energy and nuclear
attractions, and the array g includes the two-electron repulsions.
The spin-orbital creation and annihilation operators apσ

† and
apσ correspond to spatial orbital �p(r) and spin function σ ∈
{R, �}. Matrix elements of Ĥ0 are computed in the usual way
within the GUGA formalism in which Abelian point group
symmetry is utilized.

A one-electron spin-orbit operator

is defined with the matrix elements10

The index A includes all nuclear centers, and the index lA is the
(truncated) spherical harmonic expansion index for nuclear
center A. The spin-orbit coupling functions �AlA(rA), the orbital

angular momentum lbA, and the projection operator ÔlA are all
defined with respect to nuclear center A. Averaged relativistic
effective core potentials and effective spin-orbit operators are
used to define the above one-election hSO matrix elements and
also to modify the above h matrix elements. In this manner,
only the noncore electrons and orbitals are treated explicitly.
The scalar part of this RECP approach is simple to incorporate
into software for nonrelativistic computations; the principal
complication arises from the symmetry properties of the
spin-orbit operator.11,12

The linear expansion space for the spin-orbit wave function
is the union of the |m̃;S,M〉 CSFs corresponding to Ŝ2eigenvalues
S(S + 1) and to ŜZ eigenvalues M ) -S, -S + 1, ..., +S. In
general, the wave function transforms according to double group
symmetry. However, the formalism is developed specifically
for even-electron wave functions corresponding to integral S
and M values, in which case the irreducible representations
correspond to those of normal point groups.13 Odd-electron wave
functions are computed by formally adding a fictitious nonin-
teracting electron in a fictitious orbital to result in a formal even-
electron system, and by treating this extra electron and orbital
implicitly. In this basis, a spin-orbit Hamiltonian matrix element
takes the form

where qγ,pr is a matrix element of the spherical tensor form of
the orbital angular momentum operator and sγ,σσ′ is a matrix
element of the spherical tensor form of the Pauli spin matrices.
Equation 8 is simplified further following McWeeny14,15 using
the Wigner-Eckart theorem.16-18

In this manner, the computation of a single reduced coupling
coefficient 〈m̃′;S′|Ẑpq|m̃;S〉 is sufficient to compute all of the
nonzero elements within the spin block indexed by the 2S′ + 1
values of M′ and by the 2S + 1 values of M.

Depending on the molecular symmetry, this could result in a
complex, hermitian, Hamiltonian matrix with complex eigen-
vectors. Instead, the “real spherical” basis used in ref 10 is
denoted |m;S,M(〉 and consists of linear combinations of the
spin eigenfunction basis functions.

These basis functions are normalized and are individually either
purely real or purely imaginary (assuming real orbital basis
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functions), and for all molecular symmetries this basis choice
results in a real, symmetric, Hamiltonian matrix which in turn
has real eigenvectors.

In this basis, the nonzero spin-orbit Hamiltonian matrix
elements correspond to |S - S′| e 1 and to |M( - M(′| e 1
(except that if S ) S′ and M( ) M(′ ) 0 then the matrix
elements are zero). All possible nonzero elements are enumer-
ated in eqs 50-57 of ref 10. In general, a spin-orbit Hamil-
tonian matrix element in the CSF basis is a product of an S-
and M-dependent factor from the 3j symbols and from eq 10, a
single Cartesian spin-orbit integral, and a Shavitt loop value
of type 8b.

Our present work uses the same approach described above,
except that the bra and ket functions are GCFs |P;S,M(〉 rather
than individual CSFs |m;S,M(〉. The reduced coupling coefficient
〈m̃′;S′|Ẑpr|m̃;S〉 in eq 9 is replaced with the reduced transition
density matrix element 〈P;S′|Ẑpr|Q;S〉 for GCFs constructed from
arc factor sets P and Q. These transition density matrix elements
are, in turn, computed recursively from products of segment
factor matrices, the elements of which are denoted Dpr

S′S,PQ. The
selection rules, i.e., the combinations of S, M(, and S′, M(′ that
correspond to nonzero matrix elements, are the same as for
individual CSFs. Consequently, a single reduced transition
density matrix element computation step is sufficient to deter-
mine all of the nonzero spin-orbit Hamiltonian matrix element
contributions arising within an entire spin block. This is
demonstrated in the following matrix element expression which
corresponds to eq 50 in ref 10.

with

This summation actually reduces to a single term in the CSF
basis as discussed in ref 10, but the full summation contributes
to the GCF basis expression since, in principle, all expansion
CSFs are included in the expression. In eq 12, Λt,pr ) -Λt,rp )
-iqt,pr is an element of the real, skew-symmetric representation
of the spin-orbit integral12 associated with the Cartesian orbital
angular momentum axis t ∈ {x, y, z}. Thus all Hamiltonian
matrix elements are computed using only real arithmetic.

In previous work with the GCF method8 we extended the
DRT generation program to create Shavitt graphs with multiple
heads, and we extended the Hamiltonian matrix element program
to create auxiliary pair graphs with node pairs for the multiple
heads. For the current work, we have continued extending the
latter program to create auxiliary pair graphs with edges for
the spin-orbit 8b loops. The RL1 and the RL1 segment value
types do not occur at the top level n for normal Shavitt loops.
However, these segments are used at the top via the spin-orbit
virtual loop head(s) at level n + 1; the 8b loop head RL1 segment
values are incorporated into the S- and M-dependent terms in
the formulas for the spin-orbit matrix elements. This is the
only change to the auxiliary pair graph edge construction needed
for the spin-orbit loops.

The final augmentations for the spin-orbit matrix elements
occur in the recursive construction of the transition density
matrix elements. This procedure begins at the graph tail and
propagates to the top level. The spin-orbit 8b loops use the
non-spin-orbit 8b node pair value array and results from the
normal “initiation” and “propagation” steps without modifica-
tion. In our initial implementation, the spin-orbit loops always
“terminate” at the top level n, and a special termination process
was added to return the reduced transition density elements for
all spin blocks that correspond to interacting heads of the Shavitt
graph. It is necessary to identify the bra and ket nodes of the
node pair at level n; these node pairs identify the GCF spin
block within the given P and Q pair of arc factors. An alternative
implementation, which we intend to investigate in future work,
consists of precomputing the RL1 and RL1 segment factor
products from the top down, and “terminating” the 8b loops at
level r within the graph with RL1 segment factors. As discussed
in ref 19, in the context of spin-density matrix computations,
we expect this to result in a more efficient algorithm if the
transition density matrices DSS′,PQ are computed in a separate
step from the other one- and two-particle density matrices.
However, as discussed below, we find this to be minor in our
current implementation in which the elements of all density
matrices are computed simultaneously. Once the reduced
transition density matrix elements are available, the S- and
M-dependent factors and the spin-orbit Cartesian integrals are
combined, and the corresponding Hamiltonian matrix elements
are updated. In our current implementation, type 9 loops are
not computed separately because they are equivalent to the bra-
ket interchange of type 8b loops; this equivalence holds also
for the spin-orbit type 9 loops.

Once spin-orbit matrix elements have been computed, the
next step concerns their employment. In the multiheaded Shavitt
graph paradigm being pursued here, two alternative approaches
exist for the wave function expansion, a direct expansion in
the GCF spin basis

or an expansion in a spin contracted basis

In these expressions it is assumed for simplicity that all possible
interacting spin states are included from a chosen minimum Smin

to maximum Smax range; in addition, for notational simplicity
the M terms are written in the spin eigenfunction basis instead
of the real spherical basis. In the latter approach, denoted SO-
SCGCF (spin-orbit spin contracted GCF), additional arc-factor-
like parameters RP;SM associated with each GCF |P;S,M〉 are
introduced as linear contraction coefficients to form a new basis,
and the wave function is expanded as a linear combination of
these SO-SCGCFs. One set of arc factors rP along with one
set of the additional parameters RP;SM, called spin contraction
coefficients, generates one SO-SCGCF basis function, and the
Hamiltonian matrix dimension is Ndim ) NR. For a single
〈P|Ĥtotal|Q〉 matrix element, the implementation of this approach
is particularly simple because the spin contraction coefficients

〈P;S,(M+1)-|ĤSO|Q;S,M(〉

) -〈P;S,M(|ĤSO|Q;S,(M+1)-〉

) �(
(1 ( δM0)(S - M)(S + M + 1)

8S(S + 1)
hx

SS,PQ
(11)

ht
S'S,PQ ) ∑

pr

Λt,pr(Dpr
S'S,PQ) t ∈ {x, y, z} (12)

|ψ〉 ) ∑
P)1

NR

∑
S)Smin

Smax

∑
M)-S

S

cPSM|P;S,M〉 (13)

|ψ〉 ) ∑
P)1

NR

cP|P〉; |P〉 ) ∑
S)Smin

Smax

∑
M)-S

S

RP;SM|P;S,M〉

(14)
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are utilized in an analogous manner to the arc factors and only
in the termination steps for the 〈P|ĤSO|Q〉 matrix elements and
in the computation of the γjPQ array used in the computation of
〈P|Ĥ0|Q〉. These spin contraction coefficients are optimized with
the nonlinear arc-factors and allow the various components of
the wave function to mix optimally for a single state. In analogy
to single-headed Shavitt graphs, a single SO-SCGCF from a
multiheaded Shavitt graph with a set of arc factors and spin
contraction coefficients can represent any individual CSF
|m;S,M(〉. But a single set of spin contraction coefficients does
not allow for the changes of mixings that would be associated
with the description of multiple states; additional SO-SCGCF
basis functions, increasing the value of NR, would be required
for this flexibility. Note that for a given NR, the number of
parameters introduced into the procedures are the same in the
two approaches after accounting for wave function normaliza-
tion; the primary difference is the dimension of the Hamiltonian
matrix.

The direct expansion in the GCF basis approach in eq 13,
denoted SO-GCF (spin-orbit GCF), consists of explicit diago-
nalization of the Hamiltonian matrix over the individual GCFs
to determine the expansion coefficients cPSM. That is, all matrix
elements of the form 〈P;S′,M′|Ĥtotal|Q;S,M〉 are computed. For
an even-electron system, the b values of the graph heads are
even integers. Suppose these heads have the range of values b
) 0, 2, ..., bmax corresponding to spin states S ) 0, 1, ..., Smax

with bmax ) 2Smax. Each set of arc factors rP results in a set of
GCFs, the singlet GCF |P;0,0〉, the three components of the
triplet GCFs |P;1,-1〉, |P;1,0〉, and |P;1,+1〉, and so on, up to
the (2Smax + 1) components of the maximum spin GCFs
|P;Smax,-Smax〉, |P;Smax,-Smax+1〉, ..., |P;Smax,Smax〉. Each set of
arc factors thereby contributes (Smax + 1)2 total SO-GCF basis
functions, and the total dimension of the Hamiltonian matrix is
Ndim) NR(Smax + 1)2. In the more general expansion corre-
sponding to eqs 13-14, Ndim ) NR((Smax + 1)2 - Smin

2). As
discussed above, the actual basis functions used in our imple-
mentation are the |P;S,M(〉 combinations, but Ndim is the same
in either case. Diagonalization of this Hamiltonian matrix results
in up to Ndim eigenvalues and associated eigenvectors. Thus both
ground and excited electronic states can be described with this
approach in a straightforward manner, with the possibility of
describing several states simultaneously.

Two issues are important in comparing the two multiheaded
spin-orbit approaches. One is the desired number of states. The
SO-SCGCF approach is well suited to single state calculations
due to the flexibility introduced via the spin contraction
coefficients and to the relatively simple termination steps.
Although both approaches will probably require additional sets
of arc factors to describe multiple states, for a given NR the
SO-GCF approach describes more states due to its greater
Hamiltonian matrix dimension. If the NR sets of arc factors are
flexible enough to accurately describe more states via the
expansion coefficients cPSM, then SO-GCF will be more com-
putationally effective than SO-SCGCF for multistate calcula-
tions. We expect this to be an important feature for molecules
containing, for example, lanthanide or actinide atoms, but it
remains to be seen how well multiple states are described with
limited numbers of arc factor sets. The second issue is the
variational computation of the wave function. In both spin-orbit
approaches there is a matrix diagonalization to determine linear
coefficients and a nonlinear optimization to determine the other
parameters. In general, SO-GCF has a larger diagonalization
dimension than SO-SCGCF: Ndim ) NR((Smax + 1)2 - Smin

2)
versus NR. However SO-GCF has a smaller number of nonlinear

optimization parameters than SO-SCGCF: NRNφ versus NR(Nφ

+ ((Smax + 1)2 - Smin
2) - 1), where Nφ is the number of essential

variables1 for each arc factor set rP and each set of spin
contraction coefficients has ((Smax + 1)2 - Smin

2) - 1 degrees
of freedom after normalization. In previous work to date,3,4 the
dominant computational bottleneck has been the nonlinear arc-
factor optimization, and the diagonalization has been relatively
insignificant. It remains to be seen how the relative optimization
costs affect the performance of the two spin-orbit methods.

The computation of the matrix elements of the SO-GCF
Hamiltonian matrix of dimension Ndim is done by blocks indexed
by pairs of arc factor sets, P and Q. Each PQ block, denoted
HPQ is square and has dimension ((Smax+1)2 - Smin

2), and within
each of these blocks there are rectangular subblocks associated
with the individual interacting GCFs denoted HS′S,PQ. Only the
unique P g Q blocks of the real, symmetric Hamiltonian matrix
are computed explicitly. The Ĥ0 operator is diagonal with respect
to the spin labels S and M (, and for a given S value, all the
〈P;S,M(|Ĥ0|Q;S,M(〉 elements are the same. These HPQ

0,S )
〈P;S|Ĥ0|Q;S〉 matrix elements are computed simultaneously for
all S using the recursive procedure described in ref 2. Inspection
of this procedure reveals that the initiation and propagation steps
do not explicitly depend on the multiple S values, and that only
the termination steps do, in part, directly depend on the multiple
heads of the graph. Termination involves a γjPQ,Sarray associated
with the graph head that corresponds to spin S. The computation
and storage of the γjPQ,S array is proportional to the product of
the number of head nodes and the total number of nodes (Nrow)
in the Shavitt graph. For a multiheaded Shavitt graph, the γjPQ,S

related termination effort increases by a factor of the number
of head nodes (Smax - Smin + 1) compared to a single-headed
graph. In the next section we examine the relative costs of these
termination steps compared to the propagation costs. The effort
to compute the transition density matrix elements that terminate
at level t is approximately proportional to Nrow(t) the number
of nodes of the Shavitt graph at that level. The number of nodes
in multiheaded full-CI graphs is larger than for single headed
full-CI graphs. Thus the simultaneous computation of all HPQ

0,S

elements for S ) Smin ... Smax for a given PQ pair is expected to
scale as O(ωn4), the same as for a single Hamiltonian element
of a single-headed Shavitt graph, but with a larger factor ω
appropriate for the larger Nrow(t) values and for the (Smax - Smin

+ 1) multiple heads.
In contrast, the 〈P|Ĥ0|Q〉 construction in the SO-SCGCF

approach consists of single terminations involving a single γjPQ

array. For a given PQ pair, this effort is expected to scale also
as O(ωn4), analogous to the single-headed Shavitt graph case,
but with a larger factor ω appropriate for the larger Nrow(t) values
of the multiheaded graph. The termination effort for the SO-
SCGCF method should require a factor of (Smax - Smin + 1)
less effort than the SO-GCF approach due to the different
treatment of the multiple graph heads. All other things being
equal, we would expect generally this Hamiltonian construction
effort for a single-headed graph to be less than for the SO-
SCGCF approach which, in turn, would be less than for the
SO-GCF approach.

The spin-orbit Hamiltonian elements 〈P;S′,M′(|ĤSO|Q;S,M(〉
discussed above are also computed by P and Q blocks in the
SO-GCF approach. A square HSS,PQ subblock is symmetric of
dimension (2S + 1), and only the upper triangular subblock is
explicitly computed; the other elements are simply copied
afterward as necessary. The total number of nonzero matrix
elements from the upper triangular portions of all these
subblocks is (Smax(5Smax + 1) - Smin(5Smin + 1))/2. For the
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rectangular HS′S,PQ and HSS′,PQ subblocks the total number of
nonzero matrix elements from all these upper subblocks is
2((5Smax

2 - 4Smax + 2) - (5Smin
2 - 4Smin + 2)). The upper

triangular portion of a HSS,PQ subblock and the HS′S,PQ and HSS′,PQ

subblocks have internal structures that might be exploited in a
future implementation to reduce the number of explicitly
computed elements. For a given PQ pair, the transition density
computation and spin-orbit Hamiltonian matrix construction
employs three nested do-loops in the following simplified form.

The above O(ωn3) algorithm is implemented within the
O(ωn4) algorithm to compute the non-spin-orbit Hamiltonian
contributions, and consequently, the initiation and propagation
effort for the spin-orbit Hamiltonian is actually shared between
the two steps. The actual additional effort to compute the
spin-orbit contributions consists of the ht

SS′,PQ update step,
which requires only O(ωn2) effort, being within the p and r
nested do-loops, and the final combination of these elements
with the S- and M-dependent factors (as in eq 11) to update the
HPQ elements. This latter step is outside of the nested do-loop
structure and scales as O(n0).

In the SO-SCGCF approach, the above procedure is followed
except that the single HPQ matrix element is updated in the final
step rather than the individual elements of the HPQ block. We
are currently implementing several additional optimizations
within our initial implementation of the above approaches. These
will be reported separately. As shown in the following section,
the actual spin-orbit computation effort is minor compared to
the larger non-spin-orbit Hamiltonian computation effort.

Although both of the spin-orbit approaches described here
employ highly (graphically) contracted expansions of the
individual expansion CSFs, during the optimization of the wave
function the parameters for each GCF (arc factors in SO-GCF,
and arc factors and spin contraction coefficients in SO-SCGCF)
are varied to minimize the energy computed from a Hamiltonian
that includes the spin-orbit operators. Thus, both approaches
lead to variational methods in which the ultimate CSF coef-
ficients are relaxed to account for the spin-orbit interaction.
In particular, the spin-orbit interaction is not treated as a
perturbation to frozen spin-specific wave functions. However,
even though both approaches are, in this sense, one-step
spin-orbit (SO) CI methods, where spin-orbit and electron
correlation are computed simultaneously,13 due to the nature of
the implementation of the SO-GCF approach, it would be simple
to also produce two-step GCF wave functions like those of the
variation-perturbation methods of Marian, Hess, et al.20-22 or
the Λ-S contracted SO-CI method of Alekseyev et al.23 In
those methods a spin-orbit matrix over a set of spin-specific,
well correlated wave functions is diagonalized to produce an
approximate spin-orbit wave function. By performing only a

single terminal diagonalization over the spin basis, we could
produce an analogous GCF wave function. Finally, we empha-
size that since the GCF method is a full-CI approach (which
converges toward the full-CI wave function with increasing NR),
both SO-GCF and SO-SCGCF are full two-component methods
in the sense of both orbital and CSF coefficient optimization.

3. Results and Discussion

Table 1 shows timings for N electron, n orbital, full-CI Shavitt
graphs with N ) n, where n is even, for non-spin-orbit and
for both spin-orbit approaches. All times are in seconds on a
2.6 GHz AMD Opteron CPU. The non-spin-orbit wave
functions have singlet multiplicity b ) 0 and triplet multiplicity
b ) 2, and the spin-orbit ones have the full multiplicity range
bmin ) 0 to bmax ) n. A single 〈P|Ĥ|Q〉 matrix element between
two basis functions |P〉 and |Q〉 was computed for the singlet
GCF, the triplet GCF, and the SO-SCGCF expansions; and all
the matrix elements in a HPQ block of dimension (Smax + 1)2

with Smax ) n/2 were computed for the SO-GCF expansions.
Since our initial implementation is not yet able to efficiently
optimize arc factors, an arbitrary set of nonzero arc factors and
spin contraction coefficients were used to generate the timing
data. The timings do not depend on the actual arc factor values
and are therefore indicative of the efficiency of the method, but
the computed energies and wave functions do not correspond
to observable eigenstates. The smallest spin-orbit calculation
was performed with arc factor optimization and compared with
the results from the determinant based SOCI11 and the traditional
(CSF-based) GUGA SOCI10 programs from the COLUMBUS
Program System24-27 for validation.

In a multiheaded Shavitt graph, each walk contributes 2S +
1 expansion terms to the spin-orbit wave function basis
according to the multiplicity of its head node.8 Thus, the number
of CSFs increases substantially faster with the spin-orbit
interaction than for any single multiplicity. For example, in the
sequence of wave functions in Table 1, the singlet non-
spin-orbit expansion spaces have NCSF

singlet ) 1 / (n + 1)

(n+1
n / 2 )2

, and the spin-orbit expansion spaces have NCSF
SO )

(2n
n ). Using Stirling’s approximation, the ratio NCSF

SO /NCSF
singlet of

these two values is (π1/2/8)n3/2 in the limit of large n. The actual
ratio is shown in column 3 of Table 1, and it is seen to range
from 2 to over 300, consistent with this approximation. In
addition, Nrow the total number of nodes in a Shavitt graph, Npair

the total number of pairs of nodes in a Shavitt graph (that
contribute to upper-triangular Shavitt loops), which is also the
number of vertices in the auxiliary pair graph, and Nvalue the
total number of segment values are all significantly larger for
multiheaded than for single-headed graphs.8 For these N ) n
full-CI wave function expansions, the spin-orbit to non-
spin-orbit ratios of the analytical expressions4,8 for Nrow and
Npair are both two in the limit of large n. The determination of
the analytical expressions for Nvalue is in progress, but it is clear
that the large n limit of the spin-orbit to non-spin-orbit ratio
is also two which is consistent with the data in Table 1.

In comparing the timings in Table 1, the dominant factor is
the general shape of the graphs. The single-headed graphs begin
with a single node at the tail, build up to some maximum value
at level n/2 for singlets or level n/2 + 1 for triplets, and then
taper down from this value to a single node at level n. In
contrast, the multiheaded graphs begin with a single node at
the tail, build up to some maximum value well above level n/2
in general, and then taper down more slowly to (Smax + 1) nodes
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at level n. The critical difference in the graphs is in the Nrow(t)
values for the higher orbital levels t. The termination effort for
the two-particle transition density elements used to compute
〈P|Ĥ|Q〉 in the SO-SCGCF and non-spin-orbit approaches may
be modeled by

In this expression, the higher orbital levels t are sampled more
often than the lower levels, and consequently graphs with larger
Nrow(t) values at the higher orbital levels are more computa-
tionally demanding. Table 2 displays the computed ratios T(n)SO/
T(n)non-SO and T(n)triplet/T(n)singlet along with the corresponding
ratios of the measured Hamiltonian matrix construction times
for the graphs with N ) n ) 32 through N ) n ) 128. There
is good agreement between the computed and the measured
ratios for the SO-SCGCF and non-spin-orbit GCF wave
functions.

As seen in Table 1, SO-SCGCF has a small computational
advantage over SO-GCF which increases with Smax as expected.
As discussed in the previous section, this is due primarily to
the fact that terminations in the SO-SCGCF approach involve
only a single contraction with the γjPQ elements whereas
terminations in the SO-GCF approach require (Smax - Smin +
1) terminations with the γjPQ,S elements for the range of S values.
It is these terminations for the two-particle transition density

matrix elements in the 〈P|Ĥ0|Q〉 and 〈P;S|Ĥ0|Q;S〉 contributions
that dominate the difference in the timings rather than the
smaller O(n2) termination effort required for the 〈P|ĤSO|Q〉 and
〈P;S′,M′(|ĤSO|Q;S,M(〉 elements. As seen in Table 3, the
spin-orbit termination times relative to the entire Hamiltonian
matrix element construction times are small percentages which
decrease with n and are similar for the two methods. Propagation
and non-spin-orbit termination account for almost all of the
construction time. In the limit of large n and Smax, SO-GCF
should have a lower fraction of spin-orbit termination time
relative to the entire construction time than SO-SCGCF because
of the former’s relative increasing cost for non-spin-orbit
terminations. It is not clear whether the larger fractions for SO-
SCGCF compared to SO-GCF at large n are due to this effect

TABLE 1: Statistics for Singlet, Triplet and Spin-Orbit Full-CI Shavitt Graphs

n ) N NCSF NCSF ratio Nrow Npair
a Nvalue

b timec

Singlet
2 3 1 5 10 26 0.00
4 20 1 14 43 278 0.00
8 1764 1 55 261 2682 0.00
16 3.476 × 107 1 285 1865 23938 0.04
32 4.126 × 1016 1 1785 14225 203026 1.74
40 1.767 × 1021 1 3311 27541 401306 6.31
48 8.153 × 1025 1 5525 47321 699042 17.93
64 2.005 × 1035 1 12529 111393 1673778 95.86
128 1.752 × 1073 1 93665 882241 13595762 4917.36

Triplet
2 1 0.33 3 3 6 0.00
4 15 0.75 13 40 276 0.00
8 2352 1.3 62 330 3686 0.00
16 6.675 × 107 1.9 332 2318 30762 0.05
32 9.779 × 1016 2.4 2008 16406 236658 2.31
40 4.380 × 1021 2.5 3670 31006 455926 7.92
48 2.084 × 1026 2.6 6052 52510 779706 21.77
64 5.327 × 1035 2.7 13488 120870 1821698 112.82
128 4.941 × 1073 2.8 97632 921670 14214946 5508.83

Spin-Orbit SO-SCGCF SO-GCF
2 6 2.0 6 13 36 0.00 0.00
4 70 3.5 19 69 471 0.00 0.00
8 12870 7.3 85 473 5053 0.00 0.00
16 6.011 × 108 17.3 489 3569 46777 0.11 0.12
32 1.833 × 1018 44.4 3281 27873 402033 6.57 7.85
40 1.075 × 1023 60.9 6181 54201 796461 23.62 24.98
48 6.435 × 1027 78.9 10425 93393 1389353 67.25 71.43
64 2.395 × 1037 119.5 23969 220609 3332321 357.76 366.91
128 5.769 × 1075 329.4 183105 1756033 27132353 19496.34 28315.56

a Npair is the total number of pairs of nodes in the Shavitt graph (that contribute to upper-triangular Shavitt loops) and the number of vertices
in the auxiliary pair graph. b Nvalue is the total number of segment values. c Times are in seconds on a 2.6 GHz AMD Opteron CPU to construct
a single 〈P|Ĥ|Q〉 matrix element involving two basis functions |P〉 and |Q〉 for the singlet and the triplet GCF expansions and for the
SO-SCGCF expansions, and to construct all the matrix elements in a HPQ block of dimension (Smax + 1)2 in the SO-GCF expansions with Smax

) n/2.

T(n) ) ∑
p)1

n

∑
r)p+1

n

∑
s)r+1

n

∑
t)s+1

n

Nrow(t) (15)

TABLE 2: Performance Modeling for Singlet, Triplet, and
Spin-Orbit Full-CI Shavitt Graphsa,b

n ) N
T(n)SO/

T(n)singlet
timeSO/

timesinglet
T(n)SO/
T(n)triplet

timeSO/
timetriplet

T(n)triplet/
T(n)singlet

timetriplet/
timesinglet

32 3.50 3.77 2.78 2.84 1.26 1.33
40 3.54 3.74 2.90 2.98 1.22 1.26
48 3.58 3.75 3.00 3.09 1.19 1.21
64 3.62 3.73 3.13 3.17 1.15 1.18
128 3.69 3.96 3.40 3.54 1.09 1.12

a T(n) is a model of the termination effort for the two-particle
transition density elements used to compute 〈P|Ĥ|Q〉. See eq 15.
b Times are in seconds on a 2.6 GHz AMD Opteron CPU to
construct a single 〈P|Ĥ|Q〉 matrix element involving two basis
functions |P〉 and |Q〉 for the single state expansions and for the
SO-SCGCF expansions.
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or are anomalous, perhaps because of memory cache effects.
Our planned improvements to this initial implementation are
expected to clarify and affect these relative timings.

In our current implementation, the Hamiltonian matrix is
diagonalized directly using standard LAPACK routines at a cost
of O(Ndim

3). For larger values of Ndim, it may prove more efficient
to adopt an iterative diagonalization approach based on the
Davidson procedure with an expected cost of O(NrootNdim

2). This
would have the potential advantages of exploiting the sparseness
of the Hamiltonian matrix in the SO-GCF basis (reducing the
Ndim

2 factor accordingly) and possibly even computing the
required matrix-vector products directly from the HPQ

0,S and ht
SS′,PQ

reduced matrix elements. This will be examined in future work.

4. Conclusions

The GCF method has been extended to include an effective one-
electron spin-orbit operator in the Hamiltonian matrix construction.
Our approach uses RECP methodology and is entirely analogous
to previous spin-orbit CI approaches using CSFs based on GUGA.
Two possible approaches have been discussed, one based on
multiple single-headed Shavitt graphs, each of which corresponds
to an interacting spin state, and the other based on the use of single,
multiheaded Shavitt graphs in which the graph heads correspond
to the interacting spin states. Our initial implementation is based
on the latter multiheaded graph approach which allows for the
efficient simultaneous computation of entire blocks of Hamiltonian
matrix elements. Two algorithms have been implemented. The SO-
GCF method expands the spin-orbit wave function in the basis
of GCFs and results in a Hamiltonian matrix of dimension Ndim )
NR((Smax + 1)2 - Smin

2). The SO-SCGCF method expands the wave
function in a basis of spin contracted functions and results in a
Hamiltonian matrix of dimension Ndim ) NR. The full Hamiltonian
matrix construction with both approaches scales formally as
O(NR

2ωn4). Timings have been given for Hamiltonian matrix
construction for both algorithms for a range of wave functions with
up to N ) n ) 128 and that correspond to an underlying linear
full-CI CSF expansion dimension of over 1075 CSFs, many orders
of magnitude larger than can be considered using traditional CSF-
based spin-orbit CI approaches. We find that the SO-SCGCF
method is slightly faster than the SO-GCF method for a given NR
and spin range. The SO-GCF method may be more suitable for

describing multiple states, whereas the SO-SCGCF method may
be more suitable for describing single states.
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TABLE 3: Spin-Orbit Termination Costsa,b

n ) N SO-SCGCF SO-GCF

2 10.2 8.1
4 10.1 9.2
8 6.8 7.3
16 3.8 3.7
32 2.7 2.7
40 2.4 2.5
48 2.1 2.1
64 2.8 1.7
128 1.9 1.6

a Percentage of time for the spin-orbit termination steps
compared to the full Hamiltonian matrix element construction for
the two spin-orbit algorithms. b Profiling on a 2.6 GHz AMD
Opteron CPU to construct a single 〈P|Ĥ|Q〉 matrix element involving
two sets of arc factors rP and rQ for the SO-SCGCF expansions,
and to construct all matrix elements in a HPQ block of dimension
(Smax + 1)2 in the SO-GCF expansions with Smax ) n/2.
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