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Hyperspherical harmonics for triatomic systems as functions of row-orthonormal hyperspherical coordinates,
(also called democratic hyperspherical harmonics) are obtained explicitly in terms of Jacobi polynomials and
trigonometeric functions. These harmonics are regular at the poles of the triatomic kinetic energy operator,
are complete, and are not highly oscillatory. They constitute an excellent basis set for calculating the local
hyperspherical surface functions in the strong interaction region of nuclear configuration space. This basis set
is, in addition, numerically very efficient and should permit benchmark-quality calculations of state-to-state
differential and integral cross sections for those systems. The approach used for their derivation is new and
should be applicable to systems of more than three atoms.

1. Introduction

Quantum reaction dynamics is an important and active field
whose state has been summarized in a number of reviews.1-5

One of its main objectives is the calculation of state-to-state
differential cross sections of electronically adiabatic elementary
bimolecular reactions, as a function of scattering angle and
energy, using ab initio methods. This can be accomplished by
two complementary but distinct approaches. One is to solve the
nuclear motion time-dependent Schrödinger equation using an
initial wave packet covering a spread of relative translational
energies but only one rovibrational state of the reagents at a
time. The other is to solve the nuclear motion time-independent
Schrödinger equation for one total energy at a time, but including
all possible open rovibrational states of the reagents simulta-
neously. These two approaches have different computational
characteristics, and one or the other is chosen, depending on
the objectives of the calculation. They have been used exten-
sively for studying reactions in triatomic systems and, to a more
limited extent, tetraatomic systems. The latter are computation-
ally much more challenging because of the larger number of
degrees of freedom and quantum states involved.

In this paper, we focus attention on the time-independent
approach, and in particular the use of row-orthonormal hyper-
spherical harmonics (ROHH) for solving the corresponding
Schrödinger equation. The general theory has been described
previously.6 It is based on the use of row-orthonormal hyper-
spherical coordinates (ROHC)7-9 to describe the strong interac-
tion region of configuration space. These kinds of coordinates
have been labeled “democratic” by Whitten and Smith,10 as they
span that space “democratically”, without favoring any one
arrangement channel over another. This is an important property
for the description of chemical reactions among any subsets of
atoms of the system. For a system of N atoms, after the motion
of the center of mass is removed, the Hamiltonian depends on
a hyperradius F and 3N - 4 angles. A difficulty associated with
these angles is that the corresponding kinetic energy operator

has angular poles for special configurations of the system, as is
generally the case for any system of angular coordinates. The
scattering wave function must behave regularly at those poles.
To achieve this property, we expand it in a basis set of local
hyperspherical surface functions (LHSF) which are eigenfunc-
tions of the system’s Hamiltonian at a fixed value of F, and of
the square Ĵ2 of the total angular momentum operator Ĵ, of its
space-fixed z component Ĵz

sf and of the operator ÔÎ associated
with the inversion Î of the system through its center of mass.
The angular poles of this surface Hamiltonian are the same as
those of the total Hamiltonian. We now define the F ROHH as
the eigenfunctions F of the grand canonical angular momentum
operator ∧̂2 and of additional operators that commute with it
and that include Ĵ2, Ĵz

sf and ÔÎ . ∧̂2 is a function of all the
ROHC angles and also has the same angular poles as the
system’s Hamiltonian. The F harmonics are required to be
regular at those poles and constitute a complete set of linearly
independent functions of those angles. This regularity guarantees
that the LHSF obtained by expansion in the F set will have
this property, as will the scattering wave function obtained by
expansion in the LHSF. As a result, the ROHH play a very
important role in calculations using ROHC, for both reactive
and bound state problems. It should be noted that ROHC and
the associated harmonics can also be used in time-dependent
calculations.11

A significant number of ab initio quantum-dynamical con-
verged state-to-state integral and differential cross sections of
triatomic systems have been performed using some version of
hyperspherical coordinates and a propagation approach to solve
the corresponding time-independent Schrödinger equation, a few
of which are referred to here.12-25 In addition, some bound state
calculations have been performed.26,27 In the latter, as well as
in some of these scattering calculations, ROHH were used.
However, no converged calculations of this kind have been
reported for tetraatomic systems so far. An important constraint
in the use of this methodology is the lack of explicit analytical
expressions for the corresponding ROHH, which are easy to
use and efficient to calculate. For triatomic systems, explicit
ROHH were derived for the total angular momentum quantum
number J equal to 0,28 1,29,30 and 2.30 In addition, several
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approaches have been used for obtaining such ROHH for
arbitrary values of J and of the grand canonical angular
momentum quantum number n, having those ease and efficiency
characteristics.31-33 All of them almost achieve those charac-
teristics, but each has some shortcoming. Wolniewicz’s method31

requires the numerical solution of an overdetermined set of
equations by a weighted least-squares method. Mukhtarova and
Efros’ method32 is completely analytical, but the resulting
expressions for the ROHH involve cumbersome 4-fold sum-
mations. In addition, their approach seems to be limited to three-
particle systems. The completely analytical method of Wang
and Kuppermann,33 based on the theory of harmonic polynomi-
als,34 uses a recursion relation that requires that, if a hyper-
spherical harmonic for a given J and n (which must satisfy the
condition 0 e J e n) are needed, the harmonics for all J e n
must be obtained at the same time whether needed or not. Since
the computational effort involved scales as n4, this makes the
method not be as efficient as desired, especially if the highest
value of J to be used in a calculation is significantly smaller
than the largest value of n required for convergence, as is
frequently the case for reactive scattering calculations. Another
approach, of Lepetit and co-workers,27,35 that uses basis function
expansions of the ROHH, is also partly numerical, and requires
eigen solutions.

In the present paper we describe a completely analytical
method to generate, for triatomic systems, ROHH that are
simultaneous eigenfunctions of the four operators ÔÎ , ∧̂2, Ĵ,
and Ĵz

sf defined above as well as of L̂, which is an internal
hyperangular momentum operator associated with one of the
internal hyperangles. These harmonics are linearly independent
and can be calculated, for any desired set of the corresponding
quantum numbers, without requiring the calculation of harmon-
ics for additional quantum numbers. This eliminates the inef-
ficiency of the recursion method mentioned in the previous
paragraph. In addition, this approach is generalizable to systems
of more than 3 particles. In section 2 we describe those operators
in greater detail and summarize the ROHC used and the
corresponding Hamiltonian,7 and in section 3 we define the
associated hyperspherical harmonics. In section 4 we derive an
analytical expression for these harmonics. Some representative
results are presented in section 5, and a discussion is given in
section 6. Finally, a summary and conclusions are given in
section 7.

2. Coordinates and Kinetic Energy Operator

The ROHC used in this paper, as well as their properties,
have been described previously7-9 for N-particle systems, but
we summarize them below for the sake of completeness. We
consider the particular case of a system of three particles whose
mass-scaled λ-arrangement-channel Jacobi vectors in a space-
fixed frame Oxsfysfzsf are rλ

(i), i ) 1, 2. The corresponding Jacobi
matrix is defined as

The 6 ROHC

where Θλ
bf represents the 5 body-fixed angles

are defined by the relation

In this expression, aλ ≡ (aλ, bλ, cλ) are the Euler angles that
rotate the space-fixed frame into the principal-axes-of-inertia
body-fixed frame OxIλyIλzIλ. The quantity F is the usual hyper-
radius which, together with the two internal hyperangles θ and
δλ, determine the internal configuration of the system. The R
in eq 2.4 is the proper orthogonal 3 × 3 matrix associated with
that rotation, and N(θ) is a 3 × 3 diagonal matrix whose
diagonal elements are

Finally, Q(δλ) is the 3 × 2 row-orthogonal matrix

The Euler angles aλ have the usual ranges of definition

To obtain a one-to-one correspondence between Gλ
sf and the 6

ROHC (except for some special geometries), we limit the range
of δλ to

and of θ to

The latter results in

The hyperangle θ is related to the system’s principal moments
of inertia I1, I2, and I3 by

and, as a result of eq 2.10, are ordered according to

In terms of these ROHC, the kinetic energy operator is given by

Gλ
sf ) (xλ

(2)

yλ
(2)

zλ
(2)

xλ
(1)

yλ
(1)

zλ
(1) ) (2.1)

γλ ≡ (F, Θλ
bf) (2.2)

Θλ
bf ≡ (aλ, θ, δλ) (2.3)

Gλ
sf ) R̃(aλ) FN(θ) Q(δλ) (2.4)

N11 ) sin θ N22 ) 0 N33 ) cos θ (2.5)

Q(δλ) ) ( cos δλ sin δλ

0 0
-sin δλ cos δλ

) (2.6)

0 e aλ, cλ < 2π 0 e bλ e π (2.7)

0 e δλ < π (2.8)

0 e θ e π/4 (2.9)

N22 e N11 e N33 (2.10)

I1 ) µF2N33
2 ) µF2 cos2 θ (2.11)

I2 ) µF2 (2.12)

I3 ) µF2N11
2 ) µF2 sin2 θ (2.13)

I2 g I1 g I3 g 0 (2.14)
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where ∇2 is the system’s mass-scaled 6-dimensional Laplacian,
∧̂2 is the grand-canonical hyperangular momentum operator

T̂F(F) is the hyperradial kinetic energy operator

and K̂ and L̂ are internal hyperangular momentum operators defined
by

and

The Ĵx
Iλ, Ĵy

I, and Ĵz
Iλ operators in eq 2.16 are the components

of the nuclear motion orbital angular momentum operator Ĵ in
the body-fixed frame OxIλyIλzIλ and are explicit functions of the
Euler angles aλ.7

A very important property of the ROHC is that each one of
the 7 terms in eq 2.16 as well as the T̂F(F) of eq 2.17 are invariant
under a λf ν change in Jacobi coordinates,7 called a kinematic
rotation.10,36 This property is an additional justification for the
designation of “democratic” for these coordinates.

The grand-canonical hyperangular momentum operator of eq
2.16, and therefore the kinetic energy operator of eq 2.15, has
singularities at collinear configurations of the 3-particle system,
corresponding to θ ) 0, and at configurations for which the
two principal moments of inertia I1 and I3 are equal, corre-
sponding to θ ) π/4, which are prolate symmetric top
configurations. The collinear configuration poles can be taken
care of by a simple choice of θ basis functions.12 For many
collinearly-dominated triatomic systems, the symmetric top
singularity corresponds to high-energy regions of the potential
energy surface and does not pose special problems at low
energies. However, for noncollinearly-dominated triatomic
systems, this singularity is, in general, not located in such
regions and can result in convergence difficulties for the most
common quadrature or basis set expansion methods, including
DVR methods, even for low energies. In the present paper, we
develop a set of analytical basis functions which overcome these
problems, at both low and high energies.

3. Row-Orthonormal (Democratic) Hyperspherical
Harmonics

As described previously,33 the five operators ∧̂2, Ĵ2, Ĵz
sf, L̂,

and ÔÎ commute with each other. Î is the operator which
inverts the system through its center of mass,

and ÔÎ the associated operator which acts on functions of Gλ
sf.

Since Î acts on the ROHC of eqs 2.2 and 2.3 according to

both θ and δλ are unchanged under inversion. Let FIInIILIIMJd
J (Θλ

bf)
be the simultaneous normalized eigenfunctions of those five
operators:

where d ) 1, ..., D, and D is the number of linearly independent
F functions having the same values of the 5 quantum numbers
Π, nΠ, LΠ, J, and MJ.33 This notation differs from that of ref 33
as we have dropped the superscript D from F. Such a modified
notation is more convenient for the propose of the present paper.
These F functions are orthogonal with respect to Π, nΠ, LΠ, J,
and MJ but not necessarily with respect to d. If desired, they
can be orthogonalized with respect to that index by a
Gram-Schmidt procedure. In either case, they are required to
be regular at the poles of ∧̂2. Those quantum numbers are all
integers, satisfying the constraints

with nΠ and LΠ having the same parity as Π. As has been proven
previously33 and will be proven by a different method in section
4.6, the degeneracy D depends on Π, nΠ, J, and LΠ but is
independent of MJ, and an explicit expression for this depen-
dence will be given in eqs 4.81 and 4.82. The five operators
being considered are all independent of the choice of arrange-
ment channel coordinates λ and, therefore, so are the corre-
sponding quantum numbers Π, nΠ, J, MJ, and LΠ, as well as D.
The solution of eqs 3.3-3.7 can be written as

T̂ ) - p
2

2µ
∇2 ) T̂F(F) + ∧̂2

2µF2
(2.15)

∧̂2 ) 1

cos2 θ
Ĵx

Iλ
2

+ 1

cos2 2θ
Ĵy

I2
+ 1

sin2 θ
Ĵz

Iλ
2

+ 1

cos2 2θ
L̂

2
+

K̂2 - 2
sin 2θ

cos2 2θ
L̂Ĵy

I - 4ip cot 4θK̂ (2.16)

T̂F(F) ) - p
2

2µ
1

F5

∂

∂F
F5 ∂

∂F
(2.17)

K̂ ) p
i

∂

∂θ
(2.18)

L̂ ) p
i

∂

∂δλ
(2.19)

ÎGλ
sf ) -Gλ

sf (3.1)

Î(aλ,bλ,cλ,F,θ,δλ) ) ((π + aλ) mod 2π,π - bλ,
(π - cλ) mod 2π,F,θ,δλ) (3.2)

∧̂2FΠnΠLΠ
MJd
J (Θλ

bf) ) nΠ(nΠ + 4)p2FΠnΠLΠ
MJd
J (Θλ

bf)

(3.3)

Ĵ2FΠnΠLΠ
MJd
J (Θλ

bf) ) J(J + 1)p2FΠnΠLΠ
MJd
J (Θλ

bf)

(3.4)

Ĵz
sfFΠnΠLΠ

MJd
J (Θλ

bf) ) MJpF
ΠnΠLΠ

MJd
J (Θλ

bf) (3.5)

L̂FΠnΠLΠ
MJd
J (Θλ

bf) ) LΠpF
ΠnΠLΠ

MJd
J (Θλ

bf) (3.6)

ÔÎ FΠnΠLΠ
MJd
J (Θλ

bf) ) (-1)ΠFΠnΠLΠ
MJd
J (Θλ

bf) (3.7)

nΠ g 0 0 e J e nΠ (3.8)

-J e MJ e J -nΠ e LΠ e nΠ (3.9)

Π ) 0, 1 (3.10)
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where NΠnΠLΠd
J is a real positive normalization constant.

Both the F and G functions of eq 3.11 are called row-
orthonormal (ROHH) or democratic (DHH) hyperspherical
harmonics. The presence of the Wigner rotation functions
DMJΩJλ

J (aλ)
37 and of eiLΠδλ guarantees that eq 3.11 will satisfy

eqs 3.4-3.7. Replacement into eq 3.3 results in a set of coupled
partial differential equations for the functions G. These equations
do not contain MJ,33 and therefore, the G (and as a result the
normalization constants N) are independent of that quantum
number. This independence is a consequence of the fact that
∧̂2 is invariant under both space and kinematic rotations. The
degeneracy D also represents the number of linearly independent
sets of functions GΠnΠLΠ

ΩJλ
d

J , each set corresponding to a given
Π, nΠ, LΠ, and J and spanned by the quantum number ΩJλ.
Although D depends on the parity quantum number Π, it does
not itself have parity Π. Regardless of whether Π is 0 or 1, D
can be an even or an odd integer (see section 4.6).

It should be noted that linear combinations the D
FΠnΠLΠ

MJd
J (Θλ

bf) (d ) 1, 2, ..., D) functions, for a given set of Π,
nΠ, LΠ, J, and MJ quantum numbers, are also solutions of eqs
3.3-3.7. If a complete linearly independent set of such linear
combinations is used, and the resulting functions are normalized
using real positive normalization constants, we obtain a different
set F′ΠnΠLΠ

Mλd
J (Θλ

bf) (d′ ) 1, 2, ..., D) of normalized solutions to
those equations, and therefore, such equations do not determine
the F functions uniquely. Nevertheless, the F and F′ functions
are equivalent basis for expanding general functions of Θλ

bf. This
matter will be revisited in section 5.4.

We associate to the G functions (which are non-normalized over
θ and can be complex), the real functions gj and g defined by

and

An important property of the G, g, and gj functions is their parity
with respect to the quantum number ΩJλ, which is given by33

and

with a similar relation holding for the g functions. The volume
element associated with the body-fixed angular coordinates Θλ

bf is

Using a recursion relation approach and a symbolic algebra code,
we have previously33,38 developed a method for obtaining, for a
given Π and nΠ, a complete set of linearly independent solutions
of eqs 3.3-3.7 for all possible values of J, MJ, and LΠ satisfying
eqs 3.8-3.10. In the rest of this paper we will denote this particular
set of solutions as Frec and the corresponding G that appear in eq
3.11 by Grec, the subscript standing for recursion. These Grec

functions are unique; i.e., FΠnΠLΠ
MJd
J (Θλ

bf) and NΠnΠLΠd
J were

chosen in a specific way.
We will now introduce another particular complete set of F

functions having a degeneracy index σΠ, rather than d. This
index is defined in eq 4.23, and the reason for this particular
choice will become apparent in section 4.3.

These new FΠnΠLΠ
MJσΠ

J (Θλ
bf) functions also satisfy eqs 3.3-3.7

and can be put in the form of eq 3.11, with d replaced by σΠ.
This new expression defines the GΠnΠLΠ

ΩJλ
σΠ

J (θ) functions. We
will obtain, in eqs 4.76 and 4.69, an explicit analytical expression
for these new G functions in terms of σΠ. As a result, σΠ

acquires characteristics of a fifth quantum number. The number
of allowed values of σΠ is the same as that of d in eq 3.11 and
is equal to D (Π, nΠ, J, LΠ). As will be shown in section 4.6
those allowed values of σΠ are given by eq 4.83. It is important
to notice that the angle θ is invariant under the inversion opera-
tor Î, and therefore, the functions ÔÎGΠnΠLΠ

ΩJλ
σΠ

J (θ),
ÔÎgΠnΠLΠ

ΩJλ
σΠ

J (θ), and ÔÎ ḡΠnΠLΠ
ΩJλ

σΠ

J (θ) are equal, respec-
tively, to GΠnΠLΠ

ΩJλ
σΠ

J (θ), gΠnΠLΠ
ΩJλ

σΠ

J (θ), and ḡΠnΠLΠ
ΩJλ

σΠ

J (θ),
However, the superscipt Π in these functions does not mean
that Π ) 0, since Π refers to the parity of the associated
FΠnΠLΠ

MJσΠ

J (Θλ
bf) function under such inversion.

4. Analytical Derivation of the Row-Orthonormal
(Democratic) Hyperspherical Harmonics

4.1. Space-Fixed Hyperspherical Coordinates and Har-
monics. Let rλ

(i), θλ
(i), φλ

(i) (i ) 1, 2) be the space-fixed polar
coordinates of the mass-scaled λ-arrangement-channel Jacobi
coordinates rλ

(i) introduced in section 2. It is convenient to replace
the variables rλ

(1) and rλ
(2) by the hyperradius F and hyperangle

ηλ defined by the relations

and limited to the ranges

Let

designate the five space-fixed angles. The 6 coordinates F, Θλ
sf

are called the space-fixed hyperspherical coordinates. The
volume element associated with Θλ

sf is

FΠnΠLΠ
MJd
J (Θλ

bf) )

NΠnΠLΠ
d
J eiLΠδλ ∑

ΩJλ)-J

J

DMJΩJλ

J (aλ) GΠnΠLΠ
ΩJλ

d
J (θ) (3.11)

gjΠnΠLΠ
ΩJλ

d
J (θ) ) ei(J-ΩJλ)π/2GΠnΠLΠ

ΩJλ
d

J (θ) (3.12)

gΠnΠLΠ
ΩJλ

d
J (θ) ) NΠnΠLΠ

d
J gjΠnΠLΠ

ΩJλ
d

J (θ) (3.13)

GΠnΠLΠ
-ΩJλ

d
J (θ) ) (-1)Π+J+ΩJλGΠnΠLΠ

ΩJλ
d

J (θ)

(3.14)

gjΠnΠLΠ
-ΩJλ

d
J (θ) ) (-1)Π+JgjΠnΠLΠ

ΩJλ
d

J (θ) (3.15)

dΘλ
bf ) 1

4
sin 4θ dθ dδλ sin bλ daλ dbλ dcλ (3.16)

rλ
(1) ) F sin ηλ (4.1)

rλ
(2) ) F cos ηλ (4.2)

F g 0 0 e ηλ e π/2 (4.3)

Θλ
sf ≡ (θλ

(1),φλ
(1),θλ

(2),φλ
(2),ηλ) (4.4)

dΘλ
sf )

sin θλ
(1) dθλ

(1) dφλ
(1) sin θλ

(2) dθλ
(2) dφλ

(2) sin2 ηλ cos2 ηλ dηλ

(4.5)
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In terms of Θλ
sf, ∧̂2 is given by

where l̂λ
(i)2

(i ) 1, 2) is the square of the angular momentum
operator associated with rλ

(i) and is given by

The six operators ∧̂2, Ĵ2, Ĵz
sf, l̂λ

(1)2
, l̂λ

(2)2
, and ÔÎ commute with

each other. Their simultaneous eigenfunctions Φlλ
(1)lλ

(2)
ΠnΠ JMJ(Θλ

sf)are
called the space-fixed hyperspherical harmonics. They satisfy

The six quantum numbers Π, nΠ, J, MJ, lλ(1), and lλ(2) are all integers.
The first one satisfies eq 3.10, the next three satisfy eq 3.8 and the
first of eq 3.9, and the last two are non-negative and satisfy the
triangle inequality

The eigen functions Φlλ
(1)lλ

(2)
ΠnΠ JMJ(Θλ

sf) are furthermore required to be
regular at the poles of all of those operators.

As is well-known,39 the simultaneous solution of eqs 4.9-4.12
is

where Ymλ
(i)

lλ
(i)

(θλ
(i),φλ

(i)) (i ) 1, 2) is the usual spherical harmon-
ics40 and the C are the Clebsch-Gordan coefficients. Replacing
this result into eq 4.8 and using eq 4.13 leads to the expression41,42

where

and P	λ
(R, 
) is a Jacobi polynomial of order 	λ.43 In addition, nΠ

has, as stated after eq 3.10, the same parity as Π. Since 	λ must
be a non-negative integer, lλ

(1) + lλ
(2) must also have that parity.

The normalization constant Nlλ
(1)lλ

(2)
ΠnΠ is given by41

Since the number of angular degrees of freedom in Θλ
sf is

five and since there are also five independent angular quantum
numbers, namely nΠ, J, MJ, lλ

(1), and lλ
(2), the functions

Φlλ
(1)lλ

(2)
ΠnΠ JMJ(Θλ

sf) are nondegenerate and constitute a complete
orthonormal set of functions that span the Θλ

sf space.
4.2. Relation between the Space-Fixed and Body-Fixed

Hyperspherical Harmonics. Let {ΦΠnΠJMJ(Θλ
sf)} be the set of

Φlλ
(1)lλ

(2)
ΠnΠ JMJ(Θλ

sf) functions for fixed Π, nΠ, J, and MJ spanned by all
distinct pairs of lλ(1), lλ(2) permitted by the triangle inequality eq 4.14.
The functions in this set are linearly independent and constitute a
set of simultaneous eigenfunctions of ∧̂2, Ĵ2, Ĵz, and ÔÎ corre-
sponding to those four quantum numbers. Similarly, let
{FΠnΠJMJ(Θλ

bf)} be the set of normalized FΠnΠLΠ
MJσΠ

J (Θλ
bf)

functions, defined at the end of section 3, for fixed values of the
same Π, nΠ, J, and MJ quantum numbers and spanned by all
distinct LΠ, σΠ pairs with the LΠ having the values given by the
second of eqs 3.9 and σΠ having the D values given by eq 4.83.
They are also linearly independent and constitute a complete
orthonormal set of simultaneous eigenfunctions of the same four
operators just mentioned with the same values of their four quantum
numbers. As a result, these two sets contain the same number of
functions and are related by a linear transformation according to

where the sum over LΠ is in steps of 2 because of parity
considerations. In addition, if the FΠnΠLΠ

MJσΠ

J (Θλ
bf) functions are

also required to be orthogonal with respect to the degeneracy σΠ

the transformation eq 4.19 is unitary.44

As shown in Appendix A, the C coefficients in the right-hand
side (rhs) of eq 4.19 are independent of MJ, in spite of the fact
that this quantum number appears in both sides of that equation.
The Φlλ

(1)lλ
(2)

ΠnΠJMJ(Θλ
sf) functions are known and are explicitly given by

eq 4.16. From this knowledge, and the use of eq 4.19, we wish to
determine all of the FΠnΠLΠ

MJσΠ

J (Θλ
bf). This is equivalent to

determining all of the GΠnΠLΠ
ΩJλ

σΠ

J (θ) functions appearing in the

∧̂2 ) - p2

sin2 2ηλ

∂

∂ηλ
sin2 2ηλ

∂

∂ηλ
+

l̂λ
(1)2

sin2 ηλ

+
l̂λ

(2)2

cos2 ηλ
(4.6)

l̂λ
(i)2 ) - p2

sin θλ
(i)

∂

∂θλ
(i)

sin θλ
(i) ∂

∂θλ
(i)

+
l̂zλ

(i)2

sin2 θλ
(i)

l̂zλ

(i) ) p
i

∂

∂φλ
(i)

(4.7)

∧̂2Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) ) nΠ(nΠ + 4)p2Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) (4.8)

Ĵ2Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) ) J(J + 1)p2Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) (4.9)

Ĵz
sfΦlλ(1)lλ(2)

ΠnΠ JMJ(Θλ
sf) ) MJp

2Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) (4.10)

l̂λ
(1)1Φlλ(1)lλ(2)

ΠnΠ JMJ(Θλ
sf) ) lλ

(1)(lλ
(1) + 1)p2Φlλ(1)lλ(2)

ΠnΠ JMJ(Θλ
sf) (4.11)

l̂λ
(2)2Φlλ(1)lλ(2)

ΠnΠ JMJ(Θλ
sf) ) lλ

(2)(lλ
(2) + 1)p2Φlλ(1)lλ(2)

ΠnΠ JMJ(Θλ
sf) (4.12)

ÔÎΦlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) ) (-1)ΠΦlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) (4.13)

|lλ
(1) - lλ

(2)| e J e lλ
(1) + lλ

(2) (4.14)

Ylλ(1)lλ(2)
JMJ (θλ

(1),φλ
(1),θλ

(2),φλ
(2)) ) ∑

mλ
(1)

C(lλ
(1),lλ

(2),J;mλ
(1),MJ-mλ

(1),MJ) ×

Ymλ
(1)

lλ(1)
(θλ

(1),φλ
(1)) YMJ-mλ

(1)
lλ(2)

(θλ
(2),φλ

(2)) (4.15)

Φlλ(1)lλ(2)
ΠnΠJMJ(Θλ

sf) )

Nlλ(1)lλ(2)
ΠnΠ sinlλ(1)

ηλ coslλ(2)
ηλYlλ(1)lλ(2)

JMJ (θλ
(1),φλ

(1),θλ
(2),φλ

(2)) ×

P	λ

(lλ(1)+1/2,lλ(2)+1/2)(cos 2ηλ) (4.16)

	λ ) (nΠ - lλ
(1) - lλ

(2))/2 (4.17)

Nlλ(1)lλ(2)
ΠnΠ )

{ 2(nΠ + 2)[(nΠ - lλ
(1) - lλ

(2))/2]![(nΠ + lλ
(1) + lλ

(2))/2]!

Γ[(nΠ + lλ
(1) - lλ

(2) + 3)/2]Γ[(nΠ - lλ
(1) + lλ

(2) + 3)/2]}1/2

(4.18)

Φlλ(1)lλ(2)
ΠnΠJMJ(Θλ

sf) ) ∑
LΠ)-nΠ,2

nΠ

∑
σΠ

(CΠnΠJ)lλ(1)lλ(2)
LΠσΠFΠnΠLΠ

MJσΠ

J (Θλ
bf)

(4.19)
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σΠ counterpart of eq 3.11, and the associated normalization
constants. Such a procedure entails two steps. In the first we change
the angular variables Θλ

sf appearing in the left-hand side (lhs) of
eq 4.19 to Θλ

bf. The second involves putting the resulting Φ(Θλ
sf)

in the form given by the rhs of eq 4.19, with F having the form
given by the rhs of the σΠ counterpart of eq 3.11. This approach
is appropriate whether or not the F functions are orthogonal with
respect to σΠ. This methodology requires, for given Π, nΠ, J, and
MJ, that we consider all lλ(1), lλ(2) pairs simultaneously, and although
conceptually correct, it is algebraically laborious. An alternative
is to utilize the fact that the F functions in the rhs of eq 4.19 are
independent of lλ(1) and lλ(2). Therefore, it may be possible to find a
special lλ(1), lλ(2) pair from which the FΠnΠLΠ

MJσΠ

J (Θλ
bf) and

GΠnΠLΠ
ΩJλ

σΠ

J (Θλ
bf) for all allowed LΠ, σΠ can be determined. It is

shown in section 4.3 that such an optimal lλ(1), lλ(2) pair does indeed
exist and that, as a result, the necessary algebraic effort to determine
these F functions is greatly decreased. In section 4.5 we use this
approach to derive an explicit expression for the G functions.

4.3. Selection of an Optimal lλ(1), lλ(2) Quantum Number Pair.
Let us first define the σΠ-independent Fj lλ

(1)lλ
(2)

ΠnΠLΠ
MJ

J (Θλ
bf) functions by

It is straightforward to verify that the Fj are also hyperspherical
harmonics, i.e., are simultaneous eigenfunctions of the five opera-
tors involved in eqs 3.3-3.7. Although the F functions are
normalized, the Fj are not. The latter can therefore be written in a
form similar to eq 3.11,

where the normalization constant has been omitted. With the help
of the last two expressions, eq 4.19 can be rewritten as

We now wish to carefully select a particular pair of values
of lλ

(1) and lλ
(2), and the corresponding Φlλ

(1)lλ
(2)

ΠnΠ JMJ and Gj lλ
(1)lλ

(2)
ΠnΠLΠ

ΩJλ

J so
as to obtain from them a complete set of GΠnΠLΠ

ΩJλ
σΠ

J functions
(which were defined in the last paragraph of section 3). To this
effect we define the integer σΠ by

As stated after eq 4.17, lλ
(1) + lλ

(2) has parity Π; as a result, σΠ

also has that parity. As will be shown in section 4.4, we may
restrict the values of σΠ to being non-negative. In addition, as
demonstrated at the end of section 4.6, these values are
independent of the choice of arrangement channel λ.

Since lλ
(1), lλ

(2), and σΠ are related by eq 4.23, let us consider
lλ
(1) and σΠ to be independent quantities and lλ

(2) a function of
them. For a given Π and J, replacement of eq 4.23 in eq 4.14

furnishes the following constraints on σΠ and lλ
(1):

The equality sign in these two expressions can only hold if J and
σΠ, or equivalently, J and Π, have the same parity. Therefore, the
minimum value that lλ(1) can have, for a given J, Π, and σΠ

(regardless of the value of nΠ) is independent of λ and is given by

where

The corresponding lmin
(2) (also for a given J, Π, and σΠ) is

and is also independent of λ. For subsequent use we define Lmin as

and notice that it is independent of σΠ, has parity Π, and is given by

In view of eq 4.23 and the fact that the 	λ of eq 4.17 is non-negative
we must have, for a given Π, lλ(1) and σΠ,

Therefore, for a given lλ(1) (and a given Π, J, and σΠ), the smallest nΠ

permitted is 2lλ(1) + σΠ. However, according to eq 3.8, all values of
nΠ equal to or greater than J + bJ+Π are permitted, regardless of the
value of lλ(1). As a result, for a choice of lλ(1) not to exclude any permitted
values of nΠ, it must satisfy

In view of eq 4.26 this relation furnishes

Since lmin
(1) is the smallest value that lλ(1) can have (for a given Π, J,

and σΠ), the only value of lλ(1) satisfying this condition and eq 4.33
is lmin

(1) . This means that to obtain the harmonics for all possible nΠ

from a single lλ(1) and fixed J, Π, and σΠ, we must force that lλ(1) to

Fj lλ(1)lλ(2)
ΠnΠLΠ

MJ

J (Θλ
bf) ) ∑

σΠ

(CΠnΠJ)lλ(1)lλ(2)
LΠσΠFΠnΠLΠ

MJσΠ

J (Θλ
bf)

(4.20)

Fj lλ(1)lλ(2)
ΠnΠLΠ

MJ

J (Θλ
bf) ) eiLΠδλ ∑

ΩJλ)-J

J

DMJΩJλ

J (aλ)Gj lλ(1)lλ(2)
ΠnΠLΠ

ΩJλ

J (θ)

(4.21)

Φlλ(1)lλ(2)
ΠnΠ JMJ(Θλ

sf) )

∑
LΠ)-nΠ,2

nΠ

∑
ΩJλ)-J

J

eiLΠδλDMJΩJλ

J (aλ) Gj lλ(1)lλ(2)
ΠnΠLΠ

ΩJλ

J (θ) (4.22)

σΠ ) lλ
(2) - lλ

(1) (4.23)

|σΠ| e J (4.24)

lλ
(1) g

J - σΠ

2
(4.25)

lmin
(1) (Π,J,σΠ) )

J - σΠ + bJ+Π

2
(4.26)

bJ+Π ) 1 - (-1)J+Π

2
) {0 for J + Π even

1 for J + Π odd
(4.27)

lmin
(2) (Π,J,σΠ) ) lmin

(1) + σΠ )
J + σΠ + bJ+Π

2
(4.28)

Lmin ) lmin
(1) + lmin

(2) (4.29)

Lmin(Π,J) ) J + bJ+Π ) {J for J + Π even
J + 1 for J + Π odd

(4.30)

nΠ g 2lλ
(1) + σΠ (4.31)

2lλ
(1) + σΠ e J + bJ+Π (4.32)

lλ
(1) e lmin

(1) (4.33)
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be the lmin
(1) of eq 4.26 and therefore the corresponding lλ(2) to be the

lmin
(2) of eq 4.28. The Gj functions that appear in the version of eqs

4.21 and 4.22 in which lλ(1), lλ(2) is replaced by lmin
(1) , lmin

(2) will depend
only on Π, nΠ, LΠ, J, ΩJλ, and σΠ. We will label these functions
ḠΠnΠLΠ

ΩJλ
σΠ

J (θ), i.e.,

and use a similar definition for the corresponding F̄ΠnΠLΠ
MJσΠ

J (Θλ
bf),

which, as those defined by eq 4.21, are non-normalized hyper-
spherical harmonics. It must be remembered that lmin

(1) and lmin
(2) depend

on Π, J, and σΠ. We will obtain an explicit expression for these Gj
functions in section 4.5.3. In addition, the allowed values of σΠ (a
subset of those satisfying eq 4.24 that lead to a complete set of
linearly independent Fj harmonics) are determined in section 4.6
and are given (as stated at the end of section 3) by eq 4.83. The
choice lλ(1) ) lmin

(1) and lλ(2) ) lmin
(2) is therefore an optimal one.

4.4. Parity of Gj with Respect to ΩJλ and σΠ. To simplify
the determination of the ḠΠnΠLΠ

ΩJλ
σΠ

J (θ) functions of eq 4.34, it
is convenient to restrict the values of ΩJλ and σΠ to non-negative
integers by relating the Gj for ΩJλ to that for -ΩJλ and Gj for σΠ

to that for -σΠ. The parity of the Gj with respect to ΩJλ is the
same as that of the G functions of eq 3.14, with d replaced by
σΠ. Therefore, the Gj are either symmetric or antisymmetric with
respect to ΩJλ and it suffices to determine these functions for
ΩJλ g 0.

Let us now consider the CΠnΠJ matrix defined by eqs 4.19
and A.1. The parity of Gj with respect to σΠ stems from the
relation between the matrix elements (CΠnΠJ)lλ

(1)
LΠ

lλ
(2)

σΠ and
(CΠnΠJ)lλ

(2)
LΠ

lλ
(1)

σΠ, where lλ
(1) and lλ

(2) have been interchanged. As
shown in Appendix B, that parity is given by

Therefore, the Gj are also either symmetric or antisymmetric
with respect to σΠ and it suffices to determine them for σΠ g
0. As mentioned at the end of section 4.3, the range of this
index is given by eq 4.83.

4.5. Explicit Expression for the Body-Fixed Row-Or-
thonormal (Democratic) Hyperspherical Harmonics. Replac-
ing lλ

(1), lλ
(2) by lmin

(1) , lmin
(2) in eq 4.22 and using the same change of

notation as in eq 4.34, we obtain

Noticing that the Gj in the rhs of this expression is independent
of MJ, we are free to set MJ ) J to determine that function:

The lhs of this expression is a known function of Θλ
sf obtained

from eq 4.16 by setting in it MJ ) J, lλ
(1) ) lmin

(1) (Π,J,σΠ), and

lλ
(2)) lmin

(2) (Π,J,σΠ):

with the corresponding 	λ of eq 4.17 being independent of λ
and given by

We now wish to change the variable Θλ
sf in the lhs of eq

4.38 to Θλ
bf and reexpress its rhs as a sum of products of eiLΠδλ

and DJΩJλ
J (aλ) functions. Once this is accomplished, identifying

the coefficients of these products in both sides of eq 4.37 will
give the desired explicit expression for ḠΠnΠLΠ

ΩJλ
σΠ

J (θ). This in
turn will furnish the explicit expression for the GΠnΠLΠ

ΩJλ
σΠ

J

(θ) defined in the last paragraph of section 3.
4.5.1. Expression for Ylmin

(1) lmin
(2)

JMJ)J in Terms of Θλ
bf. The Ylmin

(1) lmin
(2)

JMJ)J

that appear in the rhs of eq 4.38 can be obtained in terms of the
space-fixed polar angles by setting lλ

(1) ) lmin
(1) and lλ

(2) ) lmin
(2) and

MJ ) J in eq 4.15. The corresponding Clebsch-Gordan
coefficients can be obtained explicitly with the help of eqs 4.26
and 4.28. The resulting expressions are

where lmin
(1) and lmin

(2) are functions of J, Π, and σΠ. We now change
from the space-fixed polar angles to the corresponding Cartesian
coordinates using the relations obtained from explicit expres-
sions for Pl

l and Pl-1
l :45

and

GjΠnΠLΠ
ΩJλ

σΠ

J (θ) ) Gj lmin
(1) lmin

(2)
ΠnΠLΠ

ΩJλ

J (θ) (4.34)

GjΠnΠLΠ
ΩJλ

-σΠ

J (θ) ) (-1)(nΠ-J+bJ+Π)/2GjΠnΠLΠ
ΩJλ

σΠ

J (θ)

(4.35)

ΦΠnΠ
σΠ

JMJ(Θλ
sf) )

∑
LΠ)-nΠ,2

nΠ

∑
ΩJλ)-J

J

eiLΠδλDMJΩJλ

J (aλ)Gj
ΠnΠLΠ

ΩJλ
σΠ

J (θ) (4.36)

ΦΠnΠ
σΠ

JMJ)J(Θλ
sf) )

∑
LΠ)-nΠ,2

nΠ

∑
ΩJλ)-J

J

eiLΠδλDJΩJλ

J (aλ) GjΠnΠLΠ
ΩJλ

σΠ

J (θ) (4.37)

ΦΠnΠJ
σΠ

MJ)J(Θλ
sf) )

Nlmin
(1) lmin

(2)
ΠnΠ sinlmin

(1)
ηλ coslmin

(2)
ηλYlmin

(1) lmin
(2)

JMJ)J(θλ
(1),φλ

(1),θλ
(2),φλ

(2)) ×

P	
(lmin

(1) +1/2,lmin
(2) +1/2)(cos 2ηλ) (4.38)

	 ) (nΠ - Lmin)/2 (4.39)

Ylmin
(1) lmin

(2)
JMJ)J(θλ

(1),φλ
(1),θλ

(2),φλ
(2)) )

Ylmin
(1)

lmin
(1)

(θλ
(1),φλ

(1)) Ylmin
(2)

lmin
(2)

(θλ
(2),φλ

(2)) for J + Π even (4.40)

Ylmin
(1) lmin

(2)
JMJ)J(θλ

(1),φλ
(1),θλ

(2),φλ
(2)) )

- ( lmin
(2)

J + 1)1/2

Ylmin
(1) -1

lmin
(1)

(θλ
(1),φλ

(1)) Ylmin
(2)

lmin
(2)

(θλ
(2),φλ

(2)) +

( lmin
(1)

J + 1)1/2

Ylmin
(1)

lmin
(1)

(θλ
(1),φλ

(1)) Ylmin
(2) -1

lmin
(2)

(θλ
(2),φλ

(2)) for J + Π odd

(4.41)

Ylλ

lλ(θλ
(i),φλ

(i)) ) Nlλ(xλ
(i) + iyλ

(i)

rλ
(i) )lλ

(4.42)
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where

and

With the help of the relations between the space-fixed Cartesian coordinates and the complex Tλj
k functions33 defined in Appendix

E by eqs E.1-E.6 we get

It should be noticed that the Tλj
k are expressed in terms of the ROHC by eqs E.7-E.12 and therefore are of central importance for

the Θλ
sf to Θλ

bf coordinate transformation. Replacing eqs 4.46-4.49 in eqs 4.40 and 4.41 results in

where

An explicit expression for (Tλ1
1 - Tλ-1

1)lλ
(1)

(Tλ1
1 + Tλ-1

1)lλ
(2)

in terms of the Θλ
bf angular variables is derived in Appendix E (see eq E.45).

In addition (Tλ1
0Tλ-1

1 - Tλ-1
0Tλ1

1) can be expressed in those variables using eq E.7:

With the help of eqs E.45 and 4.52, eq 4.50 can be written as

Ylλ-1
lλ (θλ

(i),φλ
(i)) ) -(2lλ)

1/2Nlλ

zλ
(i)(xλ

(i) + iyλ
(i))lλ-1

rλ
(i)lλ

(4.43)

Nlλ
) (-1)lλ{(2lλ + 1)!!

4π(2lλ)!! }1/2

(4.44)

n!! ) n(n - 2) · · ·{2 for n even
1 for n odd

(4.45)

Ylλ(1)
lλ(1)

(θλ
(1),φλ

(1)) ) Nlλ(1)(Tλ1
1 - Tλ-1

1

2iF sin ηλ
)lλ(1)

(4.46)

Ylλ(2)
lλ(2)

(θλ
(2),φλ

(2)) ) Nlλ(2)(Tλ1
1 - Tλ-1

1

2F cos ηλ
)lλ(2)

(4.47)

Ylλ(1)-1
lλ(1)

(θλ
(1),φλ

(1)) ) -√lλ
(1) Nlλ(1)

(Tλ1
0 - Tλ-1

0)(Tλ1
1 - Tλ-1

1)lλ(1)-1

(2iF sin ηλ)
lλ(1)

(4.48)

Ylλ(2)-1
lλ(2)

(θλ
(2),φλ

(2)) ) -√lλ
(2) Nlλ(2)

(Tλ1
0 + Tλ-1

0)(Tλ1
1 + Tλ-1

1)lλ(2)-1

(2F cos ηλ)
lλ(2)

(4.49)

Ylmin
(1) lmin

(2)
JMJ)J(θλ

(1),φλ
(1),θλ

(2),φλ
(2)) ) NΠJσΠ

(F sin ηλ)
lmin
(1)

(F cos ηλ)
lmin
(2)

×

{(Tλ1
1 - Tλ-1

1)lmin
(1)

(Tλ1
1 + Tλ-1

1)lmin
(2)

for J + Π even

(Tλ1
0Tλ-1

1 - Tλ-1
0Tλ1

1)(Tλ1
1 - Tλ-1

1)lmin
(1) -1(Tλ1

1 + Tλ-1
1)lmin

(2) -1 for J + Π odd

(4.50)

NΠJσΠ ) Nlmin
(1) Nlmin

(2) ( 1
2i)lmin

(1)

(1
2)lmin

(2) {1 for J + Π even

(4lmin
(1) lmin

(2)

J + 1 )1/2

for J + Π odd
(4.51)

(Tλ1
0Tλ-1

1 - Tλ-1
0Tλ1

1) ) -2√2 F2 cos θ sin θ(D1
1

1(aλ,bλ,cλ+
π
2 ) - D1

1
-1(aλ,bλ,cλ+

π
2 )) (4.52)
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In eq 4.50, the rhs contains polynomials of degree lmin
(1) + lmin

(2) ) Lmin in the T variables for both J + Π even and odd. Therefore, for
J + Π even, Lmin′ ) Lmin. However, for J + Π odd, the factor (Tλ1

0Tλ-1
1 - Tλ-1

0Tλ1
1) does not depend on δλ, as can be seen from eq

4.52, and as a result, Lmin′ ) Lmin - 2. Therefore,

The summation index L′ has the same parity Π as Lmin′ and as Lmin(Π,J). The function pΠLminL'
ΩJλ

σΠ

J (θ) is

where

does not depend on σ and the U and A(θ) are given by eqs E.44 and E.38, respectively. In view of eq E.36 and the remark after
eq E.37, if in eq 4.56 |ΩJλ - 1| or |ΩJλ + 1| exceed J - 1 the corresponding A(θ) functions are set equal to zero, by convention. For
example, for J ) 1, the functions A(1

1
0-L′/2)(θ) and A(1

2
0-L′/2)(θ), which result from ΩJλ ) 0 and (1, respectively, vanish. Equations

4.53, 4.55, and 4.56 furnish sinl
min
(1) ηλ cosl

min
(2) ηλ Ylmin

(1) lmin
(2)

JMJ)J as a function of the body-fixed angles Θλ
bf, as desired. A useful particular case

is Π ) σΠ ) 0, for which Lmin, Lmin′ , and L′ are all even. Replacing, in eq E.44, lλ
(1) ) lλ

(2) and m by (J - σΠ - bJ + Π)/2 and (Lmin′
- L′)/2, respectively, and considering the remark made after that equation, we conclude that the corresponding U vanishes if (Lmin′
- L′)/2 is odd. As a result, the only nonzero pΠLminL'

ΩJλ
σΠ

J (θ) functions are those for which L′ is restricted to the values

Let us now define LσΠ
by

In terms of it, the step size 2 in eq 4.53 can be replaced by LσΠ, resulting in

4.5.2. Expression for P�
(lmin

(1)+(1/2)lmin
(2)+(1/2))(cos 2ηλ) in Terms of θ and δλ. To obtain the dependence of ηλ on θ and δλ, we first

equate the middle part of eq A.4 with eq 2.4 and use eqs 2.5 and 2.6. The result is

We now calculate the quantity rλ
(2)2 - rλ

(1)2 obtained first from the second term of this expression and then from its fourth term.
Identifying the two results and using eqs 4.1 and 4.2 we obtain

Using this expression, the Jacobi polynomial in the rhs of eq 4.38 becomes P	
(lmin

(1)+(1/2),lmin
(2)+(1/2))(-cos 2θ cos 2δλ). The δλ dependence

Ylmin
(1) lmin

(2)
JMJ)J(θλ

(1),φλ
(1),θλ

(2),φλ
(2)) ) NΠJσΠ

(sin ηλ)
lmin
(1)

(cos ηλ)
lmin
(2) ∑

L′)-Lmin′ ,2

Lmin′
eiL'δλ ∑

ΩJλ)-J

J

DMJ)JΩJλ

J (aλ) pΠLminL'
ΩJλ

σΠ

J (θ) (4.53)

Lmin′ ) Lmin - 2bJ+Π ) J - bJ+Π (4.54)

pΠLminL'
ΩJλ

σΠ

J (θ) ) U(Lmin-L'-2bJ+Π)/2
(J-σΠ-bJ+Π)/2 (J+σΠ-bJ+Π)/2hLminL'

ΩJλ

J (θ) (4.55)

hLminL'
ΩJλ

J (θ) ) ei(ΩJλ-J)π/2{A|ΩJλ
|

(1 J (J-L')/2)(θ) for J + Π even

cos θ sin θ
√2J(2J - 1)

[√(J + ΩJλ
- 1)(J + ΩJλ

) A|ΩJλ
-1|

(1 J-1 (J-1-L')/2)(θ)+

√(J - ΩJλ
)(J - ΩJλ

- 1) A|ΩJλ
+1|

(1 J-1 (J-1-L')/2)(θ)] for J + Π odd

(4.56)

L' ) -Lmin′ , -Lmin′ + 4, ..., Lmin′ - 4, Lmin′ (4.57)

LσΠ
) {4 for σΠ ) 0

2 for σΠ > 0 (4.58)

Ylmin
(1) lmin

(2)
JMJ)J(θλ

(1),φλ
(1),θλ

(2),φλ
(2)) ) NΠJσΠ

(sin ηλ)
lmin
(1)

(cos ηλ)
lmin
(2) ∑

L′)-Lmin′ ,LσΠ

Lmin′
eiL'δλ ∑

ΩJλ)-J

J

DMJ)JΩJλ

J (aλ) pΠLminL'
ΩJλ

σΠ

J (θ) (4.59)

Gλ
I ) (xλ

I(2) xλ
I(1)

yλ
I(2) yλ

I(1)

zλ
I(2) zλ

I(1) ) ) FN(θ) Q(δλ) ) F( sin θ cos δλ sin θ sin δλ

0 0
-sin θ sin δλ cos θ cos δλ

) (4.60)

cos 2ηλ ) -cos 2θ cos 2δλ (4.61)
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of this expression does not have a structure convenient for writing the rhs of eq 4.38 in the form of the rhs of eq 4.37. Such a form
was, however, obtained in Appendix D by using appropriate Jacobi polynomial properties derived in Appendix C and is given in eqs
D.18-D.21. Setting n ) 	 ) (nΠ - Lmin)/2 in those equations results in

where the summation index L is even and

The values of Vmin and Vmax are given by

and

where a is zero (one) if σΠ and (nΠ - Lmin - |L|)/2 have the same (opposite) parity. The summation step size LσΠ of eq 4.62 was
defined in eq 4.58.

4.5.3. Expression for ḠΠnΠLΠ
ΩJλ

σΠ

J (θ). We now insert eqs 4.53 and 4.62 into eq 4.38 and furthermore define LΠ by

Since, as stated after eqs 4.54 and 4.62, L′ has parity Π and L is even, LΠ has parity Π. Changing the summation over L in the
resulting expression to a summation over LΠ and changing the order of the summations over L′ and LΠ, we get

where

is independent of LΠ and

In analogy to the remarks made at the end of section 3, the superscript Π on the lhs of eq 4.69 does not indicate the parity of the
G functions; it refers instead to the parity of the ΦΠ function of eq 4.67 under inversion of the system through its center of mass.
The summation limits Ljmin′ and Ljmax′ in eq 4.69 are given by

P	
(lmin

(1) +1/2),(lmin
(2) +1/2)(-cos 2θ cos 2δλ) )

(-1)(nΠ-Lmin)/2(nΠ + σΠ + 1)!lmin
(2) !

2nΠ-Lmin(σΠ + 1)!(nΠ + σΠ

2 )!(nΠ - σΠ

2
+ lmin

(2) + 1)!
∑

L)-nΠ+Lmin,LσΠ

nΠ-Lmin

eiLδλSnΠ|L|
(J,σΠ)(θ)

(4.62)

SnΠ|L|
(J,σΠ)(θ) ) cos|L/2|(2θ) ∑

V)Vmin,2

Vmax (σΠ

V )(nΠ - Lmin - 2V + |L|

4
+ lmin

(2)

lmin
(2) )(nΠ - 2V + σΠ + 2)

(nΠ - V + σΠ + 2
σΠ + 1 ) P(1/4)(nΠ-Lmin-2V-|L|)

(lmin
(2) ,|L/2|) (cos 4θ)

(4.63)

Vmin ) 1 - (-1)(nΠ-Lmin-|L|)/2

2
) {0 for (nΠ - Lmin - |L|)/2 even

1 for (nΠ - Lmin - |L|)/2 odd (4.64)

Vmax ) min(σΠ - a,
nΠ - Lmin - |L|

2 ) (4.65)

LΠ ) L + L' (4.66)

ΦΠnΠJ
σΠ

MJ)J(Θλ
sf) ) NjσΠ

ΠnΠJ ∑
LΠ)-nΠ

max,LσΠ

nΠ
max

eiLΠδλ ∑
ΩJλ)-J

J

DMJ)JΩJλ

J (aλ) GΠnΠLΠ
ΩJλ

σΠ

J (θ) (4.67)

NjΠnΠ
σΠ

J )
N(lmin

(1) lmin
(2) )(-1)(nΠ-Lmin)/2(nΠ + σΠ + 1)!lmin

(2) !

2nΠ-Lmin(σΠ + 1)!(nΠ + σΠ

2 )!(nΠ - σΠ

2
+ lmin

(2) + 1)!

(4.68)

GΠnΠLΠ
ΩJλ

σΠ

J (θ) ) ∑
L′)Ljmin′ ,LσΠ

Ljmax′
pΠLminL'

ΩJλ
σΠ

J (θ) SnΠ|LΠ-L'|
(J,σΠ) (θ) (4.69)
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and

These limits differ from those of eqs 4.53 and 4.54 because of
the change in the order of the summations mentioned after eq
4.66. In view of eqs 4.54, 4.57, and 4.66, the LΠ in eqs 4.67
and 4.69 is restricted to the values

where

If, however, this restriction is ignored, eqs 4.67 (with LσΠ ) 2)
and 4.69 are still correct, since the G ΠnΠLΠ

ΩJλ
σΠ

J (θ) functions
for nonallowed values of LΠ vanish. It should be noted that
pΠLminL′)LΠ

ΩJλ
σΠ

J (θ) differs from G ΠLminLΠ
ΩJλ

σΠ

J (θ) only by a
proportionality constant that is independent of ΩJλ but depends
on Π, LΠ, J, and σΠ.

We now identify the rhs of eqs 4.67 and 4.37. In view of the
remark after eq 4.73, the summations over LΠ in both those rhs
are equivalent. Taking into account the orthonormality relations
of the eiLΠδλ and DMJ)JΩJλ

J (aλ) functions, that identification results
in

Since, as mentioned after eq 4.34, the by FjΠnΠLΠ
MJσΠ

J (Θλ
bf) are

non-normalized hyperspherical harmonics, the functions obtained
from them by replacing Gj by G are also non-normalized hyper-
spherical harmonics. The latter can be normalized with the help
of a real positive constant,33 resulting in the desired harmonics:

where

These F harmonics are valid for all MJ satisfying the first of eq
3.9, even though they were derived from the Φ functions of eq
4.37 where we set MJ ) J. In addition, eqs 4.76 and 4.69 give the
desired explicit expression for the GΠnΠLΠ

ΩJλ
σΠ

J (θ) democratic
harmonics for all possible values of the 6 indices that appear in
them, in spite of the fact that they were obtained using only a single
allowed lλ(1), lλ(2) pair for each value of σΠ, namely lmin

(1) , lmin
(2) . These

F harmonics can be orthogonalized with respect to σΠ by a

Gram-Schmidt or some other orthogonalization procedure. The
structure of eq 4.69 is relatively simple. In it G is expressed as a
single sum of products of two functions of θ, pΠLminL'

ΩJλ
σΠ

J (θ) and

SnΠ|LΠ-L' |
(J,σΠ) (θ). The first, given by eqs 4.55 and 4.56, involves

trigonometric functions, and the second, given by eq 4.63, involves
Jacobi polynomials. Efficient codes for these functions are available.
Associated with the complex GΠnΠLΠ

ΩJλ
σΠ

J (θ) functions, we define
the gjΠnΠLΠ

ΩJλ
σΠ

J (θ) and gΠnΠLΠ
ΩJλ

σΠ

J (θ) real functions in analogy
with eqs 3.12 and 3.13 but with d replaced by σΠ.

It is interesting to note that, setting x ) cos θ and y ) sin θ and
using the identity x2 + y2 ) 1, these G, gj, and g functions can be
expressed as homogeneous polynomials of these two variables. This
is the form in which their recursion method counterparts were
obtained and is useful for comparing the latter with the present
results. Such comparisons are made in section 5.

4.6. Allowed Values of the σΠ Index for the Linearly
Independent FΠnΠLΠ

MJσΠ

J (Θλ
bf). As a consequence of eq 4.24,

the statement after eq 4.25, and eq 4.27 we conclude that the
allowed values of σΠ, for a given Π and J, are

However, not all of these lead to linearly independent
FΠnΠLΠ

MJσΠ

J (Θλ
bf) functions. Indeed, from eqs 4.35 and

4.74-4.76, FΠnΠLΠ
MJσΠ

J (Θλ
bf) and FΠnΠLΠ

MJ-σΠ

J (Θλ
bf) differ at

most by a sign, and therefore, for the FΠnΠLΠ
MJσΠ

J (Θλ
bf) set of

functions to be linearly independent, it is necessary (but not
sufficient) that σΠ be limited to the range

We shall now show that only a subset of these σΠ result in
linearly independent FΠnΠLΠ

MJσΠ

J (Θλ
bf). Indeed, from eqs 4.78

and 4.76 and a careful an analysis of the σΠ dependence of eqs
4.69, 4.55, 4.56, and 4.63 leads to the conclusion that the G are
polynomials in σΠ whose degree q depends only on Π, nΠ, LΠ,
and J. Furthermore, the parity of q is given by

and all powers of σΠ that appear in those polynomials have the
same parity as q. Therefore, if q(Π,nΠ,LΠ,J) is even (odd), only
even (odd) powers of σΠ occur in G. In addition, the number of
terms in these polynomials is (q/2) + 1 for q even and [(q - 1)/2]
+ 1 for q odd. Since, for a given degree q, the number D of linearly
independent polynomials of parity (-1)q equals the number of their
terms, we get, with help of eq 4.78, the important expression

If D ) 0, the corresponding set of quantum numbers Π, nΠ, J, LΠ

is not allowed; i.e., the associated FΠnΠLΠ
MJσΠ

J (Θλ
bf) harmonic

vanishes for all possible MJ and σΠ. The parity of D is not
necessarily that of Π and depends on all four quantum numbers
Π, nΠ, LΠ, and J. The values of the degeneracy D that result from
eq 4.80 are, with [a] meaning the integer part of a,

Ljmin′ ) max(-Lmin′ , LΠ - nΠ + Lmin) (4.70)

Ljmax′ ) min(Lmin′ , LΠ + nΠ - Lmin) (4.71)

LΠ ) -LΠ
max, -LΠ

max + LσΠ
, -LΠ

max + 2LσΠ
, ...,

LΠ
max - 2LσΠ

, LΠ
max - LσΠ

, LΠ
max (4.72)

LΠ
max ) nΠ - Lmin + Lmin′ ) nΠ - 2bJ+Π (4.73)

GjΠnΠLΠ
ΩJλ

σΠ

J (θ) ) NjΠnΠ
σΠ

J GΠnΠLΠ
ΩJλ

σΠ

J (θ) (4.74)

FΠnΠLΠ
MJσΠ

J (Θλ
bf) )

NΠnΠLΠ
σΠ

J eiLΠδλ ∑
ΩJλ)-J

J

DMJΩJλ

J (aλ) GΠnΠLΠ
ΩJλσΠ

J (θ) (4.75)

GΠnΠLΠ
ΩJλ

σΠ

J (θ) ) GΠnΠLΠ
ΩJλ

σΠ

J (θ) (4.76)

σΠ ) -(J - bJ+Π), -(J - bJ+Π) + 2, ..., J - bJ+Π - 2,

J - bJ+Π (4.77)

σΠ ) Π, Π + 2, ..., J - bJ+Π (4.78)

(-1)q(Π,nΠ,LΠ,J) ) (-1)(nΠ-J+bJ+Π)/2 (4.79)

D(Π,nΠ,J,LΠ) ) 1
4

[2q(Π,nΠ,LΠ,J) +

(-1)(nΠ-J+bJ+Π)/2 + 3] (4.80)
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(a) for J + Π even, i.e., bJ + Π ) 0

(b) for nΠ + J odd, i.e., bJ+Π ) 1

As a result, the values of σΠ that lead to functions FΠnΠLΠ
MJσΠ

J (Θλ
bf), which are linearly independent are

Equations 4.81 and 4.82 agree with the results of Table 1 of Wolniewicz31 derived by a completely different method based on
counting the number of linearly independent solutions of a set of ΩJλ-coupled ordinary differential equations satisfied by the
GΠnΠLΠ

ΩJλ
σΠ

J (θ). As mentioned after eq 3.10, D(Π,nΠ,J,LΠ) is independent of the choice of arrangement channel coordinates λ and,
therefore, so are the allowed values of σΠ given by eq 4.83.

5. Representative Results

5.1. Hyperspherical Harmonics for J ) 0. The simplest way to obtain the J ) 0 harmonics is to set J ) 0 in eq 4.38 and to perform
the derivation of eqs 4.69 and 4.76 for this particular case only, following the procedure described in section 4.5. However, to test the
correctness of those two equations, it is more appropriate to start with the expression for G ΠnΠLΠ

ΩJλ
σΠ

J (θ) for general J, and set J ) 0 in it.
For this particular case, the F function of eq 4.75 is invariant under inversion of the system through its center of mass. As a result,

Π ) 0 and eqs 4.81 and 4.83 furnish D ) 1 and σΠ ) 0, respectively. In addition, nΠ and LΠ must both be even, and in view of
eqs 4.58, 4.72, and 4.73, (nΠ - |LΠ|)/4 must be a non-negative integer. For a given nΠ, |LΠ| is limited to the values

Furthermore, from eqs 4.70 and 4.71 we get Ljmin′ ) Ljmax′ ) 0, so that the sum in the rhs of eq 4.69 has a single term, yielding, due
to eq 4.76,

Use of eqs 4.55, 4.56, E.44, E.38, and 4.63 results in

which depends on LΠ through |LΠ| only. In view of the definition of gjΠnΠLΠ
ΩJλ

σΠ

J given toward the end of section 4.5.3, this gj is, in
this J ) 0 case, the same as the G of eq 5.3, and agrees with the corresponding recursion method result.33 In particular, in Table 2
we present, among others, the gj for J ) 0 and nΠ ) 4 (which are the k of that table for these particular J and nΠ). These expressions
were obtained from eq 5.3 by introducing variables x ) cos θ and y ) sin θ and agree with those of Table 3 of ref 33.

5.2. Hyperspherical Harmonics for J ) 1. For J ) 1, eqs 4.81 and 4.82 give D ) 1 for both Π ) 0 (J + Π odd) and Π ) 1
(J + Π even). The corresponding values of σΠ, obtained from eq 4.83, are σΠ ) 0 for Π ) 0 and σΠ ) 1 for Π ) 1. Since there
is only one value of σΠ for each of these two parities, neither of the corresponding F functions of eq 4.75 is degenerate with respect
to the set of indices Π, nΠ, LΠ, J, and MJ. Let us determine the gj functions for these two parities separately.

(a) Π ) 0, σΠ ) 0
For this case LΠ and nΠ are even, and for a given nΠ the values of LΠ are restricted, due to eqs 4.58, 4.72, and 4.73, to

D(Π,nΠ,J,LΠ) ) {[(J + 2)/2] for (nΠ - |LΠ|)/2 even and >J

[(J + 1)/2] for (nΠ - |LΠ|)/2 odd and >J
[(nΠ - |LΠ| + 4)/4] for |LΠ| g |nΠ - 2J|
[(nΠ - J + 2)/2] for |LΠ| < 2J - nΠ

(4.81)

D(Π,nΠ,J,LΠ) ) {[J/2] for (nΠ - |LΠ|)/2 even and >J

[(J + 1)/2] for (nΠ - |LΠ|)/2 odd and >J
[(nΠ - |LΠ| + 2)/4] for |LΠ| g |nΠ - 2J|
[(nΠ - J + 1)/2] for |LΠ| < 2J - nΠ

(4.82)

σΠ ) {0, 2, ..., 2D(Π,nΠ,J,LΠ) - 2 for Π ) 0
1, 3, ..., 2D(Π,nΠ,J,LΠ) - 1 for Π ) 1

(4.83)

|LΠ| ) nΠ - 4m m ) 0, 1, ..., [nΠ

4 ] (5.1)

GΠ)0nΠLΠ
ΩJλ

)0σΠ)0
J)0 (θ) ) GΠ)0nΠLΠ

ΩJλ
)0σΠ)0

J)0 (θ)

) pΠ)0Lmin)0L')0
ΩJλ)0σΠ)0
J)0 (θ) SnΠ|LΠ|

(J)0,σΠ)0)(θ)
(5.2)

GΠ)0nΠLΠ
ΩJλ

)0σΠ)0
J)0 ) cos|LΠ/2| 2θP(nΠ-|LΠ|)/4

(0,|LΠ|/2) (cos 4θ) (5.3)

Hyperspherical Harmonics for Triatomic Systems J. Phys. Chem. A, Vol. 113, No. 52, 2009 15395



and the corresponding gj are given by

where

and

TABLE 1: Principal-Axes-of-Inertia Hyperspherical Harmonics h for J ) 2 and nΠ ) 2, 3a

nΠ J LΠ ΩJλ
b hnΠLΠΩJλ

J c nΠ J LΠ ΩJλ
b hnΠLΠΩJλ

J c

2 2 -2 0 (2/3)1/2(2x2 + y2) 2 2 2 2 y2

2 2 -2 1 2xy 3 2 1 0 0
2 2 -2 2 y2 3 2 1 1 -x2y
2 2 0 0 -(2/3)1/2(2x2 - y2) 3 2 1 2 xy2 d

2 2 0 1 0 3 2 -1 0 0
2 2 0 2 y2 3 2 -1 1 x2y
2 2 2 0 (2/3)1/2(2x2 + y2) 3 2 -1 2 xy2

2 2 2 1 -2xy

a x and y are cos θ and sin θ, respectively. b The functions for ΩJλ < 0 can be obtained from the ΩJλ > 0 functions using eq 3.15 with d
replaced by σΠ. c h is related to gc and gj by eqs 5.12, 5.13, 5.18, 5.19, and 5.9, and gj is related to G by eq 3.12 with d replaced by σΠ. d In
Table 2 of ref 33 there was a minus sign in this term due to a typographical error that is corrected here.

TABLE 2: Principal-Axes-of-Inertia Hyperspherical Harmonics k and gj for nΠ ) 4a

J LΠ ΩJλ
b k4LΠΩJλ

J c,d J LΠ ΩJλ
b k4LΠΩJλ

J c,d

0 4 0 (x2 - y2)2 3 0 0 0
0 0 0 x4 - 6x2y2 + y4 4 4 4 y4

1 2 1 xy(x2 - y2) 4 4 3 2 ·21/2xy3

1 2 0 0 4 4 2 2y2(6x2 + y2)/71/2

2 4 2 y2(x2 - y2) 4 4 1 2(2/7)1/2xy(4x2 + 3y2)
2 4 1 -2xy(x2 - y2) 4 4 0 (2/35)1/2(8x4 + 24x2y2 + 3y4)
2 4 0 -(2/3)1/2(-2x4 + x2y2 + y4) 4 2 4 y4

2 2 2 y2(-7x2 + 3y2) 4 2 3 21/2xy3

2 2 1 -4xy(x2 + y2) 4 2 2 2y4/71/2

2 2 0 61/2(2x4 - 7x2y2 + y4) 4 2 1 -(2/7)1/2xy(4x2 - 3y2)
3 2 3 xy3 4 2 0 (2/35)1/2(-8x4 + 3y4)
3 2 2 2(2/3)1/2x2y2 4 0 4 y4

3 2 1 xy(4x2 + y2)/151/2 4 0 3 0
3 2 0 0 4 0 2 2y2(-2x2 + y2)
3 0 3 xy3 4 0 1 0
3 0 2 0 4 0 0 (2/35)1/2(8x4 - 8x2y2 + 3y4)
3 0 1 -xy(4x2 - y2)151/2

J LΠ M 4D
σΠ
J J LΠ M 4D

σΠ
J

0 4 1 3 2 1
0 0 1 3 0 2
1 2 1 4 4 1
2 4 8 4 2 2
2 2 -192 4 0 -2

J LΠ ΩJλ J LΠ ΩJλ

2 0 0 (2/3)1/2(-2x4 + 9x2y2 + y4) 2 0 0 (2/3)1/2(-2x4 + 9x2y2 + y4)
2 0 1 -70/3xy(x2 - y2) 2 0 1 70/3xy(x2 - y2)
2 0 2 y2(-9x2 + y2) 2 0 2 y2(-9x2 + y2)

J LΠ ΩJλ J Lλ ΩJλ

2 0 0 0 2 0 0 (2/3)1/2(- 2x4 + 9x2y2 + y4)/2
2 0 1 -5xy(x2 - y2) 2 0 1 0
2 0 2 0 2 0 2 y2(-9x2 + y2)/2

a x and y are cos θ and sin θ, respectively. b The functions for ΩJλ < 0 can be obtained from the ΩJλ > 0 functions using eq 3.15 with d
replaced by σΠ. c The Π ) 0 superscript was omitted from the k for simplicity. d gj is related to k and M by eqs 5.9 and 5.21 and to G by eq
3.12 with d replaced by σΠ.

|LΠ| ) (nΠ - 2) - 4m m ) 0, 1, ..., [nΠ - 2

4 ] (5.4)

gjΠ)0nΠLΠ
ΩJλ

σΠ)0
J)1 ) N Π)0nΠLΠ

σΠ)0

J)1 gcΠ)0nΠLΠ
ΩJλ

σΠ)0
J)1 (5.5)

gcΠ)0nΠLΠ
ΩJλ

σΠ)0
J)1 ) |ΩJλ

| sin θ cos θ cos|LΠ/2| 2θP(nΠ-2-|LΠ|)/4
(1,|LΠ/2|) (cos 4θ) (5.6)
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gjrec
4LΠΩJλd ) 1

J gjrec
4LΠΩJλd)2

J

gj4LΠΩJλσΠ)0
J gj4LΠΩJλσΠ)2

J



In the third and fourth lines of the left column of Table 2 we present the k for nΠ ) 4, J ) 1, LΠ ) 2, ΩJλ ) 0, 1 after introducing
variables x ) cos θ and y ) sin θ. These k are related to gc by eq 5.21 of section 5.4. They agree with their recursion method
counterparts gj of Table 3 of ref 33 as expected.

(b) Π ) 1, σΠ ) 1
The values of LΠ and nΠ are odd, and for a given nΠ, LΠ is restricted, also due to eqs 4.58, 4.72, and 4.73, to the values

In analogy to eq 5.5, let us express the corresponding gj as

where N is independent of ΩJλ. This relation is also adopted for arbitrary Π, nΠ, LΠ, J, ΩJλ, and σΠ. We get

and

The t(1
Ω Jλ in eq 5.10 are given by eqs E.9-E.12. It should be noted that, in these expressions, and in those of section 5.3, we have

adopted the convention that for n < 0, Pn
(R, 
)(x) ) 0. These J ) 1 gj functions agree with those obtained previously.29,30

5.3. Hyperspherical Harmonics for J ) 2. For Π ) 0 eqs 4.81 and 4.83 result in D ) 2 and σΠ ) 0, 2. Therefore, the
corresponding F harmonics of eq 4.75 are doubly degenerate with respect to Π, nΠ, LΠ, J, and MJ as long as the corresponding
GΠnΠLΠ

ΩJλ
σΠ

J (θ) do not vanish for all ΩJλ for either of the two values of σΠ and, in addition, constitute two linearly independent sets
of functions scanned by ΩJλ. For Π ) 1, eqs 4.82 and 4.83 give D ) 1 and σΠ ) 1, and the corresponding harmonics are nondegenerate.
Let us consider these two parities separately.

(a) Π ) 0, σΠ ) 0, 2
The values of nΠ and LΠ are even for both σΠ.
For σΠ ) 0, the allowed values of LΠ obtained from eqs 4.58, 4.72, and 4.73 are the same as for J ) 0 and are given by eq 5.1.

Equations 4.69 and 4.76 have two terms only, and the corresponding gc and N defined by eq 5.9 are

and

where the h were defined in eq 4.56. Some of the h are given in Table 1.

N Π)0nΠLΠ
σΠ)0
J)1 )

nΠ + 2 + |LΠ|

4
(5.7)

LΠ ) nΠ - 2m m ) 0, 1, ..., nΠ (5.8)

gjΠnΠLΠ
ΩJλ

σΠ

J (θ) ) N ΠnΠLΠ
σΠ

J gcΠnΠLΠ
ΩJλ

σΠ

J (θ) (5.9)

gcΠ)1nΠLΠ
ΩJλ

σΠ)1
J)1 (θ) ) {(nΠ + 3 + |LΠ - 1|)t1

ΩJλ cos|LΠ-1|/2 2θP(1/4)(nΠ-1-|LΠ-1|)
(1,|LΠ-1|/2) (cos 4θ) +

(nΠ + 1 + |LΠ + 1|)t-1
ΩJλ cos|LΠ+1|/2 2θP(1/4)(nΠ-3-|LΠ+1|)

(1,|LΠ+1|/2) (cos 4θ) for m ) 0, 2, ..., nΠ - 1

(nΠ + 3 + |LΠ + 1|)t-1
ΩJλ cos|LΠ+1|/2 2θP(1/4)(nΠ-1-|LΠ+1|)

(1,|LΠ+1|/2) (cos 4θ) +

(nΠ + 1 + |LΠ - 1|)t1
ΩJλ cos|LΠ-1|/2 2θP(1/4)(nΠ-3-|LΠ-1|)

(1,|LΠ+1|/2) (cos 4θ) for m ) 1, 3, ..., nΠ

(5.10)

N Π)1nΠLΠ
σΠ)1
J)1 ) 1

2nΠ + 4
(5.11)

gcΠ)0nΠLΠ
ΩJλ

σΠ)0
J)2 (θ) )

h22
ΩJλ

2 (θ)(nΠ + 2 + |LΠ - 2|) cos|LΠ-2|/2 2θP(1/4)(nΠ-2-|LΠ-2|)
(1,|LΠ-2|/2) (cos 4θ) -

h2-2
ΩJλ

2 (θ)(nΠ + 2 + |LΠ + 2|) cos|LΠ+2|/2 2θP(1/4)(nΠ-2-|LΠ+2|)
(1,|LΠ+2|/2) (cos 4θ)}

(5.12)

N Π)0nΠLΠ
σΠ)0
J)2 )

nΠ + 2 + |LΠ|

4
(5.13)
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For σΠ ) 2, eqs 4.58, 4.72, and 4.73, furnish the following allowed values of LΠ:

From eqs 4.76, 4.69, and 3.12 (with d replaced by σΠ) we obtain gj, which together with eq 5.9 furnishes gc and N :

Equations 5.12 and 5.15 agree with expressions obtained previously.30,32,33 For nΠ > 2 and |LΠ| * nΠ the gcΠ)0nΠLΠ
ΩJλ

σΠ)0
J)2 (θ) and

gcΠ)0nΠLΠ
ΩJλ

σΠ)2
J)2 (θ) do not vanish for all ΩJλ and constitute two sets of linearly independent functions scanned by ΩJλ. Therefore, the

corresponding FΠ)0nΠLΠJ)
MJσΠ

2 (Θλ
bf) are doubly degenerate. This conclusion agrees with the results of Zickendraht,30 Wolniewicz,31

and Mukhtarova, and Efros.32 Those equations also show that for nΠ ) LΠ ) 2 the corresponding F harmonics are nondegenerate
with respect to Π, nΠ, LΠ, J, and MJ. The reason is that the ratio gcΠ)0nΠ)2LΠ

ΩJλ
σΠ)2

J)2 /gcΠ)0nΠ)2LΠ
ΩJλ

σΠ)0
J)2 is a constant independent of

ΩJλ and equal to the ratio of the two quantities U(2-LΠ)/2
(2-σΠ)/2  (2+σΠ)/2 (defined by eq E.44) for σΠ ) 0 and 2, respectively. As a result, the

corresponding F harmonics are linearly dependent.
(b) Π ) 1, σΠ ) 1
For this case, the values of nΠ, σΠ, and J + Π are odd. Equations 4.58, 4.72, and 4.73 yield the following allowed values of LΠ:

The associated gc functions and N obtained as described for the Π ) 0, σΠ ) 2 case are

and

LΠ ) nΠ - 2m m ) 0, 1, 2, ..., nΠ (5.14)

gcΠ)1nΠLΠ
ΩJλ

σΠ)2
J)2 (θ) )

h22
ΩJλ

2 (θ)(nΠ + 2 + |LΠ - 2|) cos|LΠ-2|/2 2θ[(nΠ + 1)(nΠ + |LΠ - 2| + 6) ×

P(1/4)(nΠ-2-|LΠ-2|)
(2,|LΠ-2|/2) (cos 4θ) + (nΠ + 3)(nΠ + |LΠ - 2| - 2)P(1/4)(nΠ-6-|LΠ-2|)

(2,|LΠ-2|/2) (cos 4θ)] +

h2-2
ΩJλ

2 (θ)(nΠ + 2 + |LΠ + 2|) cos|LΠ+2|/2 2θ[(nΠ + 1)(nΠ + |LΠ + 2| + 6) ×

P(1/4)(nΠ-2-|LΠ+2|)
(2,|LΠ+2|/2) (cos 4θ) + (nΠ + 3)(nΠ + |LΠ + 2| - 2)P(1/4)(nΠ-6-|LΠ+2|)

(2,|LΠ+2|/2) (cos 4θ)]

for m ) 0, 2, ..., nΠ

2h20
ΩJλ

2 (θ)(nΠ + 2 + |LΠ|) cos|LΠ|/2 2θ[(nΠ + 1)(nΠ + |LΠ| + 6)P(1/4)(nΠ-2-|LΠ|)
(2,|LΠ|/2) (cos 4θ) +

(nΠ + 3)(nΠ + |LΠ| - 2)P(1/4)(nΠ-6-|LΠ|)
(2,|LΠ|/2) (cos 4θ)] + (2nΠ + 4)[h2-2

ΩJλ

2 (θ) ×

(nΠ + 4 + |LΠ + 2|)(nΠ + |LΠ + 2|) cos|LΠ+2|/2 2θP(1/4)(nΠ-4-|LΠ+2|)
(2,|LΠ+2|/2) (cos 4θ) +

h22
ΩJλ

2 (θ)(nΠ + 4 + |LΠ - 2|)(nΠ + |LΠ - 2|) cos|LΠ-2|/2 2θP(1/4)(nΠ-4-|LΠ+2|)
(2,|LΠ-2|/2) (cos 4θ)]

for m ) 1, 3, ..., nΠ - 1
(5.15)

N Π)0nΠLΠ
σΠ)2
J)2 ) 3

16(nΠ + 1)(nΠ + 2)(nΠ + 3)
(5.16)

LΠ ) nΠ - 2 - 2m m ) 0, 1, 2, ..., nΠ - 2 (5.17)

gcΠ)1nΠLΠ
ΩJλ

σΠ)1
J)2 (θ) ) {(nΠ + 5 + |LΠ - 1|)(nΠ + 1 + |LΠ - 1|)h31

ΩJλ

2 (θ) cos|LΠ-1|/2 2θP(1/4)(nΠ-3-|LΠ-1|)
(2,|LΠ-1|/2) (cos 4θ) +

(nΠ + 3 + |LΠ + 1|)(nΠ - 1 + |LΠ + 1|)h3-1
ΩJλ

2 (θ) cos|LΠ+1|/2 2θ ×

P(1/4)(nΠ-5-|LΠ+1|)
(2,|LΠ+1|/2) (cos 4θ) for m ) 0, 2, ..., (nΠ - 3)

(nΠ + 5 + |LΠ + 1|)(nΠ + 1 + |LΠ + 1|)h3-1
ΩJλ

2 (θ) cos|LΠ+1|/2 2θP(1/4)(nΠ-3-|LΠ+1|)
(2,|LΠ+1|/2) (cos 4θ) +

(nΠ + 3 + |LΠ - 1|)(nΠ - 1 + |LΠ - 1|)h31
ΩJλ

2 (θ) cos|LΠ-1|/2 2θ ×

P(1/4)(nΠ-5-|LΠ-1|)
(2,|LΠ-1|/2) (cos 4θ) for m ) 1, 3, ..., nΠ - 2

(5.18)

N Π)1nΠLΠ
σΠ)1
J)2 ) 1

16(nΠ + 2)
(5.19)
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The h values for J ) 2 and nΠ ) 3 are given in Table 1.
Equation 5.18 agrees with the results of Mukhtarova and Efros.32

Therefore, we are in complete agreement with those authors
for all the J ) 2 cases we tested. It should be noted that their
hyperspherical coordinates, principal axes of inertia, and Wigner
rotation functions are different from those in the present paper,
and this agreement takes this difference into account.46

5.4. Hyperspherical Harmonics for nΠ ) 4. For nonde-
generate F functions, the results of the present paper and those
of the recursion method33 should be the same, if both are
normalized in the same way. However, for the degenerate cases,
they should be related by linear combinations, according to

We have verified the correctness of these predictions for some
nΠ ) 4 harmonics. For the nondegenerate cases, gj(θ) is related
to gc by eq 5.9. However, when transforming from θ to x ) cos
θ, y ) sin θ, additional ΩJλ-independent factors appear, and it
becomes convenient to write gc as

k(x,y) and M are given, for these nondegenerate cases, in the
top two sections of Table 2, and k(x,y) are identical to their
recursion relation method counterparts, given in Table 3 of ref
33, where similar ΩJλ-independent factors also were omitted.
The third and fourth sections of that table give the gj for J ) 2
and LΠ ) 0 obtained using the recursion and the present paper
methods, respectively. The corresponding F harmonics are
doubly degenerate and are related by eq 5.20 with the corre-
sponding B402

σΠ
d coefficients given in Table 3 (the Π ) 0

superscript having been omitted for simplicity) for three cases:
(a) the F functions are neither normalized (i.e., the normalization
coefficients NΠnΠLΠ

d
J and NΠnΠLΠ

σΠ

J in eqs 3.11, for Frec, and
4.75, for the present paper F, respectively, were omitted) nor
orthogonal with respect to either σΠ or d; (b) these functions
are normalized but still not orthogonal with respect to σΠ and
d; and (c) they are normalized and orthogonal with respect to
both σΠ and d. The fact that a relation of the type of eq 5.20 is
valid is an additional check of the equivalence of the G and F
functions obtained by both methods and of their correctness.
In conclusion, there is complete agreement between the nΠ )
4 gj harmonics obtained from the present method and those
obtained from the recursion relation method.

6. Discussion

Hyperspherical harmonics in space-fixed hyperspherical
coordinates for N-particle systems can be derived analytically
in a straightforward manner, as demonstrated for the 4-particle
case.41,42 These harmonics are, however, different for different
arrangement channels (i.e., are not “democratic”) and are useful
mainly in the weak interaction regions of configuration space,
where the system has separated into pairs of noninteracting
clusters. In the strong interaction region, where any pair of
particles can interact with each other, the body-fixed ROHH
(i.e., democratic) are much more useful. However, these
harmonics, for general N-particle systems, are still unknown.

In the present paper we reported a new method for the
analytical determination of democratic hyperspherical harmonics
for 3-particle systems. The expression for the resulting harmon-
ics (eqs 4.75, 4.76, 4.69, 4.63, and 4.55) involve independent
single index sums and are significantly simpler than the
Mukharova and Efros expression32 (their eqs 19, 20, 23, and
24) that involve 4-fold sums. We have checked random sets of
harmonics, involving nondegenerate and degenerate ones, and
verified that our harmonics agree with theirs. We also derived
analytically the degeneracy of our harmonics and found them
to be in agreement with those of Wolniewicz,31 which were
obtained by a completely independent method. We have written
an efficient Fortran program that calculates our harmonics.

In the approach used for the derivation of the 3-particle
ROHH, we started with the corresponding space-fixed harmonics
given by eq 4.16 and then transformed the space-fixed hyper-
spherical coordinates to democratic body-fixed coordinates. This
approach is applicable to systems of more than 4 particles. The
4-particle version of eq 4.16 is known,41,42 and a similar method
for transforming it from space-fixed to body-fixed coordinates
can be used to obtain explicit analytical expressions for the
4-particle ROHH. If this approach is successful, the resulting
harmonics could be very useful for reactive scattering calcula-
tions of 4-atom systems.

7. Summary and Conclusions

We have developed a new general procedure for deriving
hyperspherical harmonics for triatomic systems and used it to obtain
explicit analytical expressions for these harmonics in the body-
fixed row-orthonomal hyperspherical coordinates (ROHC). These
harmonics have been programmed using efficient numerical
methods. Their degeneracy was also obtained analytically. These
functions are attractive candidates for benchmark-quality state-to-
state reactive scattering calculations. The procedure used to obtain
them is generalizable to systems of more than three atoms.

Acknowledgment. The present work was strongly influenced
by the pioneering research of Vincenzo Aquilanti on hyper-
spherical coordinates, hyperspherical harmonics, and their use
in reactive scattering.

Appendix A. Proof that CΠnΠJ is Independent of MJ

Equation 4.19 can be expressed in matrix form as

where ΦΠnΠJMJ(Θλ
sf) and FΠnΠJMJ(Θλ

bf) are column vectors
whose elements are respectively the functions of the sets
{ΦΠnΠJMJ(Θλ

sf)} and {FΠnΠJMJ(Θλ
bf)}, defined in the beging of

FΠnΠLΠ
MJσΠ

J (Θλ
bf) ) ∑

d)1

D

BΠnΠLΠ
σΠ

Jd Frec
ΠnΠLΠ

MJd
J (Θλ

bf)

(5.20)

gcΠ)0nΠ)4LΠ
ΩJλ

σΠ

J (θ) ) M Π)0nΠ)4LΠ
σΠ

J kΠ)0nΠ)4LΠ
ΩJλ

σΠ

J (x,y)

(5.21)

TABLE 3: B402
σΠ
d

σΠ

d 0 2

(a) For Non-normalized F
1 3/28 1/8
2 -3/28 1/8

(b) For Normalized F
1 (19/70)1/2 (19/6)1/2

2 -(19/70)1/2 (19/6)1/2

(c) For Orthonormalized F
1 (35/38)1/2 (3/38)1/2

2 -(3/38)1/2 (35/38)1/2

ΦΠnΠJMJ(Θλ
sf) ) CΠnΠJFΠnΠJMJ(Θλ

bf) (A.1)
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section 4.2, and CΠnΠJ is a square matrix whose rows and
columns are spanned by the pairs of indices lλ

(1), lλ
(2) and LΠ, σΠ,

respectively. This matrix may contain some zeroes, since not
all LΠ, dF functions need contribute to a given lλ

(1), lλ
(2) Φ

function. However, the determinant of this matrix does not
vanish and the square of its absolute values is 1 if the F functions
are required to be orthonormal with respect to σΠ. We wish to
show that, in spite of the fact that the quantum number MJ,
associated with the space-fixed Ĵz angular momentum operator,
appears on both sides of eqs 4.19 and A.1, the CΠnΠJ matrix
does not depend on MJ. Since the functions Φlλ

(1)lλ
(2)

ΠnΠJMJ(Θλ
sf) in the

lhs of the first of those equations are orthonormal, but the
FΠnΠLΠ

MJσΠ

J (Θλ
bf) in its rhs need not be, it is more convenient to

prove that CjΠnΠJ ) (CΠnΠJ)-1 is independent of MJ and,
therefore, so is CΠnΠJ. Indeed, the corresponding elements are
given by

The variables Θλ
sf and Θλ

bf, defined by eqs 4.4 and 2.3 and which
appear in the lhs and rhs of eq 4.19, respectively, span the same
angular configuration space and therefore are related to each
other. The integration variable in the scalar product of eq A.2
can be chosen to be either Θλ

sf or Θλ
bf, whichever is more

convenient. Expressing the space-fixed Φlλ
(1)lλ

(2)
ΠnΠJMJ in terms of its

body-fixed counterparts Φlλ
(1),lλ

(2)
ΠnΠJk, we have

The symbol Θj λ
bf stands for the four body-fixed polar angles θλ

I(1),
φλ

I(1) and θλ
(2), φλ

I(2) of rλ
(1) and rλ

(2) in the principal axes of inertia
frame. This relation permits us to write eq 2.1 in the form

where xλ
I(i), yλ

I(i) and zλ
I(i) (i ) 1, 2) are the Cartesian coordinates of

rλ
(i) in that frame. As a result of eqs A.4, 2.4, 4.1, and 4.2 we

conclude that Θj λ
bf depends on θ and δλ only. Therefore, substituting

eq 3.11 (with d replaced by σΠ) and eq A.3 into eq A.2 and
choosing Θλ

bf as the integration variable in its rhs results in

where the two pairs of indices LΠ, σΠ and lλ(1), lλ(2) span the rows
and columns of , respectively. The orthonormality property

of the D functions,

is independent of MJ. Replacing eq A.6 into eq A.5 leads to

which is therefore also independent of MJ, QED. This independence
is related to the rotational invariance of space.

Appendix B. Parity of the Gj Hyperspherical Harmonics
with Respect to σΠ

The GjΠnΠLΠ
ΩJλ

σΠ

J (θ) one-dimensonal hyperspherical harmonics
and the associated FjΠnΠLΠ

MJσΠ

J (Θλ
bf) five-dimensional harmonics

have been defined in eq 4.34 and the statement immediately
following it. To determine the values of σΠ that lead to a complete
set of linearly independent Fj harmonics, it is useful to consider
the relation between GjΠnΠLΠ

ΩJλ
σΠ

J (θ) and GjΠnΠLΠ
ΩJλ

-σΠ

J (θ), given
by eq B.19. This relation, derived in section B.2 of this appendix,
is based on the connection between the lλ(1)lλ(2) and lλ(2) lλ(1) elements
of the matrix CΠnΠJ, defined by eqs 4.19 and A.1, derived in section
B.1 below.

B.1. Relation between (CΠnΠJ)lλ(1)lλ(2)
LΠσΠ and (CΠnΠJ)lλ(2)lλ(1)

LΠσΠ

For the reason given at the beginning of Appendix A, it is more
convenient to initially consider the matrix CjΠnΠJ ) (CΠnΠJ)-1. Let
us, in the rhs of eq A.2, chose Θλ

bf as the integration variable and
use the corresponding volume element in the scalar product integral.
The Φlλ

(1)lλ
(2)

ΠnΠJMJ function in that expression is a simultaneous eigen-
function of Ĵ2, Ĵzsf, l̂λ(1)2, and l̂λ(2)2 and is related to the simultaneous

eigenfunctions ΦΠnΠ
mlλ

(1)

lλ
(1)

mlλ
(2)

lλ
(2)

of l̂λ(1)2, l̂λzsf
(1) , l̂λ(2)2, and l̂λzsf

(2) , by

ΦΠnΠ
mlλ

(1)

lλ
(1)

mlλ
(2)

lλ
(2)

(Θλ
sf)

where

with 	λ, Nlλ
(1)lλ

(2)
ΠnΠ , and P having been defined by eqs 4.17 and 4.18

and the statement after eq 4.17, respectively. Replacement of eqs
B.1 and B.2 in eq A.2 results in

(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
) (Φlλ(1)lλ(2)

ΠnΠJMJ(Θλ
sf,FΠnΠLΠ

MJσΠ

J (Θλ
bf))

(A.2)

Φlλ(1)lλ(2)
ΠnΠJMJ(Θλ

sf) ) ∑
k)-J

J

DMJ

J
k(aλ) Φlλ(1),lλ(2)

ΠnΠJk(Θ̄λ
bf) (A.3)

Fλ
sf ) R̃(aλ)(xλ

I(2) xλ
I(1)

yλ
I(2) yλ

I(1)

zλ
I(2) zλ

I(1) )
) R̃(aλ)(rλ

(2) sin θλ
I(2) cos φλ

I(2) rλ
(1) sin θλ

I(1) cos φλ
I(1)

rλ
(2) sin θλ

I(2) sin φλ
I(2) rλ

(1) sin θλ
I(1) sin φλ

I(1)

rλ
(2) cos θλ

I(2) rλ
(1) cos θλ

I(1) )
(A.4)

(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
) NΠnΠLΠ

σΠ

J ∑
ΩJλ,k)-J

J

(DMJk
J (aλ), DMJΩJλ

J (aλ))aλ
×

(Φlλ(1)lλ(2)
ΠnΠJk(θ,δλ), eiLΠδλGΠnΠLΠ

ΩJλ
σΠ

J (θ))θ,δλ
(A.5)

(DMJk
J (aλ),DMJΩJλ

J (aλ))aλ
) 8π2

2J + 1
δkΩJλ

(A.6)

(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
) NΠnΠLΠ

σΠ

J 8π2

2J + 1
×

∑
ΩJλ)-J

J

(Φlλ(1)lλ(2)
ΠnΠJΩJλ(θ,δλ), eiLΠδλGΠnΠLΠ

ΩJλ
σΠ

J (θ))θ,δλ
(A.7)

Φlλ(1)lλ(2)
ΠnΠJMJ(Θλ

sf) )

∑
mlλ

(1),mlλ
(2)

C(lλ
(1)lλ

(2)J;mlλ(1),mlλ(2)MJ)Φ
ΠnΠ

mlλ
(1)

lλ(1)

mlλ
(2)

lλ(2)
(Θλ

sf) (B.1)

ΦΠnΠ
mlλ

(1)

lλ(1)

mlλ
(2)

lλ(2)
(Θλ

sf) ) Qlλ(1)lλ(2)
ΠnΠ (ηλ) Ymlλ

(1)

lλ(1)
(θλ

(1),φλ
(1)) Ymlλ

(2)

lλ(2)
(θλ

(2),φλ
(2))

(B.2)

Qlλ(1)lλ(2)
ΠnΠ (ηλ) )

Nlλ(1)lλ(2)
ΠnΠ sinlλ(1)

ηλ coslλ(2)
ηλP	λ

(lλ(1)+(1/2),lλ(2)+(1/2))( cos 2ηλ) (B.3)
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C̄ΠnΠJ

are given explicitly by 41,42
where the C are Clebsch-Gordan coefficients. The



The integration variable in eq B.4 and in all scalar products of
Appendix B is chosen to be Θλ

sf. An analogous expression for

(C̄ΠnΠJ)LΠσΠ

lλ
(1)lλ

(2)

(with lλ(1) and lλ(2) interchanged) is valid. Interchanging
lλ(1) and lλ(2) in eq A.2 results in

where Φlλ
(1)lλ

(2)
ΠnΠJMJ is given by expressions analogous to eqs B.2 and

B.3 with the pairs of indices lλ(1), mlλ
(1), and lλ(2), mlλ

(2) switched, but
the variables in eq B.2 unchanged. The expression for Qlλ

(2)lλ
(1)

ΠnΠ

(ηλ) is

Using eqs C.4 and 4.18, we get

With the help of the variable

we can rewrite eq B.7 as

Due to the remarks after eq B.5 and using eqs B.8 and B.9, we
can rewrite eq B.5 as

We now change integration variables Θλ
sf ≡ (θλ

(1), φλ
(1),θλ

(2),φλ
(2),ηλ)

to integration variables Θλ
′sf ≡ (θλ

(2), φλ
(2),θλ

(1),φλ
(1),ηλ′) and then drop

the prime in the dummy variable Θλ
′sf to get an expression analogous

to eq B.10 with θλ
(2), φλ

(2) replaced by θλ
(1), φλ

(1) and vice versa and
ηλ′ replaced by ηλ. Use, in the resulting equation, of the symmetry
relation between Clebsch-Gordan coefficients47

yields

Comparison of this expression with eq B.4 and use of eq 4.17
results in

where   the   exponent  of  (-1) is   an  integer   because nΠ and lλ(1) + lλ(2)

have the same parity, as pointed out after eq 4.17. Equation B.13

indicates that (C̄ΠnΠJ)LΠσΠ

lλ
(2)lλ

(1)

and (C̄ΠnΠJ)LΠσΠ

lλ
(1)lλ

(2)

differ at most by a
sign.

From the relation (B.13) between (C̄ΠnΠJ)LΠσΠ

lλ
(2)lλ

(1)

and (C̄ΠnΠJ)LΠσΠ

lλ
(1)lλ

(2)

we wish to obtain an analogous relation between (CΠnΠJ)LΠσΠ

lλ
(2)lλ

(1)

and

(CΠnΠJ)LΠσΠ

lλ
(1)lλ

(2)

. To that efffect we define the matrix (C̄′ΠnΠJ)
as the one whose LΠd, lλ

(1)lλ
(2) element is given by the lhs of eq

B.13, i.e.,

As a result, eq B.13 can be written in matrix form as

where is the square diagonal matrix defined by

Taking the inverse of eq B.15, utilizing the fact that equals
its inverse and using the definition of CjΠnΠ

J
given at the

beginning of this section results in

This expression will now used to obtain the relation between
ḠΠnΠLΠ

ΩJλ
-σΠ

J (θ) and ḠΠnΠLΠ
ΩJλ

σΠ

J .

B.2. Relation between ḠΠnΠLΠ
ΩJλ

-σΠ

J (θ) and ḠΠnΠLΠ
ΩJλ

σΠ

J (θ)

Interchanging lλ
(1) and lλ

(2) in eq 4.20 shows that the relation
between (θλ

bf) and (θλ
bf) is the same as between

(CΠnΠJ)lλ
(1)lλ

(2)
LΠσΠ and (CΠnΠJ)lλ

(2)lλ
(1)

LΠσΠ. Similarly, interchanging those
two quantum numbers in eq 4.21 shows that the relation between

(θ) and (θ) is the same as between the corre-
sponding Fj and therefore as between the corresponding CΠnΠJ

matrix elements. As a result, using eq B.17 we get

(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
) ( ∑

mlλ
(1),mlλ

(2)

C(lλ
(1)lλ

(2)J;mlλ(1)mlλ(2)MJ) Qlλ(1)lλ(2)
ΠnΠ (ηλ)

Ymlλ
(1)

lλ(1)
(θλ

(1),φλ
(1)) Ymlλ

(2)

lλ(2)
(θλ

(2),φλ
(2)),FΠnΠLΠ

MJσΠ

J [Θλ
bf(Θλ

sf)]) (B.4)

(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
) (Φlλ(2)lλ(1)

ΠnΠJMJ(Θλ
sf),FΠnΠLΠ

MJσΠ

J [Θλ
bf(Θλ

sf)]) (B.5)

Qlλ(2)lλ(1)
ΠnΠ (ηλ) )

Nlλ(2)lλ(1)
ΠnΠ sinlλ(2)

ηλ coslλ(1)
ηλP	λ

(lλ(2)+(1/2),lλ(1)+(1/2))(cos 2ηλ) (B.6)

Qlλ(2)lλ(1)
ΠnΠ (ηλ) ) (-1)	λNlλ(1)lλ(2)

ΠnΠ sinlλ(2)(π
2
- ηλ) ×

coslλ(1)(π
2
- ηλ)P	λ

(lλ(1)+(1/2),lλ(2)+(1/2))(-cos 2ηλ) (B.7)

ηλ′ )
π
2
- ηλ (B.8)

Qlλ(2)lλ(1)
ΠnΠ (ηλ) ) (-1)	λQlλ(1)lλ(2)

ΠnΠ (ηλ′) (B.9)

( ΠnΠJ)LΠσΠ

lλ(2)lλ(1)
) ∑

mlλ
(1),mlλ

(1)

C(lλ
(2)lλ

(1)J;mlλ(2)mlλ(1)MJ)(-1)	λ

Qlλ(1)lλ(2)
ΠnΠ (ηλ′)

×

Ymlλ
(2)

lλ(2)
(θλ

(1),φλ
(1))

Ymlλ
(1)

lλ(1)
(θλ

(2),φλ
(2)),FΠnΠLΠ

MJσΠ

J [Θλ
bf(Θλ

sf)]) (B.10)

C(lλ
(2)lλ

(1)J;mlλ(2)mlλ(1)MJ) ) (-1)lλ(1)+lλ(2)-JC(lλ
(1)lλ

(2)J;mlλ(1)mlλ(2)MJ)

(B.11)

(C̄ΠnΠJ)LΠσΠ

lλ(2)lλ(1)
) (-1)(1/2)(lλ(1)+lλ(1)-J) ×

∑
mlλ

(1),mlλ
(1)

C(lλ
(1)lλ

(2)J;mlλ(1)mlλ(2)MJ)(-1)	λ Qlλ(1)lλ(2)
ΠnΠ (ηλ) ×

Ymlλ
(1)

lλ(1)
(θλ

(1),φλ
(1)) Ymlλ

(2)

lλ(2)
(θλ

(2),φλ
(2)),Frec

ΠnΠLΠ
MJσΠ

J [Θλ
bf(Θλ

sf)])

(B.12)

(C̄ΠnΠJ)LΠσΠ

lλ(2)lλ(1)
) (-1)(1/2)(nΠ+lλ(1)+lλ(2))-J(C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)

(B.13)

(C̄′ΠnΠJ)LΠσΠ

lλ(2)lλ(1)
) (C̄ΠnΠJ)LΠσΠ

lλ(1)lλ(2)
(B.14)

(C̄′ΠnΠJ) ) (C̄ΠnΠJ)qΠnΠJ (B.15)

(qΠnΠJ)LΠσΠ

lλ(2)lλ(1)
) (-1)(1/2)(nΠ+lλ(1)+lλ(2))-JδLΠσΠ

lλ(1)lλ(2)
(B.16)

(CΠnΠJ)lλ(2)lλ(1)
LΠσΠ ) (-1)(1/2)(nΠ+lλ(1)+lλ(2))-J(C )lλ(1)lλ(2)

LΠσΠ

(B.17)
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×

C̄

 

qΠnΠJ

qΠnΠJ

ΠnΠJ

Fj lλ(1)lλ(2)
ΠnΠLΠ

MJ

J Fj lλ (1)lλ(2)
ΠnΠLΠ

MJ

J

Gj lλ(1)lλ(2)
ΠnΠLΠ

ΩJλ

J Gj lλ
(1)lλ

(2)
ΠnΠLΠ

ΩJλ

J



This expression is valid for any lλ
(1), lλ

(2) pair, and in particular for the lmin
(1) and lmin

(2) of eqs 4.26 and 4.28. Interchanging lmin
(1) and lmin

(2)

in eq 4.34 and using eqs 4.26 and 4.28 finally results in

Appendix C. Some Relevant Properties of Jacobi Polynomials

In this appendix we give some properties of Jacobi polynomials that will be used in Appendices D and E. A formula expressing
explicitly Jacobi polynomials of any degree and order in terms of one special kind of Jacobi polynomial having two equal superscripts
is given by48

where

and

It should be remembered that, whenever n is a non-negative integer, R and 
 are real numbers greater than -1. Since Jacobi polynomials
have the symmetry property:49

we get, replacing eq C.1 into eq C.4

In addition, eq C.4 furnishes

Inserting eq C.6 into eq C.5 leads to

Let us now change from summation index k to k′ ) n - k and then drop the prime in the k′. We get

where

(θ) ) (-1)(1/2)(nΠ+lλ(1)+lλ(2))-J (θ) (B.18)

GjΠnΠLΠ
ΩJλ

-σΠ

J (θ) ) (-1)(1/2)(nΠ-J+bJ+Π)GjΠnΠLΠ
ΩJλ

σΠ

J (θ) (B.19)

Pn
(
,R)(x) )

(1 + 
)n

(1 + R + 
)n
∑
k)0

n

Ank
(
,R)Pk

(
,
)(x) (C.1)

(a)n ) a(a + 1) · · · (a + n - 1) (C.2)

Ank
(
,R) )

(-1)n-k(R - 
)n-k(1 + R + 
)n+k(1 + 2
)k(1 + 2
 + 2k)

(n - k)!(1 + 2
)n+k+1(1 + 
)k
(C.3)

Pn
(R,
)(x) ) (-1)nPn

(
,R)(-x) (C.4)

Pn
(R,
)(x) )

(-1)n(1 + 
)n

(1 + R + 
)n
∑
k)0

n

Ank
(
,R)Pk

(
,
)(-x) (C.5)

Pk
(
,
)(-x) ) (-1)kPk

(
,
)(x) (C.6)

Pn
(R,
)(x) )

(-1)n(1 + 
)n

(1 + R + 
)n
∑
k)0

n

(-1)kAnk
(
,R)Pk

(
,
)(x) (C.7)

Pn
(R,
)(x) )

(1 + 
)n

(1 + R + 
)n
∑
k)0

n

Wnk
(R,
)Pn-k

(
,
)(x) (C.8)
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Gj lλ
(1)lλ

(2)
ΠnΠLΠ

ΩJλ

J Gj lλ(1)lλ(2)
ΠnΠLΠ

ΩJλ

J



Defining σ by

eqs C.8 and C.9 lead to

where

From eq C.2, we know that

With the help of eqs C.13 and C.12, eq C.11 can be rewritten as

If σ is a positive integer, (-σ)k has the property

Inserting eq C.15 into eq C.14 leads, for such values of σ, to

This expression is also valid for σ ) 0.

Appendix D. Expansion of Pk
(r, r)(-cos 2θ cos 2δλ) in Terms of eiLδλ

We can write Pk
(R, R)(-cos 2θ cos 2δλ) as50

Replacing in eq D.1 cos 2δλ by (ei2δλ + e-i2δλ)/2 and grouping the terms with the same power of ei2δλ leads to

Wnk
(R,
) )

(R - 
)k(1 + R + 
)2n-k(1 + 2
)n-k(1 + 2
 + 2n - 2k)

k!(1 + 2
)2n-k+1(1 + 
)n-k
(C.9)

σ ) 
 - R (C.10)

Pn
(R,R+σ)(x) )

(1 + R + σ)n

(1 + 2R + σ)n
∑
k)0

n

Wnk
(R,R+σ)Pn-k

(R+σ,R+σ)(x) (C.11)

Wnk
(R,R+σ) )

(-σ)k(1 + 2R + σ)2n-k(1 + 2R + 2σ)n-k(1 + 2R + 2σ + 2n - 2k)

k!(1 + 2R + 2σ)2n-k+1(1 + R + σ)n-k
(C.12)

(a)n

(a)k
) (a + k)n-k for k e n (C.13)

Pn
(R,R+σ(x) ) ∑

k)0

n (-σ)k(1 + 2R + σ + n)n-k(1 + R + σ + n - k)k

k!(1 + 2R + 2σ + n - k)n+1
(1 + 2R + 2σ + 2n - 2k)Pn-k

(R+σ,R+σ)(x)

(C.14)

(-σ)k ) { (-1)kσ!
(σ - k)!

for k e σ

0 for k > σ
(C.15)

Pn
(R,R+σ)(x) ) ∑

k)0

min(n,σ) (σ
k )(-1)k(1 + 2R + σ + n)n-k(1 + R + σ + n - k)k

(1 + 2R + 2σ + n - k)n+1
(1 + 2R + 2σ + 2n - 2k)Pn-k

(R+σ,R+σ)(x)

(C.16)

Pk
(R,R)(-cos 2θ cos 2δλ) )

Γ(k + R + 1)
k!Γ(2R + k + 1) ∑

m)0

k (k
m )Γ(2R + k + m + 1)(-cos 2θ cos 2δλ - 1)m

2mΓ(R + m + 1)
(D.1)

Pk
(R,R)(-cos 2θ cos 2δλ) )

1
Γ(2R + k + 1) ∑

q)-k

k

ei2qδλf kq
R (θ) (D.2)
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where

and51

As a result, k - |q| must be even for f kq
R (θ) not to vanish. We now define the non-negative integer r by

Changing, in eq D.3, the summation index from p to pj ) (p - |q|)/2 and using eq D.4 with γ ) R + 2pj + |q| and j ) 2r - 2pj, we
get

Using the duplication formula of Γ functions52

and choosing z ) R + r + |q| + pj + 1/2, we obtain

Replacing eq D.8 in eq D.6 results in

We know, however, that50

Substitution of eq D.10 in eq D.9 results in

It is interesting to notice that the θ dependence in eq D.3 involving a sum of powers of cos 2θ has become, in eq D.11, the single
product of cos|q| 2θ by a Jacobi polynomial of cos 4θ. This very important property is responsible for the appearance of such
polynomials in eqs D.19 below and 4.63 and therefore in the G harmonics of eq 4.69. Equations D.2 and D.11 now yield

where L is an even integer given by

fkq
R (θ) ) (-1)|q| ∑

p)|q|,2

k ( p
p - |q|

2
)Γ(2R + k + p + 1)Pk-p

(R+p,R+p)(0) cosp 2θ

p!4p
(D.3)

Pj
(γ,γ)(0) ) {0 for j odd

(-1)(j/2)Γ(j + γ + 1)

2j(j/2)!Γ(j/2 + γ + 1)
for j even

(D.4)

k - |q| ) 2r (D.5)

fkq
R (θ) ) (- 1

4)r(- cos 2θ
4 )|q|

Γ(2r + R + |q| + 1)
1
r! ∑

pj)0

r (r
pj ) Γ(2R + 2r + 2|q| + 2pj + 1)

(pj + |q|)!Γ(r + pj + R + |q| + 1)(- cos2 2θ
4 )pj

(D.6)

Γ(2z) ) (2π)-1/222z-1/2Γ(z)Γ(z + 1/2) (D.7)

Γ(2R + 2r + 2|q| + 2pj + 1) ) (π)-1/222R+2r+2|q|+2pjΓ(R + r + |q| + pj + 1/2) Γ(R + r + |q| + pj + 1) (D.8)

f 2r+|q||q|
R (θ) ) 22R

√π
(-1)(r+|q|) cos|q| 2θΓ(2r + R + |q| + 1)

r! ∑
pj)0

r (r
pj )Γ(R + r + |q| + pj + 1/2)

2pjΓ(pj + |q| + 1)
(-cos 4θ - 1)pj (D.9)

Pr
(|q|,R-1/2)(-cos 4θ) ) Γ(r + |q| + 1)

r!Γ(r + R + |q| + 1/2) ∑
pj)0

r (r
pj )Γ(R + r + |q| + pj + 1/2)

2pjΓ(pj + |q| + 1)
(-cos 4θ - 1)pj (D.10)

f 2r+|q||q|
R (θ) )

(-1)|q|22RΓ(2r + R + |q| + 1) Γ(R + r + |q| + 1/2) cos|q| 2θPr
(R-1/2,|q|)(cos 4θ)

√πΓ(r + |q| + 1)
(D.11)

Pk
(R,R)(-cos 2θ cos 2δλ) )

(-1)kΓ(k + R + 1)22R

√πΓ(2R + k + 1)
∑

L)-2k,4

2k
Γ((k + |L| /2 + 1)/2 + R)

Γ((k + |L/2|)/2 + 1)
eiLδλ cos|L/2| 2θP(k-|L/2|)/2

(R-1/2,|L/2|)(cos 4θ) (D.12)
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With the help of eq D.12, eq C.16 can be rewritten as

where

with Vj having the same parity as n - |L|/2 and

Since eq C.16 is valid for non-negative integer σ and since σΠ, as stated after eq 4.23 and proven in section 4.6, can also be
restricted to being a non-negative integer, we are free to chose σ ) σΠ in eq D.14. Let us also choose R ) lmin

(1) + 1/2 and R + σ )
lmin
(2) + 1/2, where lmin

(1) and lmin
(2) are defined in eqs 4.26 and 4.28. With these choices, eq D.14 becomes

where

The J dependence of sn |L|
(J, σΠ)(θ) stems from the corresponding dependence of lmin

(2) . For σΠ ) 0, we have lmin
(1) ) lmin

(2) , and with the help
of eq D.12, eq D.18 can, in this case, be written as

with

Therefore, (θ) is reduced to a single term, and the summation index L in eq D.20 varies in steps of 4 instead of the steps of
2 in eq D.18.

L ) 2q (D.13)

Pn
(R,R+σ)(-cos 2θ cos 2δλ) )

(-1)n22R+2σ

√π
∑

L)-2n,2

2n

eiLδλsjn|L|
(R,σ)(θ) (D.14)

sjn|L|
(R,σ)(θ) ) cos|L/2|(2θ) ∑

Vj)Vjmin,2

Vjmax (σ
Vj ) (-1)Vj(1 + 2R + σ + n)n-VjΓ(n - Vj + R + σ + 1)

Γ((n - Vj + |L/2|)/2 + 1) Γ(2R + 2σ + n - Vj + 1)
×

(1 + R + σ + n - Vj)VjΓ((n - Vj + |L/2| + 1)/2 + R + σ)(1 + 2R + 2σ + 2n - 2k)

(1 + 2R + 2σ + n - Vj)n+1
P(n-Vj-|L/2|)/2

(R+σ-(1/2),|L/2|)(cos 4θ) (D.15)

Vjmin ) 1 - (-1)n-|L|/2

2
(D.16)

Vjmax ) min(n, σ, n - |L| /2) ) min(n - |L| /2, σ - 1 - (-1)n-|L|/2-σ

2 ) (D.17)

Pn
(lmin

(1) +(1/2),lmin
(2) +(1/2))(-cos 2θ cos 2δλ) )

(-1)n(2n + 2lmin
(2) + 1)!lmin

(2) !

22n(σΠ + 1)!(n + lmin
(2) )!(n + 2lmin

(2) - σΠ + 1)!
∑

L)-2n,2

2n

eiLδλsn|L|
(J,σΠ)(θ) (D.18)

sn|L|
(J,σΠ)(θ) ) cos|L/2|(2θ) ∑

Vj)Vjmin,2

Vjmax
(σΠ

Vj )(2n - 2Vj + |L|
4

+ lmin
(2)

lmin
(2) )

(2n - Vj + 2lmin
(2) + 2

σΠ + 1 )
(2n - 2Vj + 2lmin

(2) + 2)P(1/4)(2n-2Vj-|L|)
(lmin

(2) ,|L/2|) (cos 4θ) (D.19)

Pn
(lmin

(2) +(1/2),lmin
(2) +(1/2))(-cos 2θ cos 2δλ) )

(-1)n(2n + 2lmin
(2) + 1)!lmin

(2) !

22n(n + lmin
(2) )!(n + 2lmin

(2) + 1)!
∑

L)-2n,4

2n

eiLδλsn|L|
(J,σΠ)0)(θ) (D.20)

sn|L|
(J,σΠ)0)(θ) ) cos|L/2|(2θ)(2n + |L|

4
+ lmin

(2)

lmin
(2) )P(1/4)(2n-|L|)

(lmin
(2) ,|L/2|) (cos 4θ) (D.21)
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(J, σΠ)0)



Appendix E. Calculation of (Tλ1
1 - Tλ-1

1)lλ(1)
(Tλ1

1 - Tλ-1
1)lλ(2)

In the present appendix we express the quantity (Tλ1
1 - Tλ-1

1)lλ
(1)

(Tλ1
1 - Tλ-1

1)lλ
(2)

in the terms of the ROHC of eq 2.2. The resulting

relation is needed to transform the sinl min
(1)

ηλ cos l min
(2)

ηλ Ylmin
(1) lmin

(2)
JMJ)J (θλ

(1),φλ
(1),θλ

(2),φλ
(2)) function of the space-fixed angular variables Θλ

sf,
which appears in eq 4.38, to the body-fixed variables Θλ

bf.
The six complex coordinates Tλj

k (j ) -1, 1; k ) -1, 0, -1) are defined in terms of the six space-fixed Cartesian coordinates xλ
(i),

yλ
(i), zλ

(i) (i ) 1, 2) by the inverse of the relations33

They can be written in terms of the ROHC as

where

Equations E.1-E.12 provide a translation dictionary between the 6 space-fixed Cartesian coordinates just mentioned and the 6
ROHC F, Θλ

bf. To calculate (Tλ1
1 - Tλ-1

1)lλ
(1)

(Tλ1
1 + Tλ-1

1)lλ
(2)

we will need, in view of eq E.7, expressions for (τλj
1)w where w is a

non-negative integer. From eq E.8 we have

Using the expression for a power of a trinomial we obtain

where

xλ
(1) ) - i

4
(Tλ1

1 - Tλ-1
1 - Tλ1

-1 + Tλ-1
-1) (E.1)

yλ
(1) ) 1

4
(-Tλ1

1 - Tλ1
-1 + Tλ-1

1 + Tλ-1
-1) (E.2)

zλ
(1) ) i√2

4
(Tλ1

0 - Tλ-1
0 ) (E.3)

xλ
(2) ) 1

4
(Tλ1

1 - Tλ1
-1 + Tλ-1

1 - Tλ-1
-1) (E.4)

yλ
(2) ) - i

4
(Tλ1

1 + Tλ1
-1 + Tλ-1

1 + Tλ-1
-1) (E.5)

zλ
(2) ) -

√2
4

(Tλ1
0 + Tλ-1

0) (E.6)

Tλj
k ) Fe-iπ/2eijδλτλj

k (Θλ
bf) (E.7)

τλj
k (Θλ

bf) ) ∑
p)-1

1

Dkp
1 (aλ,bλ,cλ+π/2)tj

p(θ) (E.8)

tj
(1 ) sin θ (E.9)

tj
0 ) j√2 cos θ (E.10)

k ) -1, 0, 1 (E.11)

j ) -1, 1 (E.12)

(τλj
1)w ) {D1

1
0(aλ,bλ,cλ+π/2) sin θ + D1

1
0(aλ,bλ,cλ+π/2)j√2 cos θ + D1

1
-1(aλ,bλ,cλ+π/2) sin θ}w (E.13)

(τλj
1)w ) ∑

u1u2u3

( w
u1 u2 u3

){D1
1
0(aλ,bλ,cλ+π/2) sin θ}u1{D1

1
0(aλ,bλ,cλ+π/2)j√2 cos θ}u2{D1

1
-1(aλ,bλ,cλ+π/2) sin θ}u3 (E.14)
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with

According to the Clebsch-Gordan series39

This expression, together with induction over u1 and u2, yields

and

Inserting eqs E.17-E.19 into eq E.14, we get

Defining the quantity

we can, from eq E.16, obtain the relations

and

With the help of eq E.18, and a change of summation indices from u1, u3 to Ωλ, eq E.21 can be written as

where 0 e |Ωλ| e w and

( w
u1 u2 u3

) ) w!
u1!u2!u3!

(E.15)

w ) u1 + u2 + u3 (E.16)

Dm1Ω1

j1 (a,b,c) Dm2Ω2

j2 (a,b,c) ) ∑
j)|j1-j2|

j1+j2

C(j1j2j;m1m2m1+m2) C(j1j2j;Ω1Ω2Ω1+Ω2) Dm1+m2Ω1+Ω2

j (a,b,c) (E.17)

{D11
1 (aλ,bλ,cλ+π/2)}u1 ) Du1u1

u1 (aλ,bλ,cλ+π/2) (E.18)

{D1-1
1 (aλ,bλ,cλ+π/2)}u3 ) Du3-u3

u3 (aλ,bλ,cλ+π/2) (E.19)

{√2D10
1 (aλ,bλ,cλ+π/2)}u2 ) ( (2u2)!!

(2u2 - 1)!!)1/2

Du20
u2 (aλ,bλ,cλ+π/2) (E.20)

(τλj
1)w ) ∑

u1u2u3

( w
u1 u2 u3

)( (2u2)!!

(2u2 - 1)!!)1/2

Du1u1

u1 (aλ,bλ,cλ+π/2)Du20
u2 (aλ,bλ,cλ+π/2) Du3-u3

u3 (aλ,bλ,cλ+π/2)(sin θ u1+u3(j cos θ)u2 (E.21)

Ωλ ) u1 - u3 (E.22)

u1 ) (w + Ωλ - u2)/2 (E.23)

u3 ) (w - Ωλ - u2)/2 (E.24)

(τλj
1)w ) ∑

Ωλ)-w

w

DwΩλ

w (aλ,bλ,cλ+π/2)A|Ωλ|
(jwm)0)(θ) (E.25)

A|Ωλ|
(jwm)0)(θ) ) [(w + |Ωλ|)!(w - |Ωλ|)!

(2w)! ]1/2

∑
u2)u2min,2

w-|Ωλ| ( w
w + Ωλ - u2

2
u2

w - Ωλ - u2

2
)(sin θ)w-u2(2j cos θ)u2

(E.26)
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(A quantity A|Ωλ|
(jwm)(θ) with m g 0 and which reduces, for m ) 0, to eq E.26 will be defined later by eq E.38.) Equation E.26 can be

simplified to

where 2F1 is the hypergeometric function.53 When evaluating A|Ωλ|
(jwm)0)(θ)A|Ωλ|

(jwm)0)(θ) in a computer program, we can use either eq
E.26 or, instead, a recursion relation with respect to Ωλ obtained from it and given by

Using eqs E.7-E.12, τλ-j
1 (Θλ

bf) can be rewritten as

This expression yields

Inserting eqs E.25, with w ) lλ - r, and eq E.20 into eq E.31 results in

We know that

With the help of this expression and eq E.17, eq E.32 can be written as

where

Inverting, in eq E.34, the order of the two summations, we obtain

u2min ) 1 - (-1)w-|Ωλ|

2
(E.27)

A|Ωλ|
(jwm)0)(θ))

{sinw θ(w)!2F1(- w + |Ωλ|

2
, -

w - |Ωλ|

2
,
1
2

;cot2 θ)
{(w - |Ωλ|)!(w + |Ωλ|)!(2w)!}1/2

for w - |Ωλ| even

2j sinw θ cos θ(w2 - Ωλ
2)1/2

2F1(- w + |Ωλ| - 1

2
, -

w - |Ωλ| - 1

2
,
3
2

;cot2 θ)
{(w - |Ωλ| - 1)!(w + |Ωλ| - 1)!(2w)!}1/2

for w - |Ωλ| odd

(E.28)

Ωλ2jAΩλ

(jwm)0)(θ) ) sin θ[√(w + Ωλ)(w - Ωλ + 1)AΩλ-1
(jwm)0)(θ) - √(w - Ωλ)(w + Ωλ + 1)AΩλ+1

(jwm)0)(θ)] (E.29)

τλ-j
1 (Θλ

bf) ) τλj
1 (Θλ

bf) - D1
1

0(aλ,bλ,cλ+π/2)2j√2 cos θ (E.30)

(τλj
1)lλ-m(τλ-j

1)m ) ∑
r)0

m (m
r ) (Θλ

bf))lλ-r(-D1
1

0(aλ,bλ,cλ+π/2)2j√2 cos θ)r (E.31)

(τλj
1)lλ-m(τλ-j

1)m ) ∑
r)0

m

∑
Ωλ)-(lλ-r)

lλ-r (m
r )Dlλ-rΩλ

lλ-r (aλ,bλ,cλ+π/2)A|Ωλ|
(jlλ-rm)0)(θ)Dr0

r (aλ,bλ,cλ+π/2)( (2r)!!
(2r - 1)!!)1/2

(-2j cos θ)r

(E.32)

C(lλ-r r lλ;Ωλ 0 Ωλ) )
1
r!{(lλ - Ωλ)!(lλ + Ωλ)!(2lλ - 2r)!(2r)!

(lλ - r - Ωλ)!(lλ - r + Ωλ)!(2lλ)! }1/2

(E.33)

(τλj
1)lλ-m(τλ-j

1)m ) ∑
r)0

m

∑
Ωλ)-(lλ-r)

lλ-r (m
r )DlλΩλ

lλ (aλ,bλ,cλ+π/2)O|Ωλ|
(jrlλ)(θ) (E.34)

O|Ωλ|
(jrlλ)(θ) ) A|Ωλ|

(jlλ-rm)0)(θ)(-4 cos θ)r{ (lλ - Ωλ)!(lλ + Ωλ)!(2lλ - 2r)!

(lλ - r - Ωλ)!(lλ - r + Ωλ)!(2lλ)!}1/2

(E.35)
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where

for |Ωλ| e lλ and zero othrewise. Inserting eq E.35 into eq E.37 leads to

where

with u2min given by the rhs of eq E.27 with w replaced by lλ. On the other hand, we know, from the expression for the power of a
binomial, that

where

and

This quantity can be rewritten, for lλ
(1) e lλ

(2), as54

It can be seen, using eq D.4, that for lλ
(1) ) lλ

(2), Um
lλ

(1)l
λ
(2)

vanishes for m odd. With the help of eqs E.7, E.8, and E.36, eq E.41 can be
rewritten as

This important expression is used in section 4.5.1 to obtain sinl min
(1)

ηλ cos l min
(2)

ηλ Ylmin
(1) lmin

(2)
JMJ)J (θλ

(1),φλ
(1),θλ

(2),φλ
(2)) in the body-fixed variables

Θλ
bf (see eq 4.53).

(τλj
1)lλ-m(τλ-j

1)m ) ∑
Ωλ)-lλ

lλ

DlλΩλ

lλ (aλ,bλ,cλ+π/2)A|Ωλ|
(jlλm)(θ) (E.36)

A|Ωλ|
(jlλm)(θ) ) ∑

r)0

min(m,lλ-|Ωλ|) (m
r )O|Ωλ|

(jrlλ)(θ) (E.37)

A|Ωλ|
(jlλm)(θ) ) {(lλ - Ωλ)!(lλ + Ωλ)!

(2lλ)! }1/2

∑
υ)u2min,2

lλ-|Ωλ|

Cυ
lλ sinlλ-υ θ(2 cos θ)υ

(lλ - Ωλ - υ
2 )!(lλ + Ωλ - υ

2 )!

(E.38)

Cυ
lλ ) ∑

r)0

rmax (lλ - r)!(-2)r

(υ - r)!
(E.39)

rmax ) min(υ-u2min,lλ-|Ωλ|,m) (E.40)

(Tλ1
1 - Tλ-1

1)lλ(1)
(Tλ1

1 + Tλ-1
1))lλ(2)

) ∑
m)0

lλ

Um
lλ(1)lλ(2)

(Tλ1
1)lλ-m(Tλ-1

1)m (E.41)

lλ ) lλ
(1) + lλ

(2) (E.42)

Um
lλ(1)lλ(2)

) ∑
r)max(0,m-lλ(2))

min(m,lλ(1))

(-1)lλ(1)-r(lλ
(1)

r )( lλ
(2)

m - r ) (E.43)

Um
lλ(1)lλ(2)

) {(-1)lλ(1)
(-2)mPm

(lλ(2)-m,lλ(1)-m)(0) for m < lλ
(1)

2lλ(1)
Plλ(1)

(lλ(2)-lλ(1),0)(0) for lλ
(1) e m e lλ

(2)

(-2)lλ-mPlλ-m
(m-lλ(2),m-lλ(1))(0) for m > lλ

(2)

(E.44)

(Tλ1
1 - Tλ-1

1)lλ(1)
(Tλ1

1 + Tλ-1
1)lλ(2)

) (Fi)lλeilλπ/2 ∑
L')-lλ,2

lλ

eiL'δλ ∑
Ωλ)-lλ

lλ

DlλΩλ

lλ (aλ,bλ,cλ) U(lλ-L')/2
lλ(1)lλ(2)

ei(Ωλ-lλ)π/2A|Ωλ|
(1lλ(lλ-L')/2)(θ) (E.45)
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