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IN HONOR OF SIR JOHN MEURIG THOMAS ON HIS 60TH BIRTHDAY

The energies of formation of Schottky and Frenkel defects in corundum (a-Al,(;) have been ¢alculated
and also the activation energies for cation and anion vacancy hopping using the method of atom-atom
potentials as formulated in the Mott-Littleton strategy and implemented in the CASCADE computer
code. Special attention has been paid to the ability of the two-body potentials used to describe the
crystal structure and properties and the need to allow for the energy change associated with the
relaxation of basis strains, Several mechanisms of oxygen vacancy hopping were also simulated by
means of the quantum chemical INDO method which takes into account the covalent contribution of
chemical bonding in corundum. These calculations show insignificant increase in the effective charge
of the hopping O atom in its saddle point, which justifies the use of atom-atom potentials in this
context, The INDO activation energies for vacancy hops reveal the same trend as obtained in
CASCADE calculations; where they disagree indicates a failure to optimize ionic displacements
completely in the INDO calculation. 1n agreement with CASCADE calcuiations these migration
energies are much lower when the hopping ion is allowed to deviate from a straight path (typically
by 0.3-0.4 A). Both kinds of calculations predict the activation energy for vacancy hopping between

basic structural O triangles to be the factor limiting oxygen migration.

1. Introduction

Corundum (e-Al,(;) crystal is of techno-
logical importance as a cerami¢ material (/,
2}, as a substrate for thin film growth, in
single-crystal IR optical fibers (3), as a fu-
sion material, in catalysis, in radiation
dosimetry (4} and in solid-state lasers (5).
Despite all these actual or potential applica-
tions there have been only two previously
published investigations of its defect proper-
ties using pair potentials, by Dienes ef al.
{6) and by Catlow et al. (7) (see also Mack-
rodt (8). Both of these investigations used
relatively small sizes for the inner explicitly
relaxed region immediately surrounding the
defect: nor was the importance of the contri-
bution of the strain energy associated with
the relaxation of basis strains during minimi-
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zation of defect encrgy assessed; and nor
was the possibility of nonlinear paths for
defect migration investigated. The last two
factors will be shown to be of considerable
importance in a-AlLQ,. In addition to our
calculations based on pair potentials we
have performed quantum chemical calcula-
tions for three of the anion vacancy jumps.
These confirm the nonlinear paths found
from pair-potentials and justify the use of
the latter technique by showing that negligi-
ble redistribution of ionic charge occurs dur-
ing the passage of an ion from its initial posi-
tion to the saddle point configuration.

2. Theoretical Methods

2.1 Cascade Code

Modern computers and programming
techniques have made possible tremendous
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advances in computational chemistry in the
past twenty years, not least in the calcula-
tion of defect energies (9, 10) and entropies
(10, 11 for ionic crystals. It is more than 50
years since the classic paper by Mott and
Littleton (/2) first enunciated the idea of
dividing the imperfect crystal into two re-
gions, an inner region I containing the defect
D and the ions immediately surrounding D,
and region II which is the rest of the crystal.
In region I the displacement of the ions are
calculated explicitly using potentials that
define the short-range (SR) interactions but
in region II (see later for a more detailed
description) ioni¢c displacements are calcu-
lated in a continuum approximation. Long-
range (LR) Coulomb interactions are ac-
counted by the usual Ewald procedure. At
first, region I was necessarily limited to
something like the nearest neighbour (nn)
and next nn (2nn) ions to D, but now, region
I would generally contain approximately
100-200 ions, depending on ¢rystal and de-
fect symmetry and the complexity of the
defect D, which might be some cluster of
ions and point defects occupying several
unit cells. Some algebraic manipulations
(/0) and the use of the harmonic approxima-
tion and equilibrium condition, permit one
to express the total energy of the defective
crystal in terms of interactions between the
(displaced) ions within region I and between
the defect and (displaced) ions of region I1.
Animportant development (/3) was the divi-
sion of region II into an inner part Ila that
immediately surrounds I, and an outer part
IIb, which is the rest of the crystal. The
important property of Ila is that it is suffi-
ciently thick so that SR interactions be-
tween I and IIb may be neglected. Then
interactions within I and Ila are calculated
explicitly from SR pair-potentials and Cou-
lomb’s law, while LR interactions between
I and IIb are calculated by means of the
Ewald procedure. (Actually, one calculates
the Coulomb interactions for the whole
crystal by Ewald's method and then sub-
tracts off the already explicitly evaluated
part: for further details see Refs. (10, 14).)

The original CASCADE program was lim-
ited to two-body SR interactions but subse-
quent developments (I5, 16) include the
possibility of two kinds of three-body inter-
actions. The energy of the imperfect crystal,
E, at equilibrium is evaluated by finding the
minimum of E with respect to the positions
of the explicitly relaxed ions of region L.

2.2 The Semiempirical INDO Method

Since corundum crystals are partly cova-
lent, which has been confirmed both experi-
mentally (17, 18) and theoretically (19, 20),
we also performed quantum ¢chemical simu-
lations of different mechanisms of vacancy
migration in order to estimate the role of
charge redistribution during atomic hopping
and thus to check the applicability of pair-
potential techniques and the purely ionic
model used here for corundum.

The method used was the semiempirical
self-consistent intermediate neglect of dif-
ferential overlap (INDO method) (21, 22)
combined with the embedded molecular
cluster model (23).

The basis set includes 3s, 3p atomic orbit-
als (AO) on Al and 2s, 2p AOs on O, These
INDO parameters were optimized via calcu-
lating the properties of a series of di- and
triatomic molecules containing Al and O
atoms and the electronic structure of the
perfect bulk corundum crystal (24). The ef-
fective charges on the ions calculated by
means of the periodic large-unit-cell model
(25-27) are —1.5 ¢ on O and 2.34 ¢ on Al
atoms (e is the proton charge) which are in
good agreement with ab initio calculations
(19). The optimized lattice parameter is only
5% less than the experimental value while
the calculated bulk modulus B = 358 GPa
exceeds the experimental value by 15%.

In defect calculations we used several dif-
ferent stoichiometric clusters, [AlOg,
[AlgO,], and [Al,4,0,,], embedded into the
crystalline field of the rest of the crystal.
Before inserting an O vacancy (or hole) at
the center of the cluster, boundary atoms
were allowed to relax until the total energy
was a minimum, thus taking into account the
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effect of the bond breaking between these
atoms entering the quantum cluster and
their neighbors, which are simulated by non-
point charges.

3. Results and Discussion

3.1 Pair-Potentials and Basis Strains

Three kinds of crystal potentials were
considered for corundum. The first of these
was that derived previously by Catlow,
James and co-workers (7). It gives a rea-
sonable fit to crystal properties, the cohe-
sive energy, elastic constants and per-
mittivity, and also the lattice constants
(that is, at the experimental lattice con-
stants the potential gives reasonably low
bulk lattice strains), but it has the disadvan-
tage of providing quite large basis strains,
This means that the equilibrium (minimum
energy) structure predicted by the potential
does not quite coincide with that deter-
mined experimentally (28). The Catlow and
James potential for corundum is based on
an O -0~ potential (29) which had been
determined by Hartree—Fock (HF) calcula-
tions for O3~ surrounded by four positive
charges in a tetrahedral configuration. The
remaining Al’*—0?" Buckingham parame-
ters and the shell-model shell-charges and
core-shell force-constants were determined
by fitting crystal data. O3~ is not a stable
species in free space and nor is O?~, so
Jacobs and Vernon (30) determined their
02~ -0~ potential by using the conserved
charge-density approximation and fonic
charge densities from HF calculations on
an 0% ion in a simulated crystal field.
They also allowed for damping of the dis-
persion interaction due to charge overlap.
This potential was quite successful in re-
preducing crystal properties of MgOQ and
Li,;,O (31) and when combined with the
AP*-0?" potential from Catlow et al. (7)
it also gave (after some very minor adjust-
ments) a reasonably good representation
of the properties of corundum, with some-
what smaller basis strains, Both these po-

tentials use the full formal charges of +3e
for Al and —2e for O. It is possible, in
principle, to derive a corundum potential
(31) using the reduced ionic charges indi-
cated by quantum chemistry (24) and this
potential does indeed lead to very small
bulk lattice strains. However, because
ionic charges that are less than the formal
valence charges of +3 for Al and —2 for
0, the perfect-crystal cohesive energy is
indeterminate from a purely pair-potential
calculation, though it could be calculated
quantum-chemically. Because our interests
at this stage lay in defect calculations from
pair-potentials, we did not pursue further
the search for potentials with other than
formal ionic charges. This, perhaps, may
be considered a limitation of the pair-po-
tential approach to defect calculations on
partly covalent materials: nevertheless a
fully ionic representation works quite well
for corundum as well as other partly cova-
lent materials. Corundum has a compli-
cated crystal structure and probably re-
quires many-body forces for an adequate
representation of its bonding, so that it is
a far from ideal test case. Because the
Jacobs and Vernon oxygen potential led
to slightly higher bulk lattice strains than
the Catlow and James corundum potential,
we finally decided to use only the latter.
However, either the basis strains must be
relaxed first, and the potential refitted, or
the strain energy must be determined in a
separate calculation and subtracted off
from the defect energy, which otherwise
includes the strain energy if the structure
is not fully relaxed first. The energy to
form Schottky and Frenkel defects, after
correction for crystal relaxation shows
very little dependence on the size of region
I (28) so that further calculations may
be done with a region I that contains
~150 ions.

3.2 Defect Formation and
Migration Energies

The calculated defect energies from the
CASCADE program for the formation of
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TABLE 1

CaLcuLATED COHESIVE ENERGY (PER
Al;O;) aNp  DEeErFecT  FORMATION
ENERGIES (PER DEFECT) FOR
CORUNDUM, IN €V, USING THE CATLOW
AND JAMES PoTENTIAL (7) REFITTED
AFTER REMOVAL oF BASIS STRAINS

Energy/eV
Cohesive energy —160.24
Cation vacancy 55.41
Anion vacancy 24.65
Cation interstitial —42.54
Anion interstirial —14.39
Schottky defect 4.91
Cation Frenkel defect 6.43
Anion Frenkel defect 5.13

Note. Region I contained N = 150 ions.

vacancies and interstitials in corundum are
given in Table I, together with the energies
to form a Schottky defect and a Frenkel
defect on either the cation or anion sublat-
tice. (These energies are given in eV/idefect
so that the energy to form a Schottky quin-
tet, for example,is 5 X 4.91eV =24.55¢eV.)
The defect energies indicate a very slight
preference for Schottky defects over anion
Frenkel defects, but the energy difference
is so slight that clearly both Schottky and
anion Frenkel defects should be taken into
account in any analysis of ionic transport in
pure corundum. However, the high value
of the formation of cation Frenkel defects
makes it unlikely that there are a substantial
number of cation interstitials. These calcu-
lated values in Table I refer to a region 1
size that contained N = 150 ions (the precise
number depending on the type of defect).
With proper allowance for basis strains the
defect energies are senstbly independent of
region I size, making an extrapolation to
N = o unnecessary. Accordingiy, a region
Isize of N = 150 was used in all further cal-
culations.

The activation energy for anion and cation
motion along various paths was investigated
by calculating the saddle-point energy. For
some of the jumps, a curved path between

the initial and final sites was investigated. If
the saddle point lies on a plane of symmetry
normal to the linear path joining initial and
final sites, then it may be located automati-
cally by the CASCADE minimization proce-
dure. But (as is more usually the case) the
moving ion is not prevented by symmetry
from returning to its initial state or proceed-
ing to its final state, the calculation will fail
to locate the saddle point. In this situation
the moving ion must be fixed at a number
of arbitrarily chosen positions and the po-
tential energy surface probed to locate the
minimum. The anion and cation paths inves-
tigated are shown in Fig. 1. For 1, a2, and
a4 the saddle-point minima lic at points dis-
placed by A from midpoints of linear paths,
along lines normal to the linear paths. For
a3 and a5 linear paths were assumed, For
cation jumps cl-c4 linear paths are ex-
pected. A curved path was investigated for
¢5 but a linear path was confirmed. Figure
2 shows the energy change from a starting
configuration, AFE, in the neighborhood of
the saddle point, as a function of the dis-
placement A in a plane normal to the path
of the jump, for al, @2, and a4 jumps. For
c5, the defect energy E is plotted against the
z coordinate; z = 0.333 corresponds to A =
0. So for ¢5 the linear path requires the least
energy. Activation energies and path dis-
placements A are given in Table 1I.

3.3 INDO calculations

When an O vacancy is inserted into the
corundum lattice, INDQO calculations show
that the two O atoms entering the same basic
triangle are displaced toward it by 6% of the
0-0 distance (2.39 A) which results in an
energy gain of 0.61 eV, in good agreement
with CASCADE calculations. Then we sim-
ulated three kinds of O vacancy hops, enu-
merated 1,2, 3in Fig. | and discussed above
in Section 3.2—inside small basic O trian-
gles, in big triangles, and between small tri-
angles belonging to the different oxygen
planes. The calculated energies are also
given in Table II. The INDO hopping ener-
gies for a2 agrees very well with the
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Fi1G. 1. Portion of the crystal structure of corundum showing the definition the of anion jumps

al, ..., a4 and cation jumps, c4, c5.

CASCADE value. For al, the INDO value
is larger by 0.19 eV and for a3 it is much
larger than the CASCADE result, almost
certainly because we failed to relax the lat-
tice properly in this instance. Two principal
conclusions may be drawn here, in complete
agreement with the CASCADE calcula-
tions: (i} the activation energy for a vacancy
hop in a small triangle is much lower than in
a big triangle and/or between small triangles;
(ii) the deviation of the hopping O atom from
a straight line can greatly reduce the activa-
tion energy (Fig. 2). Since O vacancy migra-
tion occurs by combining hops { and 3 both
methods used predict the activation energy
for hops 3 between small triangles to be the
limiting factor; our estimate of 1.85 eV is in
good agreement with the revised experimen-
tal value of OQishi of 1.86 eV (32). The devia-
tions of the hopping atom in its saddle point
from the straight line connecting the two O

sites found by the two different techniques
used here, were reassuringly similar (see Ta-
ble II); this, however, has a greater effect
on the INDO activation energies. Previous
studies (33) of ion migration in corundum
assumed linear paths and our calculations
show that results obtained with linear paths
will be much too high. One of the main
INDO results is that the effective charge of
the hopping O atom in the saddle point does
not change very much, compared with that
of an O?~ ion on a regular lattice site (cf,,
—1.63 ¢ and —1.53 e respectively) which
justifies the use of atom—atom potentials for
saddle point calculations.

4. Conclusions

In this paper we have shown that realistic
two-body potentials may be derived for co-
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Fi1G. 2. For al, g2, and a4, figures show the energy change AE (in eV) from initial configuration
{with all ions on lattice sites) as a function of A the displacement (in A) at the saddle point in a direction
normal to the linear path between initial and final states. In ¢5 the plot of defect energy E against the
z coordinate (cf., Fig. 1) shows that the path of the jump is a linear one since z = 0.333 corresponds

to the saddle point on the linear path.

rundum which gave a fairly good description
(28) of perfect crystal static lattice proper-
ties and sensible defect energies. Compari-
son with experimental transport properties
is not straightforward because of doubts
about crystal purity and the strong associa-
tion between divalent impurity ions and ox-

ygen vacancies. Further work will include
calculations of the lattice dynamics and the
investigation of the possible importance of
three-body forces (16, 34) in a-Al,(;. No
two-body potential derived so far for corun-
dum that fits the crystal properties, includ-
ing the cohesive energy, is free of basis

TABLE II
ACTIVATION ENERGIES AE (IN eV) FOR ANION AND FOR CATION MoTION iN CORUNDUM

CASCADE INDO CASCADE
Path AlA AEleV AlA AEleV Path AE/eV
al 0.34 0.34 0.42 0.49 cl 3.69
a? 0.33 2.50 0.32 2.56 2 0.56
a3 — 1.85 — 3.50 3 2.29
a4 0.34 1.37 — — cd 3.76
as — 5.10 — — 5 2.06

Note. For curved paths the displacement A (in A) of the saddle point from a linear path
in a direction normal to a linear path is given.
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strains (cf., section 3.1). Relaxation of basis
strains gives a large contribution to the cal-
culated defect energy (28) which must be
accounted for unless the crystal structure
is relaxed first. This affects particularly
the components of the static permittivity
tensor which must therefore be refitted.
Such potentials display only a very small
dependence of defect energy on region I
size so that extrapolations to an infinite
region [ (N — o) are unnecessary in this
case, provided a reasonably large region
1 is used. The region I size of N = 150
used in this work is certainly adequate,
though it is large enough to make heavy
demands on cpu time, when a large number
of defects and paths have to be simulated.

We have shown that the deviation of
the migrating atom from a straight line path
can greatly reduce the hopping activation
energy. The results of calculations made
using atom-atom potentials agree quite
well with those of the quantum chemical
approach which gives more confidence to
our conclusions. Negligible charge redistri-
bution observed in the guantum-chemical
calculations justifies the use of atom—-atom
potentials in these computer simulations
of ionic migration. Finally, we should men-
tion that we have also investigated the
possibility of valence-band holes in corun-
dum becoming self-trapped (24, 35) or
trapped at cation vacancies or Mg?* substi-
tutionals (36) and also the motion of self-
trapped holes (37).
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