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The valence-band photoemission and BIS data for CuO, from Sawatzky and co-workers, is reanalyzed 
using a refined version of their impurity-model treatment. The 2p-removal spectrum is carefully 
calculated, as well as the 3d-removal spectrum. Because a tight-binding treatment of the 2p states 
provides sharp spectral features, and because much of this 2p spectrum is unaffected by hybridization 
with the copper 3&s, this provides a distinct marker which serves to clearly determine the charge- 
transfer energy parameter A. We find that A 2 U, in contrast to previous studies of cuprates and related 
transition-metal compounds. The final-state configuration energy ordering is therefore E(d*) 5 E(&) 
G E(di”L2). The well-known claim that the doping-induced holes in cuprate superconductors (La2-,gX 
CuO,, for example) are hosted almost entirely within 2p orbitals is thus disproved. The various kinds 
of opposing evidence are examined, and reasons for discounting their validity are presented. Q 1990 
Academic Press, Inc. 

Introduction be close to the parameter values appropriate 
for Anderson lattice models of the supercon- 

In studies of the cuprate high-temperature ducting cuprates. We focus on CuO because 
superconductors, it is frequently claimed this material avoids many complications of 
and widely believed that the holes resulting the actual cuprate superconductors, includ- 
from doping (e.g., by Sr in La,-,Sr,CuO,) ing the effects of chain copper and oxygen 
are accommodated almost entirely within ions, and the presence of other elements 
oxygen 2p orbitals. This issue is important (La, Y, Sr, Bi, etc.). Like pure La$u04, 
because these doping holes become the this material is a magnetic insulator. Also, 
charge-carrying states of the superconduc- as in the superconducting cuprates, each 
tors. We shall present evidence here that copper ion is in square-planar coordination 
this conclusion is wrong, and that the 3d with four nearby oxygens. 
character (3d probability) of these holes is At least six types of evidence have been 
quite comparable to their 2p character. The presented for a predominantly 2p character 
analysis provides a new and significantly dif- of the doping holes: (a) Several spectroscop- 
ferent set of Anderson impurity model pa- ies (X-ray absorption, core-level photoemis- 
rameters for CuO, which presumably should sion, and electron energy loss) have de- 
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tected holes in 2p orbitals, especially in 
samples with enough hole-doping to exhibit 
superconductivity (I). (b) Searches for 3d8 
configurations (or for “Cu3+ ions”) with the 
same spectroscopies have typically failed to 
find evidence for these (I). (c) Analyses of 
valence-band photoemission and inverse 
photoemission (bremsstrahlung isochromat 
spectroscopy, or BIS) data have generally 
placed the final-state 3d8 configuration en- 
ergy far above the 3d 9L and 3dr”L2 energies, 
by at least several electron volts (24). [L 
denotes a “ligand” or oxygen 2~ hole.] (d) 
At the copper 3p --, 3d resonance (incident 
photon energy near 74 eV), some of the 
states in the “satellite” part of the photo- 
emission spectrum (6- 11 eV above the main 
peak for CuO) are strongly enhanced. Be- 
cause the mechanism for this resonance spe- 
cifically involves 3d* final states, this is 
claimed (3,4) as direct evidence that E(3d*) 
lies well above E(3d9&) and/or E(3dr”L2). 
(e) The quantitative energy-level ordering 
found for cuprates is quite reasonably re- 
lated to the corresponding energy orderings 
derived from (c) and (d) for a number of 
other transition-metal compounds (5-7) in- 
cluding the copper dihalides (CuCl,, etc.), 
and the prototype Mott insulator NiO. (f) 
Analyses of local-density band calculations 
have provided small A values (8, 9). Our 
disagreement with the prevailing picture 
thus has implications beyond the field of 
high-temperature superconductivity. 

We accept point (a) at face value; it is 
entirely reasonable that the doping holes 
should be partially accommodated in oxy- 
gen 2p orbitals. We note, however, that the 
evidence (b) for 3d8 configurations is not 
uniformly negative (10). Problems here in- 
clude the possibility of oxygen loss from the 
superconductor samples, chemical instabil- 
ity of the Cu3+ reference compounds, and 
the need for very detailed theoretical analy- 
sis of the X-ray and electron energy loss 
absorption edges. (It is worth noting, here, 
that the photoemission problem of surface 

oxygen loss has recently been shown to be 
more severe than previously recognized 
(II).) The evidence (f) from local-density 
band theory is also unreliable, in view of the 
well-known failure of this approximation to 
explain the Mott features (insulation and 
antiferromagnetism) of undoped La,CuO+ 

In this paper we reexamine the evidence 
(c) from photoemission and BIS for CuO, 
and argue that this data has been wrongly 
interpreted. This criticism may well apply 
also to other compounds in point (e) above, 
thus the argument from general systematics 
is also suspect. (We have argued previously 
(12) that the prevailing interpretation is in 
conflict with the photoemission systematics 
of other transition-metal oxides (13, 14).) 
On the other hand, the evidence (d) from 
resonant photoemission appears quite 
strong, especially in view of a recent study 
providing a detailed theoretical fit (15). (See 
also Ref. (16) for NiO.) This evidence can- 
not be dismissed lightly. However, we shall 
argue here that a conspicuous feature of the 
ordinary (nonresonant) photoemission data 
now opens a way to reconcile the resonance 
data with our present results. We have 
therefore concluded, from all of these con- 
siderations, that a careful analysis of photo- 
emission and BIS data should take prece- 
dence over the other evidence cited above. 

Data Analysis 

We use the recent CuO photoemission 
and BIS data of Sawatzky and co-workers 
(3, 4), which is reproduced here in Fig. 1. 
Our method of analysis is basically the same 
as that of Eskes, Tjeng, and Sawatzky (ETS) 
(4), the most refined analysis to date, but 
there are significant differences of detail. 
We shall focus on the differences, and refer 
the reader to ETS for further description and 
background material. We use an Anderson 
impurity model, in contrast to their CuO, 
cluster model, thus we are treating the oxy- 
gen 2p orbitals as band states. (As in ETS, 
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FIG. 1. Experimental photoemission intensities for 
CuO at three photon energies, from ET.3 (Ref. (4)) and 
the corresponding theoretical results (solid lines). The 
latter all incorporate Lorentzian broadening with half- 
width of 0.6 eV. The lowest curve is the pure d-removal 
intensity. The insert shows the theoretical result for the 
weak ‘A, d-removal intensity at high binding energy, 
calculated with a reduced Lorentzian half-width of 0.2 
eV and magnified by a factor of 10. The E = 0 reference 
energy, labeled cr, may not accurately represent the 
true Fermi energy for CuO. 

the model also includes Coulomb and ex- 
change interactions among the copper 3d 
orbitals, and hybridization between the cop- 
per M’s and oxygen 2p’s, but it ignores Cou- 
lomb interactions involving the 2~‘s.) The 
single copper ion (the “impurity”) has 
square-planar coordination with four neigh- 
boring oxygens, and therefore the orbitals 
and the multielectron (hole) states are classi- 
fied according to the D,, point group. For 
example, the 3d orbital types become 6,, = 
x2 - Y2, Ulg = 3z2 - r2, bag = xy, and eg = 

(xz, yz). The full two-hole multiplet struc- 
ture for D,, is calculated, as in ETS, using 
the appropriate Coulomb (and exchange) 
matrix elements (4, 7), which are expressed 
in terms of the Racah A,B,C parameters. 
The main distinguishing feature of our anal- 
ysis is a very detailed treatment of the oxy- 
gen 2p states, and we now present the moti- 
vation for this. 

Because the atomic-orbital photoemis- 
sion cross sections (ozp, 03J have quite dif- 
ferent dependences on the kinetic energy of 
the final-state photoemitted electron, (14, 
17), the XPS (1478 eV photon) data in Fig. 
1 is mainly due to 3d photoemission, while 
the He1 (21.2 eV photon) spectrum has a 
strong contribution from 2p photoemission. 
By comparing these two spectra, we con- 
clude that the 2p-emission intensity has 
three prominent features, labeled Pi-P, in 
Fig. 1. The 70-eV photon data has good reso- 
lution and also clearly shows these features. 
However, the He11 (40.8 eV) data (3, 15) do 
not closely resemble a simple interpolation 
between the He1 and 70-eV data, and the 
reason for this is unclear. We have therefore 
largely ignored this He11 data. 

In seeking to understand features P,-P, , 
we first examine the square cluster of four 
oxygens surrounding the “impurity” cop- 
per ion. This cluster has 12 spatial orbitals 
of 2p character. After rearranging these or- 
bitals into symmetry-adapted combinations 
& for the D,, point group, we observe that 
more than half of the latter orbitals (7 out of 
12) have symmetries which forbid them 
from hybridizing with any of the 3d orbitals. 
This suggests that a simple tight-binding 
band calculation for the 2~‘s might go far 
towards explaining features P,-P, . 

The monoclinic crystal structure of CuO 
can be viewed as a distortion of the tetrago- 
nal PdO structure, in which the oxygen ions 
form a simple cubic lattice (ignoring some 
c-axis contraction) (18). We therefore as- 
sume a simple cubic lattice for the oxygens. 
Keeping only nearest-neighbor transfer in- 
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FIG. 2. (a) 2p state density; tight-binding calculation 
for simple-cubic oxygen lattice. (b) 2p-4s state density; 
tight-binding calculation for idealized PdO lattice with 
4s orbitals on the Pd sites. (c) Total 2p projected state 
density for the nonhybridizing orbital symmetries, and 
total 2p-removal intensity for the hybridizing symmet- 
ries (with hybridization). (d) Total 2p- and 3d-removal 
intensities. The intensities are expressed as effective 
state densities. All smooth curves incorporate Lorentz- 
ian broadening with half-width of 0.6 eV. 

tegrals, the p electron tight-binding problem 
becomes quite elementary; this separates 
into three equivalent one-dimensional chain 
problems, for the px, py , and pz orbitals, 
respectively. Each of these chains has a sim- 
ple cosine dispersion, producing the form of 
state density shown in Fig. 2a. We associate 
the resulting two prominent singularities 
with the experimental features P, and P,. To 
account for P, , we recall that band-structure 
calculations for NiO and La,CuO, have re- 
vealed a strong influence due to the 4s orbit- 
als of the transition-metal ions (8, 19). (The 
4s and the 2p orbitals are both quite ex- 

tended, and therefore have a large spatial 
overlap.) We therefore return to the ideal- 
ized PdO structure (with simple cubic oxy- 
gen lattice), place a 4s orbital on each Pd 
lattice site, and repeat the tight-binding cal- 
culation with a Slater-Koster parameter 
(20) (spr) coupling each 4s to its nearest- 
neighbor 2p’s, where allowed by symmetry. 
This produces the total 2p-4s state density 
shown in Fig. 2b (with the higher-energy 
“4s” region omitted). The 4~‘s are seen to 
interact with some, but not all, of the states 
near the bottom of the pure 2p band of Fig. 
2a, pushing these states further down and 
producing a third peak. The top of the 2p 
band remains unaffected, however, and it 
therefore ends up providing the most intense 
feature. Good correspondence with P,-P, 
is obtained by using the (hole) parameter 
values .52P - By, = lOeV, tpp = (ppa) = 1.3 
eV, t, = (spcr)/lh = 2.1 eV; these values 
are reasonably consistent with band theory 
(8, 21). (This tpp is twice the value often 
quoted, because our 2p basis functions are 
directed toward the neighboring oxygen 
ions, instead of towards the copper ion.) 

This tight-binding calculation needs some 
further refinement, for use within the Ander- 
son impurity model. We return to the simple 
four-oxygen cluster, and examine each of its 
12 spatially distinct symmetry-adapted 2p 
orbitals $,. For each one of the latter, we 
calculate its overlap with the tight-binding 
Bloch eigenstates &, (v is a band index), and 
thus determine its projected state density 

For the symmetries y = b,,, ulg, b,, , eg, 
which can hybridize with d orbitals, the cor- 
responding hybridization weight distribu- 
tions (22) are then I&,(E), where T, is the 
2p-3d transfer integral for $, and its 3d part- 
ner orbital. (These distributions have been 
calculated previously (22) for La,CuO, us- 
ing, however, the conventional band struc- 
ture.) We model each of these hybridization 
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weight distributions by discretizing into 10 
states (23). Each hole in one of these sym- 
metries is thus represented by 11 states, 10 
for the 2p band states plus 1 for the 3d com- 
ponent. At this stage, the two-hole eigens- 
tates (those reached by photoemission) are 
computed by matrix diagonalization. The 
spectral weights for 2p removal and for 3d 
removal are then constructed according to 
the sudden approximation (equivalent to the 
usual Greens function expression), and 
these results are then broadened by a Lo- 
rentzian with I (hwhm) = 0.6 eV, for the 
sake of illustration. To this 2p spectral 
weight (from the hybridizing -y’s) we then 
add the sum of all of the remaining (3d-non- 
hybridizing) projected 2p state densities 
(Eq. (l)), similarly broadened, to obtain the 
total spectral density for 2p removal. These 
spectral densities are shown in Figs. 2c and 
2d. (The 2p spectral densities have been di- 
vided by 4, to normalize to one oxygen ion 
per copper ion. For ease of comparison, all 
intensities have been expressed as effective 
state densities, and similarly in Fig. 4 be- 
low.) It is clear here that the 2p spectral 
features Pi-P, are largely determined by the 
nonhybridizing part of the 2p density. In 
fact, these features have almost the same 
form as if they came directly from the total 
tight-binding state density of Fig. 2b. 

The use of the projected state densities 
P&E) introduces an effective crystal-field 
splitting for the symmetry-adapted 2p orbit- 
als ?,,. The centroids of these state-density 
distributions may be regarded as the energ- 
ies .sJy) of the $I,, orbitals in the associated 
CuO, cluster model. The resulting (hole) 
splittings for the hybridizing symmetries are 

t+(eJ - .Y~(~Q = 1.8 eV 

EJ~Q - ep(eg) = 1.8 eV (21 

~~(a,~) - ep(bZg) = 1.5eV. 

The corresponding ETS model values are 
1.0 eV, 1.0 eV, and zero, for these energy 
differences. (These ETS splittings came 

FIG. 3. Projected 2 p state densities P?(E) for the four 
hybridizing symmetries y, with their centroids marked 
by vertical lines. The origin of the energy scale is the 
2p energy input sp for the tight-binding calculation. 

from a single parameter, fitted to the photo- 
emission data.) In an earlier work, Eskes 
and Sawatzky (4) employed an impurity 
model with a simple (semielliptic) 2p band 
density, but without any symmetry projec- 
tion, thereby omitting entirely this 2p split- 
ting. The P&E)‘S for the four hybridizing 
symmetries are shown in Fig. 3, with their 
centroids marked. It is clear that a part of 
the large (1.8 eV) separations is due to the 
influence of the 4s orbitals, and that all of the 
a,,+, separation is due to these orbitals. 

Other differences from the analysis of 
ETS are the following: (1) The charge-trans- 
fer parameter A [nominally E(d’O&)-E(d9), 
see Refs. (5,6)] is defined here according to 
the one-hole ground state calculation, 
namely, as the difference between the 
centroid of the 2p hole state density of 6,, 
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FIG. 4. The individual d-removal spectra for the 
seven hybridizing two-hole channels (irreducible repre- 
sentations of D4,,) which contribute to the total d-re- 
moval spectrum. Each spectrum includes the appro- 
priate statistical weight, and is broadened by a 
Lorentzian with half-width of 0.6 eV. The intensities 
are expressed as effective state densities. 

symmetry, P&E), and the 3d hole energy 
for this symmetry. (The recipe of ETS cor- 
responds to using the center of a simplified 
2p band, or the center of a 2p cluster spec- 
trum.) Our definition makes A significantly 
smaller than it would be with the ETS defi- 
nition [see Eq. (2) and Fig. 31, thus the fact 
that we obtain a much larger A is not at 
all due to this different definition. (2) We 
extract an experimental quantity U,,,, = 
E(BIST) + @PET), where the latter are the 
BIS and photoemission threshold energies, 
expressed as absolute differences from the 
Fermi energy. In each case we take the peak 
position of the leading experimental feature, 
as appropriate for localized excitations. 

This is more straightforward and reliable 
than the procedure of ETS, who tried to 
compare the actual thresholds, thus requir- 
ing estimates of the intrinsic broadenings in 
both theory and experiment. We thereby 
obtain E(BIST) = 1.8 eV and E(PET) = 
1.1 eV, so that our model should reproduce 
u Mott = 2.9 eV. This is much larger than the 
corresponding quantity of ETS, their Egap = 
1.8 eV. (This discrepancy is also related to 
the interpretation of Eg,; see Discussion.) 
(3) ETS have assumed that TbZg = t Tblg. 
We have relaxed this assumption, although 
we retain their assum tions 
V? and Teg = 

T,,, = Tb,,l 
TbZgl 4 2, since the latter ra- 

tios follow from the Slater-Koster parame- 
trization (20) of the transfer integrals. (Nev- 
ertheless, a modification for T,,, is 
described below.) The differences among 
these T,s are responsible for much, but cer- 
tainly not all, of the phenomenological crys- 
tal-field splitting. (4) Our “bare” 3d energy 
levels are split apart by an assumed nonhy- 
bridization component of the crystal field, 
as has been found in previous ab initio stud- 
ies of 3d ion clusters (24). These studies 
indicate that this component arises mainly 
from the increase of kinetic energy due to 
mutually orthogonalizing the 3d and 2p 
orbitals, i.e., due to replacing atomic orbit- 
als by Wannier orbitals. We parametrize this 
effect by assuming 3d energy shifts (for 
electrons, not holes) proportional to the 
squares of the 2p-3d transfer integrals T,,, 
thus 

~&AY) = (T,&,,)24?~. (3) 

[Our A parameter is the separation between 
the b,, 2p hole centroid and the final, A&- 
shifted, value of the hole edfb,J.] (5) Our 
Racah B and C parameters are obtained by 
linear extrapolation from the 3d transition 
metal values of Tanabe and Sugano (25)) for 
3-t ions, which gives B = 0.145 eV, C = 
0.715 eV. (This procedure avoids the 
screening effect of a 4s electron, in the free- 
ion 384s states which apparently were ana- 
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lyzed by ETS.) The effects of thus revising 
B and C are quite minor. Two further re- 
finements are described below, in connec- 
tion with Eqs. (4) and (5). 

Having fixed B,C, and the 2p tight-binding 
parameters as described above, there re- 
main five adjustable parameters to describe 
the 3d electrons: A, A, A&, Tblg , and Tbzg. 
Our criteria for fitting these parameters are 
the following: A is determined to place the 
strongest 2p feature, P,, the correct distance 
from the main peak. (The latter, 3.0 eV from 
&F, is mainly due to a very intense 3E state 
in the d-removal spectrum.) The Racah A is 
chosen to reproduce I&,,,. A& is chosen 
to obtain the observed separation (1.9 eV) 
between the main peak and the first ioniza- 
tion state [a ‘A, state of modest intensity, at 
E(PET) = 1.1 eV from EF]. 

The criteria for Tblg and Tbzg are less di- 
rect. Well beyond the satellite region, and 
13.6 eV beyond the main peak, a very faint 
peak can be seen in the 70 eV data of Fig. 
1. We indeed find some weak intensity in 
this region, composed of ‘A,-state contribu- 
tions to the d-removal intensity, in agree- 
ment with ETS. However, this feature is 
masked in the theoretical spectra by the Lo- 
rentzian tails from our assumed broadening 
function. This part of the ,A, intensity is 
shown in an insert in Fig. 1, magnified by a 
factor of 10 and now resolved by decreasing 
the Lorentzian half-width to 0.2 eV. [Some 
of the fine structure here may be an artifact 
of our discretization of the py distributions.] 
Tblg and Tbzg are determined by the position, 
shape, and intensity of this high-energy ‘A, 
structure, together with these features of the 
XPS satellite. [Alternatively, we could have 
fixed Tblg by the value of E(BIST), but we 
rejected this because the true &r for CuO is 
quite uncertain. The quoted cF is merely a 
convenient reference energy, the Fermi 
level of a clean copper electrode. It should 
be noted that this uncertainty does not affect 
u 1 Mott’ 

In order to obtain sufficient intensity for 

the high-energy ‘A, feature, and likewise for 
the XPS satellite (i.e., the d-removal inten- 
sity between 8 and 14 eV), we found it neces- 
sary to employ a further refinement. We use 
different values for the T,,s which produce 
the d8-& and 8-d” transitions; these are 
denoted as Ty8 and Tylo, respectively (15). 
This introduces just one more independent 
parameter [Tblg8 and Tblglo, vs the previous 
Tb,J, since the other Ts are assumed here 
to scale as 

T,,o = T,&,,,dT,,,,. (4) 

This modification is quite reasonable on ab 
initio grounds (see Discussion), and in fact 
our ratio T b,g,0/Tb,g8 is close to that found in 
a quantum-chemical cluster calculation (26). 
This feature of charge-dependent Ts has 
been found previously in other phenomeno- 
logical studies (15). 

There is still a significant defect in the 
model described so far. With reasonable pa- 
rameters, this model places a fairly intense 
3B, state about midway between the main 
peak and the ‘A, threshold state. Experi- 
mentally, however, this 3B, state seems to 
be merged with the strong 3E state, thus 
contributing to the great intensity of the 
main peak, and at the same time allowing 
the weak ‘A, threshold state to be resolved. 
(The position of this 3B, state is not a prob- 
lem in the work of ETS, but it becomes so 
when some of our refinements are included.) 
It is mainly the effective splitting between 
the eg and alg antibonding (d-like) molecular 
orbitals which determines the 3E-3B, sepa- 
ration, so this indicates that there is some 
deficiency in our treatment of the crystal- 
field splitting. It is known, however, that 
an unexpected shift of the alg antibonding 
state, of the desired sign and general magni- 
tude, is typical in spectroscopic studies of 
square-planar complexes, including those of 
Pd, Pt, and Au, as well as Cu. Molecular- 
orbital calculations (27) have shown that this 
is due to strong participation of a metal s 
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TABLE I 

ANDERSON IMPURITY MODEL 
PARAMETERS (IN eV) 

Present results ETS 

A 

A 
u,d’A,) 

T hlg8 
T bIglO 
T & 
GF 

f a 

7.55 
1 

2.75 
1.75* 

4.3 6.5 
7.0 8.8 
3.8 
2.9 > 

2.5 

1.5 1.25 
2.05 0 
0.25 1.0 

*Present definition, see text. 

orbital (here the copper 4s), which is possi- 
ble only for the ulg symmetry. 

The energies of the ulg antibonding molec- 
ular orbitals are determined in our model by 
the parameters ~(uiJ, T,,,, [and T,,,,, from 
Eq. (4)], and pa,&&). The palg distribution 
already includes a strong influence from 4s 
orbitals, and it is questionable whether we 
should modify eka,,), since the same-site 3d 
and 4s orbitals do not interact directly. This 
suggests that we should focus on the Talgv’s 
(V = 8,lO). We have therefore added an- 
other parameter f,,, to reduce the magni- 
tudes of the Talg,‘s, 

T alp = (falg13)“2%*“, (5) 

viewing this as merely an artifice to mimic 
an effect of the 4s orbitals. These TnlgV’s 
have been used throughout the present 
model, including Eq. (3) to determine 8~ 
(a,,), so that we are compromising on the 
issue Of modifying &d (a,,). f,i, was deter- 
mined to make the ulg and eg crystal-field 
excitation energies coincide, within the con- 
text of the optical absorption states of the 
2+ copper ion. This arbitrary but reason- 
able recipe places the 3B, peak about 0.15 
eV to the right of the 3E peak, too close to 
the latter to be resolved. 

Table I shows the parameters of our best 

fit, determined as described above. This 
also shows the corresponding results of 
ETS, who assumed that Tb2g = & Tblg. For 
comparison, the band-theoretic results of 
McMahan et al., (8), for La,CuO,, give 
T bk = 3.2 eV and Tbzg = 1.5 eV. Some 
important features of these results will be 
discussed below. The individual spectra 
for the seven different two-hole channels 
(irreducible representations of D,,) which 
contribute to the total d-removal spectrum 
are shown in Fig. 4, broadened again by a 
Lorentzian with half-width of 0.6 eV. Each 
of these spectra includes the appropriate 
statistical weight (4). 

As the final step of this analysis, we 
have combined the present 2p- and 3d- 
removal spectra with adjustable relative 
weights, in order to compare with the HeI, 
70-eV photon, and XPS data in Fig. 1. The 
results are shown as solid lines in Fig. 1, 
where we have used (TZpt(T3d = 1.6, 0.6, 
and 0.4, respectively, for the photoemis- 
sion cross section ratios. The correspond- 
ing theoretical ratios are 3.6, 0.7, and 0.04, 
calculated from neutral-atom orbitals (17). 
(Each of the present (+s refers to a single 
atomic orbital, averaged over the subshell.) 
The energies of essentially all of the experi- 
mental features are reproduced well. How- 
ever, there are a number of problems for 
the relative intensities. We shall now try 
to construct a consistent picture to resolve 
these problems, admittedly at the cost of 
much rationalization. 

It is simplest to compare with the XPS 
data, because the momentum of the pho- 
toemitted electron is so large here that, 
after averaging over grain orientations in 
the sample, the interference between emis- 
sion amplitudes from different sites is 
safely negligible. The shape and intensity 
of the satellite are reproduced quite well. 
Nevertheless, it seems surprising that the 
required u2,,/o,d ratio is so large (0.4 vs 
0.04). The main explanation is probably 
that removal of a 3d electron drastically 
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alters the local Coulomb potential, which 
leads to extensive orbital rearrangement 
(orbital relaxation) for the “passive” elec- 
trons. The relevant processes here are con- 
tractions of the 3d orbitals, distortions of 
the 2p orbitals, and a backflow or screening 
charge transfer involving oxygen 2p, 2s to 
copper 3d, 4s, 4p virtual transitions (ex- 
cept, of course, for the 2p + 3d charge 
transfer which is treated explicitly here). 
The result is to reduce the overlap between 
the initial- and final-state wave- 
functions, which thereby reduces the d- 
removal intensity. A simple argument (28) 
shows that the intensity reduction factor 
should be of order e-’ = 0.37, and even 
stronger reduction (say, 0.2) would not be 
unreasonable. [The sum rule for the total 
d-removal intensity should be satisfied by 
higher-energy contributions, corresponding 
to shake-ups such as 3d + 4d and 2p + 
4s.l The 2p orbitals are much more diffuse, 
so the corresponding reduction of the p- 
removal intensity should be a far weaker 
effect. The net result is an apparent strong 
enhancement of the p-removal intensity. 

Another contribution to the apparent 
large 2p intensity should arise from the 
fact that the theoretical analysis presumes 
the use of orthogonal orbitals, i.e., Wan- 
nier functions, which must be constructed 
out of atomic (or ionic) orbitals. Thus, 
when a photon is absorbed by a 3d atomic 
orbital, a possible result can be photoemis- 
sion from a 2p Wannier orbital. This 3d + 
2p contribution is weak, amounting to only 
a few percent of the direct 2p intensity. 
[In fact, in the satellite region this tends 
to have a negative effect on the intensity, 
due to destructive interference between 
the direct (3d) and indirect (3d --f 2p) 
amplitudes.] However, the 2p Wannier or- 
bitals also receive a number of similar 
contributions from the copper core orbit- 
als, and at the XPS energy the latter all 
have larger photoemission cross sections 
than the 3d orbitals. The combined effect 

of all of this “orthogonality mixing” may 
therefore be significant. There is some evi- 
dence for this in that the P, feature appears 
to be contributing substantially to the XPS 
spectrum, considerably more so than in 
our theoretical XPS spectrum, even though 
the P, feature is not directly discernable 
due to the poor XPS resolution. The P, 
feature is due mainly to the b,, channel, 
pblg from Eq. (1) (see Fig. 3), for which 
the orthogonality mixing contributions 
should be strongest. 

Turning to the 70-eV data, we find oZpl 
(T3d to be roughly 0.6, from the satellite 
shape. However, it is quite obvious that 
in the satellite region both the d- and p- 
removal intensities are now very much 
weakened (by factors of around l/4) with 
respect to the theoretical spectra. This 
feature is even more pronounced in the 
He1 data, and in the recent CuO resonance 
study (15) this is seen to be a systematic 
trend. Furthermore, the latter data show 
that the high-binding-energy shoulder of 
the satellite is generally suppressed more 
than the low-energy shoulder. ‘(This ap- 
pears to indicate suppression of the hybrid- 
izing 2p contribution, see Fig. 2c.) Crudely 
speaking, it appears that the theoretical 
spectrum is being suppressed by a continu- 
ously decaying function of the binding en- 
ergy, say exp[ - X*BE], with A, the strength 
of this effect, increasing monotonically 
with decreasing photon energy. We attri- 
bute this to a progressive breakdown of 
the sudden approximation, i.e., a tendency 
toward adiabatic behavior (29), whereby 
part of the satellite intensity is transferred 
to the main peak. Unfortunately, this fea- 
ture obscures the interpretation of the em- 
pirical o$tr3d value, since one would ex- 
pect this effect to be stronger for d-electron 
removal. 

Subject to this caveat, the P, feature again 
seems to be relatively enhanced, in the 70- 
eV data, consistent with the orthogonality- 
mixing mechanism. Also, the “middle 
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peak” in the satellite (at 11.6 eV) appears 
more prominent than in the theoretical spec- 
trum. The above-mentioned stronger adia- 
batic suppression of the left-hand side of the 
satellite might account for this. 

For the He1 data, our cross-section ratio 
of 1.6 refers to the P, vs main peak relative 
intensity. This is still significantly less than 
the atomic-orbital prediction of 3.6, but at 
such low photon energy one may expect 
some significant interference between 
emission from orbitals on different sites, 
including 2p-3d interference. There should 
also be some main-peak d enhancement 
due to adiabaticity. Adiabatic suppression 
of both p and d intensity in the satellite 
region is now quite extreme, to the point 
where the d contribution is now invisible. 
Because CJ~JU~~ is now so large, the effect 
of orthogonality mixing within the Wannier 
2~‘s should be less significant here, and P, 
should not be enhanced. There is, how- 
ever, now a converse effect-intensity en- 
hancement for removal of the Wannier 3d 
with b,, symmetry, due to its atomic 2p 
content-which seems to be increasing the 
intensity of the threshold ‘A, state. 

In judging the goodness of the present 
theoretical fits, one should allow for the P, 
feature being broadened considerably more, 
due to the distortion of the oxygen lattice 
away from the assumed simple-cubic form. 
The threshold ‘A, state also appears to be 
more broad than our assumed Lorentzian 
half-width of 0.6 eV. The great strength of 
the b,, hybridization should indeed give this 
state extra width. We should also point out 
that, for the experimental results in Fig. 1, 
we have shifted the He1 and XPS main peak 
positions slightly with respect to the 70-eV 
data (which has the best resolution), to cor- 
rect for apparent shifts due to the strong 
tails of their P, features. 

It should also be noted that we have envis- 
aged the adiabaticity as entering in two 
stages. Below some fairly high energy (ap- 
parently P 70 eV), the d-orbital (and proba- 

bly the p-orbital) relaxations become adia- 
batic with respect to the outgoing 
photoelectron, thus turning off the d-inten- 
sity suppression seen in the XPS data. At 
lower photon energies (and already by 70 
eV), the 2p + 3d charge transfer “back- 
flow” is becoming adiabatic, thus turning off 
the satellite intensity. Obviously, the entire 
discussion of adiabaticity here is conjec- 
tural, but this appears to be required by the 
data. 

Discussion 

There are a number of significant differ- 
ences between the present phenomenologi- 
cal model and that of ETS (3, 4), the most 
refined previous study: (1) a tight-binding 
band treatment of the oxygen 2p orbitals, 
(2) use of the projected 2p state densities 
p&e) for the various local (DJ symmetries 
y, (3) inclusion of some effects of the 4s 
orbitals, (4) a considerably larger input 
value for the experimental quantity UMott, 
(5) allowance for charge dependence in the 
transfer integrals Ty, and (6) allowance for a 
nonhybridization component L& of the 3d 
crystal field splitting. Each of these refine- 
ments has a significant influence on the cal- 
culated results, and is therefore important 
for a realistic determination of the model 
parameters. Some other refinements have 
also been included. 

The 4s orbitals play an important role, 
especially in altering the effective crystal 
fields experienced by the p and d orbitals 
of ulg (= 32’ - 9) symmetry. The 2p hole 
energy [the pa&) centroid] is raised about 3 
eV due to hybridization with the 4s orbitals. 
The remaining effect of mapping the three- 
dimensional (2p, 3d, 4s) hybridization onto 
an equivalent (2p, 3d) problem is treated 
here by a reduction of the effective p-d hy- 
bridization strength T,,,. The main result is 
to shift the antiboding (d-like) molecular- 
orbital ulg level close to the corresponding 
bzg ( =xy) and e& = xz, yz) levels, so that 
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these are all widely separated from the b,, 
(= x2 - y2) level. This feature now provides 
a strong justification for focusing on only 
the 3d orbitals of b,, symmetry, in model- 
Hamiltonian studies of pairing mechanisms 
for cuprate superconductivity. 

Because our present A 2 U type of solu- 
tion cannot be obtained without inclusion of 
the A& parameter, it is important to empha- 
size that the physical effect (orthogonality 
repulsion) which we have parameterized by 
A& is genuine (24). The magnitude found for 
A& might seem unreasonably large, how- 
ever, until one recalls that the empirical 
crystal-field splittings of 3 + ions are gener- 
ally much larger (by as much as a factor of 
two) than for their 2 + counterparts, for the 
3d transition metals (30). Furthermore, the 
feature of square-planar coordination 
(rather than octahedral) reduces the Cu-0 
bond length (1.95 A) significantly below the 
value (2.06 A) which one can extrapolate 
from the preceding transition metal monox- 
ides, and this should increase both the hy- 
bridization and nonhybridization (A&) com- 
ponents of the crystal field. This latter 
consideration seems inadequate, however, 
to explain the large magnitude of the present 
A&. We interpret this as evidence that the 
2p orbitals of the neighboring 02- ions, 
which are quite diffuse and bound only by 
the Madelung potential, are pulled in closer 
to the copper 3 + ion, creating a stronger 
orthogonality-repulsion effect than for the 
case of the 2 + ion. (This more than compen- 
sates for the contraction of the 3d orbitals 
in the 3 + state.) This picture ‘is supported 
also by the larger magnitude found for Tblg8, 
as compared to Tblgl,,. Thus, although the 
present A.$ is almost certainly too large to 
properly describe the d+ d* optical absorp- 
tions within the Cu2+ ground state configu- 
ration (absorptions which are dipole forbid- 
den and therefore presumably weak), we 
argue that this large A& is not excessive for 
the photoemission final states. 

The magnitudes of A and Uen, the effec- 
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FIG. 5. The cluster configuration energy scheme of 
the present analysis, and that of ETS (Ref. (4)), for the 
‘A, states of two holes of b,, symmetry. 

tive Hubbard U, are of particular interest. 
As emphasized by ETS, this U,, is quite 
state dependent. We shall focus on the 
states of ‘A, symmetry, which include the 
first ionization state. These states arise 
from two holes of b,, symmetry, so this 
choice is appropriate for simplified Ander- 
son models which effectively contain only 
the 3d orbitals of this symmetry, as in 
Ref. (12). The appropriate U is then the 
Coulomb interaction between two of these 
3d orbitals (4, 7), 

U&A,) = A + 4B + 3B, (6) 

which is 7.0 eV here. This is close to our A 
= 7.55 eV. The results of ETS are very 
different: A = 6.5 eV, U,, = 8.8 eV, and A 
= 2.75 eV (their definition) or 1.75 eV (our 
definition). We now recall that (5, 6) 

E(d’OL2) - E(&Ti> = A (7) 

E(d9&) - E(d) = A - Ueff, 

for the configuration energies of the corre- 
sponding CuO, cluster model. [The & en- 
ergy corresponds to the centroid of the !I,, 
projected state density, Eq. (1) and Fig. 3, 
for 2p hole states.] The large differences in 
the magnitudes of A and A - U,, therefore 
correspond to strikingly different relative- 
energy schemes, as shown in Fig. 5. Note 
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especially that A - U,, has changed by 7.6 
eV. The large change in A is required, here, 
in order to place the 2p features, P,-P,, in 
their correct positions with respect to the 
main peak. This 2p evidence has not been 
considered previously in studies of cuprate 
materials, or in much of the work on related 
transition-metal compounds. 

In the ETS scheme, where @& and d”L2 
both lie considerably below 8, a doping ho&e 
would obviously have almost pure 2p charac- 
ter. In contrast, we now find the lowest con- 
figurations to be d8 and d9L. Because the lat- 
ter are separated by much less than their 
effective mixing matrix element, ti TblR8, a 
doping hole should have quite comparable 
amounts of 3d and 2p character. This has in- 
deed been confirmed experimentally, in re- 
cent studies of photoemission near Ed in me- 
tallic cuprates (II). This strong p-d mixing 
for the doping holes is also supported by ab 
initio quantum-chemistry cluster calcula- 
tions with accurate nonlocal exchange (26). 

For a simple qualitative understanding of 
the present theoretical spectra, one can vi- 
sualize the main peak and the satellite as 
coming from the bonding and antibonding 
combinations of d* and d9L. (This applies 
to each of the channels in I%g. 4. The d”L2 
configuration typically plays only a minG 
role, except for high-lying states with negli- 
gible intensity. Since the 2p band states are 
largely nonbonding, most of the 2p removal 
intensity is found in between the main peak 
and the satellite. 

The present configuration-energy 
scheme, E(d*) IS E(d9L) + E(d10L2), was 
anticipated by a varietyf arguments in Ref. 
(12). In particular, we noted there that reli- 
ance on the 3d spectrum alone leads to an 
ambiguity: The d8 and d’OL2 configuration 
energies can be interchanged, with little ef- 
fect on the spectrum. (Due to a symmetry 
of the energy matrix, this interchange would 
have no effect on the final-state eigenvalues, 
for a cluster model with crystal-field multi- 
plet structure ignored,as in the treatment of 

Shen et al. (2).) This point is confirmed in 
Fig. 5, which shows that the d* and dl”L2 
energies have indeed been roughly in&- 
changed. We also observed that the photo- 
emission systematics of other transition- 
metal oxides (13, 14) strongly supports the 
present configuration-energy scheme. The 
latter evidence is of two kinds: (a) a near- 
constancy of the energy separation between 
the oxygen 2s and 2p features (for the mate- 
rials where the latter can be identified), and 
(b) a 3d-like photon energy dependence for 
the relative intensity of the “main peak” 
(near photoemission threshold), which also 
exhibits the 8-l multiplet structure ex- 
pected from crystal-field theory, and a 2p- 
like dependence for intensity somewhat 
above this main peak. The CuO data shares 
all of these characteristics, if we take P, to 
be “the” 2p feature. 

In connection with point (a), concerning 
2p features which were seen at X-ray (> 1000 
eV> photon energies (13), we note that the 
present XPS data analysis revealed unex- 
pectedly strong 2p contributions. We attrib- 
uted this 2p strength to a relative suppres- 
sion of the d intensity, and to an 
enhancement of the feature (P,) at the top 
of the 2p band, due to the much greater 
strength of orthogonality mixing in the b,, 
channel. It now appears that these features 
may be rather general, i.e., insensitive to 
details of the local oxygen coordination ge- 
ometry, so that they may be generic for tran- 
sition-metal oxides. 

We now describe two further kinds of evi- 
dence for the present configuration-energy 
scheme, evidence which has helped to moti- 
vate this investigation. First, in ionic com- 
pounds of 3d transition metals, 3 + ions typi- 
cally have much larger phenomenological 
crystal-field splittings than the correspond- 
ing 2+ ions (by roughly a factor of two) 
(30): ApF % ApF. Since a significant part of 
these A,s should come from the 2p-3d hy- 
bridization, and since the hybridization con- 
tribution to the relevant antibonding state 
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energies depends on the separation between 
the unhybridized configuration energies, 
this strongly suggests that (31, 32) 

IA1 s IA - 4Kl. (8) 

The present results satisfy this criterion, 
while the conventional results (2-7) do not. 
Our finding of stronger hybridization in the 
3 + state, IT,,sl > lT,J, tends to weaken this 
argument,as does also our expectation of a 
similar charge dependence for A&, but we 
doubt that these considerations can suffice 
to justify the conventional picture. 

The second kind of evidence comes from 
the optical-absorption spectra of NiO, COO, 
and MnO. Their strong-absorption “edges” 
(located at 5 4 eV) are not very abrupt, and 
in fact display considerable structure, over 
a range of several electron volts. Further- 
more, these structures differ significantly 
among these compounds. It has long been 
known that the differences among these 
edge structures correlate well with the dif- 
ferent d”* d”-’ multiplet structures, as pre- 
dicted by conventional crystal-field theory 
and as seen in the low-energy (< 3 eV) or 
“main peak” portions of the valence-band 
photoemission spectra (14, 32). The ob- 
served absorption-edge structures therefore 
appear to be due to 3d+ 4s, 4p (band) transi- 
tions (33, 34). This assignment is also sup- 
ported by modulation spectroscopies (elec- 
troreflectance and thermoreflectance) (34). 
It should be noted that the 3d designation 
here refers to an antibonding 3d-2p admix- 
ture, as in molecular-orbital theory, so its 
energy differs from that of the “bare” 3d 
basis state of the model. 

We presume that the CuO electrical con- 
ductivity (photocurrent) gap reported (35) at 
1.35 eV represents the optical absorption 
edge, and is also due to 3d + 4s, 4~ (band) 
transitions. This was, effectively, the exper- 
imental assignment (35). This differs from 
the well-known assignment of Zaanen, Sa- 
watzky, and Allen (.5), namely 2p + 3d. 
Nevertheless, the present assignment has a 

long history in the field of transition metal 
oxides (33, 34), and at one time this was 
widely accepted. It should be noted that this 
threshold energy lies significantly below the 
Mott energy, for dn + d” + d”-’ + d”+’ 
transitions, denoted here by U,,,,. Our data 
analysis is based on UMulott rather than the 
conductivity gap, in contrast to ETS, be- 
cause UMott relates to the present model 
more directly and unambiguously. 

Another motivation for the present study 
has been to explore the feasibility of a cu- 
prate superconductivity pairing mechanism 
(12) based on the valence-fluctuation or 
heavy-fermion type of “normal state” 
above T,. The present results do tend to 
support that scenario, since that mechanism 
requires a large value for A. In that picture, 
the present ‘A, threshold photoemission 
state corresponds to the Kondo singlet state 
which results from Kondo screening of the 
usual copper & local moment. The exis- 
tence of a normal Fermi-liquid state above 
T, is made possible by the elimination, in 
this manner, of all of the local moments (36). 
(The occurrence of a local ‘A, state at each 
copper ion, rather than a d9 local moment 
configuration, is such a radical difference 
that this valence-fluctuation phase should 
presumably be separated from the Mott-in- 
sulator phase of CuO or pure La,CuO, by a 
first-order transition.) 

On the other hand, much evidence 
against the present configuration-energy 
scheme was cited in the Introduction. We 
concluded there, however, that only the 
evidence from the resonant photoemission 
(15) requires a careful examination here. 
It is certainly true that much stronger reso- 
nance is observed in the satellite region 
than in or near the main peak. Following 
the standard treatment of the resonance 
phenomenon (377, this is interpreted as 
direct evidence for the d8 spectral density 
being concentrated at high binding energy, 
thereby implying a high value for E(8). 
We now offer a counterargument. This is 
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based on the strong evidence for adiabatic- 
ity at 70 eV, and therefore also at the 3p 
+ 3d resonance around 74 eV photon 
energy. This evidence (strong suppression 
of the satellite intensity) indicates that the 
departure of the photoelectron is slow 
enough to produce some adiabatic 2p * 3d 
charge transfer, via increased covalency, 
in the direct (non-resonant) photoemission 
channel. It then follows that there should 
also be some corresponding charge transfer 
in the resonance channel, and therefore 
some &L component in the resonance final 
state. (The conventional resonance channel 
is 38 + hv + 3p-‘3d” + 3ds + .Q, which 
interferes with the direct photoemission.) 
With a suitable phase, this &‘L component 
could reduce the resonance strength for 
states near the main peak, and increase 
this for states in the satellite, so that this 
might reconcile the resonance data with 
the present energy scheme. 

We now outline an argument that the 
resonance channel &L component does 
have this phase. We use a semiclassical 
treatment (29) of the time evolution of the 
satellite state (q’,,J component amplitude, 
within the resonance channel wavefunc- 
tion, while the photoelectron is departing. 
We assume that the total wavefunction for 
this channel can be described as a linear 
combination of the !PSat and q’mp (mp = 
main peak) states, and similarly for the 
direct photoemission channel. In this treat- 
ment, the driving term for the time evolu- 
tion is (?&H/~tj~,). We visualize aH/ 
at as the classical time-dependent Coulomb 
potential of the departing photoelectron, 
and we observe that this time derivative 
should be largest on the copper site. We 
also replace q\Iatqmp by ‘PIAB’PB, the prod- 
uct of antibonding and bonding combina- 
tions of the d and p orbitals of b,, symme- 
try. The qA, and qB both evolve with 
time, via a time-dependent mixing angle, 
thereby describing the adiabatic 2p ---, 3d 
charge transfer taking place within the par- 

ticular channel wavefunction. We attribute 
the difference in the behaviors of the direct 
and resonance channels to their different 
signs for vA,q’, on the copper site at t = 
0, since the direct-channel wavefunction 
commences with the ground-state (d9 + 
d”&) mixing angle, while the resonance- 
channel wavefunction commences with 8 
= 0, i.e., with a pure d8 configuration. (It 
is essential to recall, here, that the present 
orbitals are really Wannier functions, 
which therefore have tails of opposite sign 
on the neighboring sites.) This difference 
leads to opposite signs for (~&H/dt~Tmp), 
for the wavefunctions of the direct and 
resonance channels, which causes their 
&-component mixing angles to evolve in 
opposite directions. This difference in the 
behavior of the mixing angles is, qualita- 
tively, what is needed to resolve the appar- 
ent contradiction between the suppressed 
satellite intensity and the enhanced satellite 
resonance. 

Another feature which deserves some 
comment is the discrepancy between the 
present finding of a very large A, and the 
considerably smaller A values (1 S-4 eV) 
obtained from sophisticated band-theoretic 
studies (8, 9). These band-theoretic studies 
are all based on the assumed validity of the 
local density approximation. We have 
shown elsewhere (38) that the breakdown 
of the local density approximation, for the 
Mott insulator materials (which include 
NiO, CuO, and La,CuO,), is due to its fail- 
ure to properly distinguish between the five 
spatially distinct kinds of d orbitals. When 
U is sufficiently large, the angle-dependent 
aspect of the nonlocal exchange potential 
is able to produce an orbital polarization 
within individual Bloch functions, and 
thereby for the total wave function. This 
polarization (which is also spin dependent) 
is responsible for opening up (or else greatly 
increasing) the insulating gap, and likewise 
for the creation (or enhancement) of the lo- 
cal moments. Naively, one might expect 
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that the local-density value for ad would cor- 
respond to the average of the d8 + d9 and d9 
+ d” addition energies (before hybridiza- 
tion), thus a proper treatment of U should 
increase A by roughly $ U. This simple esti- 
mate does indeed account for the sign and 
general magnitude of the discrepancy. 

Of course, all of our quantitative results 
are subject to the presumed validity of the 
Anderson impurity model. They may there- 
fore change somewhat if the finite density 
and periodicity of the copper ions can some- 
how be taken into account. The present in- 
corporation of copper 4s orbitals on a peri- 
odic lattice suggests a way that this might 
be accomplished. One can envisage having 
hybridizing 3d orbitals on each of the Pd 
sites of our tight-binding PdO lattice model, 
but with a reduced hybridization strength to 
take account, in a mean-field manner, of 
the inhibition to hybridization caused by the 
Hubbard U. An essential part of this pro- 
gram would then be to somehow remove the 
mean-field effect of the 3d’s on the selected 
“impurity” site, before proceeding with a 
detailed treatment of the present type for 
these “impurity” 3d orbitals. This scheme 
might then be iterated to self-consistency. 

In any event, there is an indication that 
changes of order 10% in some of the parame- 
ters may be needed. This comes from the 
fact that the present parameters lead to a 
magnetic superexchange coupling J which 
is too small, compared to experiment, by 
about a factor of 2. 

Conclusions 

The previous analyses of photoemission 
and BIS data for CuO and other cuprates 
have presumed that essentially all of the de- 
sired information can be obtained from the 
3d-removal spectrum alone. We have now 
demonstrated that additional information 
contained in the 2p-removal spectrum is vi- 

tally important for a reliable parameter de- 
termination. It is now clear that the nonhy- 
bridizing part of the 2p spectrum is 
particularly useful here, because (a) this is 
a major fraction of the total 2p intensity, 
(b) this can have distinctive and prominent 
features, and (c) it is obvious that the posi- 
tion of the latter, with respect to the 3d- 
removal features, is mainly determined by 
the parameter A. These considerations have 
led, quite unambiguously, to a major revi- 
sion of the value of A, and an even larger 
change in the important difference A - 
U,,(‘A,). Inclusion of an additional parame- 
ter A& was essential for this result, but this 
feature (a significant nonhybridization con- 
tribution to the crystal-field splitting) has 
been well established by ab initio cluster 
calculations. The other refinements we have 
employed likewise have independent justi- 
fications. On the other hand, the most per- 
suasive evidence for the prevailing configu- 
ration-energy scheme, from resonant 
photoemission, was argued to be unreliable, 
due to an expected strong adiabatic correc- 
tion to the sudden approximation. We be- 
lieve that these conclusions should also 
apply, qualitatively, to a number of other 
transition-metal compounds, and in particu- 
lar to NiO. 

The present parameters should be much 
closer to the ones appropriate for Anderson 
lattice models of the superconducting cu- 
prates, at least when Coulomb interactions 
involving the 2p electrons are neglected 
(39). In such an application, however, it is 
important to consider that A can be signifi- 
cantly affected by the Madelung potential 
effects of the ions between the CuO, layers, 
and especially by the presence or absence 
of apical oxygens (40). 
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